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PATENTNI ZAHTJEVI

1.

(98]

10.

11.

12.

Sistem bez markera, pri ¢emu taj sistem ukljucuje:
(i) video kameru;
(i) senzore ukljucujuéi akcelerometar i ziroskop koji detektuju u opsegu od Sest stepeni slobode;
(iii) dve kamere svedokinje koje formiraju stercoskopski sistem; i
(iv) procesor;
za miksovanje ili sastavljanje u realnom vremenu, racunarom generisanih 3D objekata i u€itavanje videa sa video
kamere, da bi se u realnom vremenu generisao video pro$irene realnosti za televizijsko (TV) emitovanje, bioskop ili
video igrice, pri emu:
(a) kudiste video kamere moze da se pomerau 3D i senzori koji se nalaze u video kameri ili su spojeni direktno
ili indirektno na video kameru obezbeduju podatke pozicioniranja u realnom vremenu koji definisu 3D poloZaj i
3D orijentaciju video kamere, ili omoguéavaju izra¢unavanje 3D polozaja i 3D orijentacije video kamere;
(b) dve kamere svedokinje koje formiraju stereoskopski sistem su fiksirane direktno ili indircktno na video
kameru;
(c) sistem jeste konfigurisan tako da automatski koristi podatke pozicioniranja u realnom vremenu da bi stvorio,
ucitao, renderovao ili modifikovao ra¢unarom generisane 3D objekte;
(d) sistem jeste konfigurisan da miksuje ili sastavlja rezultantne raCunarom generisane 3D objekte sa
u¢itavanjem videa sa video kamere da bi obezbedio prosirenu realnost za televizijsko (TV) emitovanje, bioskop
ili video igrice;
1 pri ¢emu se:
(e) taj sistem konfigurise tako da se odredi 3D pozicija i orijentacija video kamere sa referencom na 3D mapu
stvarnog sveta, pri emu je taj sistem konfigurisan tako da generiSe 3D mapu stvarnog sveta, barem delimi¢no,
koris¢enjem podataka 3D pozicioniranja u realnom vremenu iz senzora plus opticki protok u kom dve kamere
svedokinje formiraju stercooskopski sistem pretrage scene, i u kom je softver koji radi na tom procesoru
konfigurisan da detektuje prirodne markere u toj sceni koji nisu ru¢no ili vestacki dodati toj sceni;
(f) sistem jeste konfigurisan da koristi model konstantne brzine dodeljen podacima 3D pozicioniranja u
realnom vremenu sa senzora da bi predvideo sledeci polozaj video kamere kori§¢enjem prethodno pravilno
izra¢unatog ili potvrdenog polozaja, i sistem je konfigurisan tako da koristi prognoziranje da projektuje 3D oblak
taCaka na sadasnji kadar kamere svedokinje, i da koristi algoritam poredenja taCaka da poveze taCke
identifikovane pri uitavanju videa u realnom vremenu sa stercoskopskog sistema i projektovane tacke u
projektovanom 3D oblaku tacaka.
Sistem iz patentnog zahteva 1 pri ¢emu ti senzori ukljuuju 3D senzor opsega, koji snima dubinu svakog piksela u
videu iz te video kamere.
Sistem iz patentnog zahteva 2 pri cemu 3D senzor opsega jeste kamera strukturisanog svetla ili vremena leta (ToF).
Sistem iz bilo kog od prethodnih patentnih zahteva pri ¢emu dve kamere svedokinje koje formiraju stereoskopski
sistem funkcioniSu na najmanje 100 fps da bi omoguéile sistemu da s¢ inicijalizuje u potpunosti bez odvojenog
stadijuma ¢istog pregledanja scene koju treba pratiti, ve¢ se umesto toga pregledanje odvija neprekidno dok se
kamera istovremeno koristi da snima video sadr7aj.
Sistem iz patentnog zahteva 4 pri cemu dve stereoskopske kamere svedokinje formiraju stercoskopski sistem koji
omoguéava softveru da procesira slike i da, ¢ak i sa sistemom kamere koji se uopste ne pomera, generise trenutno
3D oblak tacaka.
Sistem iz patentnog zahteva 4 pri ¢emu je dubina svake tatke u 3D oblaku ta¢aka dobijena koriS¢enjem
odgovarajucih 2D teksturnih zakrpa dobijenih iz svake stereoskopske kamere svedokinje i algoritma pretraZzivanja
epipolarne linije.
Sistem iz bilo kog prethodnog patentnog zahteva koji pokreée algoritam fuzije koji kombinuje opticke podatke
protoka iz sistema kamere svedokinje sa podacima pozicioniranja u realnom vremenu sa senzora.
Sistem iz patentnog zahteva 7 pri ¢emu s¢ algoritam fuzije zasniva na tchnici proSirenog Kalmanovog
filtriranja/korekcije da bi se integrisali izlazi iz svih senzora, i da bi se ponovo kalibrirali, svi senzori, koji mogu da
ukljucuju akcelerometar, Ziroskop, magnetometar, senzor 3D ospega, da bi se odredila pozicija i orijetnacija kamere.
Sistem iz patentnog zahteva 8 pri Cemu taj algoritam fuzije sa proSirenim Kalmanovim filterom koristi podatke o
nivou pouzdanosti, povezane sa izlazom sa svakog senzora, kada odreduje kako da spoji podatke sa svakog senzora.
Sistem iz bilo kog prethodnog patentnog zahteva pri ¢emu klju¢ni kadrovi generisani putem kamere svedokinje jesu
deo procesa vizuelnog pracenja i slike u realnom vremenu, izraCunate na Cetiri razli¢ita nivoa rezolucije uitavanja
videa kamere svedokinje.
Sistem iz bilo kog prethodnog patentnog zahteva, pri cemu taj sistem ukljucuje 3D senzor opsega, pri cemu se taj
3D senzor opsega koristi da pospes$i preciznost merenja dubine povezan sa rekonstruisanom 3D ta¢kom dobijenom
koris¢enjem kamera svedokinja koje formiraju stereoskopski sistem, ili da se odbije rekonstruisana 3D tacka
dobijena kori$¢enjem kamera svedokinja koje formiraju stercoskopski sistem.
Sistem iz patentnog zahteva 11 pri ¢emu se 3D senzor opsega koristi za uskladivanje dubine u realnom vremenu da
bi se omogucio dinamicki dodir i potisla eventulana upotreba zelenog stadijuma.
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Sistem iz bilo kog od prethodnih patentnih zahteva pri ¢emu je taj sistem konfigurisan da lokalno promeni prag
vrednosti kontrasta da bi obuhvatio tatke ¢ak i u podru¢jima malog kontrasta, u tom oblaku tacaka.
Sistem iz bilo kog od patentnih zahteva 4 do 6, koji obuhvata sistem prac¢enja kamerom koji kombinuje sistem koji
je u potpunosti inicijalizovan bez zasebnog stadijuma Cistog pregledanja scene koju treba pratiti, sa pracenjem video
kamerama kada reziser/kamerman prati, horizontalno pomera, naginje sistem za praéenje kamerom spojen na video
kameru.
Sistem iz patentnog zahteva 4, pri ¢emu dve kamere svedokinje formiraju stercoskopski sistem koji omogucava u
realnom vremenu neprekidno pregledanje scene da bi se generisao oblak tacaka koji defini$e tu scenu.
Sistem iz bilo kog prethodnog zahteva koji postavlja deskriptore koji ne zavise od rotacije, na primer koriS¢éenjem
ORB, na karakteristi¢nim tackama detektovanim u sceni da olaks$a obnavljanje praéenja.
Sistem iz bilo kog prethodnog zahteva koji koristi Levenberg-Markvardovu Semu minimizacije za pracenje kamerom
da bi sc svela na minimum gre$ka izmedu tacaka identifikovanih pri ucitavanju videa u realnom vremenu iz
sterecoskopskog sistema i projektovanih tacaka u projektovanom 3D oblaku tacaka.
Sistem iz bilo kog prethodnog patentnog zahteva pri ¢emu korisnik moZe da koristi 3D oblak tacaka generisan
sistemom pra¢enja kamerom da bi definisao 3D maske, kao $to su 3D maske za ignorisanje beskorisnih regiona.
Sistem iz bilo kog prethodnog patentnog zahteva pri ¢emu se video kamera i kamera svedokinja kalibriraju za
akviziciju kadrova sa zaka$njenjem kori$¢enjem modulisanog izvora svetlosti, kao npr. uporedivanjem krivulja
intenziteta svetlosti povezanih sa trepéu¢im LED svetlom.
Sistem iz bilo kog prethodnog patentnog zahteva pri ¢emu je ta video kamera bilo koja od u nastavku navedenih:
kamera na dizalici; stacionarna kamera; rukom drzana kamera; pokretna kamera na kolicima, kamera montirana na
tronozac, kamera pametnog telefona, naocare za prosirenu realnost.
Postupak bez markera za miksovanje ili sastavljanje u realnom vremenu, ra¢unarom generisanih 3D objekata i
ucitavanja videa iz video kamere, da se generiSe u realnom vremenu video materijal prosirene realnosti za TV
emitovanje, bioskop ili video igrice, pri emu:
(@) kuciste video kamere moze da se pomera u 3D i senzori, u koje spadaju akcelerometar 1 Ziroskop koji
detektuju u Sest stepeni slobode, i nalaze se u video kameri ili su spojeni direktno ili indirektno na video kameru
obezbeduju podatke pozicioniranja u realnom vremenu koji definisu 3D polozaj i 3D orijentaciju video kamere,
ili omogucavaju izrac¢unavanja 3D polozaja i 3D orijentacije te video kamere;
(b) dve kamere svedokinje koje formiraju stercoskopski sistem i fiksirane su direktno ili indirektno na video
kameru;
(¢) podaci pozicioniranja u realnom vremenu se zatim automatski koriste da se kreiraju, ponovo ucitaju, ili
modifikuju kompjuterski generisani 3D objekti;
(d) kao rezultat dobijeni ra¢unarom generisani 3D objekti se zatim miksuju ili sastavljaju sa ucitavanjem videa
sa video kamere da bi se obezbedila prosirena realnost za televizijsko (TV) emitovanje, bioskop ili video igrice;
1 pri ¢emu se:
(¢) 3D pozicija i orijentacija video kamere utvrduju u odnosu na 3D mapu stvarnog sveta, pri cemu se 3D mapa
stvarnog sveta generiSe, barem delimi¢no, koris¢enjem 3D podataka pozicioniranja u realnom vremenu sa
senzora plus otpicki protok u kom dve kamere svedokinje formiraju stereoskopski sistem pretrage scene i pri
Cemu se softver koji radi na procesoru koristi da detektuje prirodne markere u toj sceni koji nisu rucno ili vestacki
dodati toj sceni;
(f) koristi model konstantne brzine povezan sa podacima 3D pozicioniranja u realnom vremenu sa senzora da
bi predvideo sledeci polozaj video kamere kori§¢enjem prethodno pravilno izracunatog ili potvrdenog polozaja,
i to predvidanje se koristi da projektuje 3D oblak tacaka na sadasnji kadar kamere svedokinje, i pri ¢emu se
algoritam poredenja tacaka koristi da uporedi tacke identifikovane pri u¢itavanju videa u realnom vremenu iz tog
sterecoskopskog sistema i projektovanih tacaka u projektovanom 3D oblaku tacaka.
Postupak kako je definisan u patentnom zahtevu 21 pri ¢emu se evidentiraju podaci pozicioniranja u realnom
vremenu i vremenski kod se utiskuje da obezbedi podatke poklapajuéeg pomeranja za procese postprodukcije.
Postupak kako je definisan u patentnom zahtevu 21 ili 22 koji se koristi za:
(1) Praéenje u realnom vremenu za studijske kamere; ili
(i) Pracenje u realnom vremenu za Steadicam postolju za stabilizaciju kamere; ili
(iii) Praéenje u realnom vremenu za kamere montirane na dizalici; ili
(iv) Praéenje u realnom vremenu za kamere montirane na kolica; ili
(v) Pracenje u realnom vremenu za spoljno emitovanje; ili
(vi) Obezbedivanje podataka o pracenju u realnom vremenu za 2D postprodukciju; ili
(vii) Obezbedivanje podataka o pra¢enju u realnom vremenu za post-konverziju za 3D steorcoskopske sadrzaje;
ili
(viii) Obezbedivanje podataka o pradenju u realnom vremenu za nativne 3D stereoskopske sadrzaje; ili
(ix) 3D umetanje grafike; ili
(x) 3D umetanje grafike za postavljanje proizvoda u studiju ili na setu; ili
(xi) 3D umetanje grafike za emisije na otvorenom; ili
(xii) 3D umetanje grafike za sponzorisane slike; ili
(xiii) 3D umetanje grafike koje je specificno za lokaciju gledaoca; ili
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(xiv) 3D umetanje grafike koje je specifi¢no za gledaoce; ili

(xv) 3D umetanje grafike koje je vremenski specifi¢no; ili

(xvi) 3D umetanje grafike za popunjavanje masovnih scena; ili

(xvii) 3D umetanje grafike za zamenu zelenog ckrana; ili

(xviii) 3D umetanje grafike edukativnih sadrzaja da bi se pomoglo pri ucenju, u muzejima i centrima tumacenja
na kulturnim 1 istorijskim ili prirodnim lokacijama; ili

(xix) merenje apsolutne ili relativne veli€ine objekata u odredenoj sceni.
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