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MODELING OF HUMANOID FORMS FROM DEPTH MAPS

CROSS-REFERENCE TO RELATED APPLICATIONS
- This application claims the benefit of U.S. Provisional Patent Application' 60/799,952,
filed May 11, 2006, which is incorporated herein by reference.

FIELD OF THE INVENTION
" The present invention relates generally to methods and systems for mapping and
modeling of three-dimensional (3D) objects, and specifically to automated extraction of

humanid forms from depth maps.

BACKGROUND OF THE INVENTION

A number of different methods and systems are known in the art for creating depth
maps. In the present patent application and in the claims, the term “depth map” refers to a
representation of é scene as a two-dimensional matrix of pixels, in which each pixel
corresponds to a respective location in the scéne and has a respective pixel value indicative of
the distance from a certain reference location to the respective scene location. (In other
words, the depth map has the form of an image in which the pixel values indicate
topographical informatibn, rather than brightness and/or color of the objects in the scene.)
Depth maps may be created, for example, by detection and processing of an image of an
object onto which a laser speckle pattern is projected, as described in PCT International
Publication WO 2007/043036 A1, whose disclosure is incorporated herein by reference.

Various methods are known in the art for computerized three-dimensional (3D)
modeling of human forms from video or other image data. Some of these methods require
that dedicated markers be attached to the "subject’s body at known locations in order to
facilitate tracking of the subject’s motion. A marker-based method of this sort is described,
for example, by Fua et al., in “Human Shape and Motion Recovery Using Animation
Models,” 19th Congress, International Society for Photogrammetry and Remote Sensing
(Amsterdam, July, 2000), which is incorporated herein by reference.

Other methods use multiple cameras to provide 3D stereo image information, and
process this information to model human (or other) forms. For example, Allard et al. describe
such a method in “Marker-less Real Time 3D Modeling for Virtual Reality,” Immersive
Projection Technology (IPT 2004, Iowa State University), which is incorporated herein by

reference. An alternative method, which applies a probabilistic model of human shape and
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motion to two-dimensional (2D) images, is described by Howe et al., in “Bayesian
Reconstruction of 3D Human Motion from Single-Camera Video,” Advances in Neural
Information Processing Systems 12 (Denver, Colorado, 1999), which is also incorporated
herein by reference. |

Li et al. describe the use of a “stereo camera” in providing depth information in “Real-
time 3D Motion Recognition with Dense Depth Map,” (Report CPSC525, Department of
Computer Science, University of British Columbia, Vancouver, BC, 2004), which is
incorporated herein by reference. A statistical background subtraction method is qpplied to
the input video stream from the stereo camera, and a correlation-based stereo methc;d is used
to give a dense depth map bf the foreground object. An optical flow approach is then used to
detect motion of the object based on the depth map.

Grammalidis et al. describe another depth-based method in “3-D Human Body
Tracking from Depth Images Using Analysis by Synthesis,” Proceedings of the IEEE
International Conference on Image Processing (ICIP 2001, Thessaloniki, Greece), pp. 185-
188, which is incorporated herein by reference. The method is directed to estimating MPEG-4
Body Animation Parameters (BAPs) of a human arm. The rigid parts of the MPEG-4 body
model are initially scaled to the geometric properties of the corresponding body part, which is
imaged by a camera. BAP values are then estimated using a technique based on the Downhill
Simplex minimization method.

SUMMARY OF THE INVENTION

Embodiments of the present invention that are described hereinbelow provide
methods, devices and software for modeling humanoid forms based on depth maps. (The
term “humanoid,” as used in the present patent application and in the claims, refers to any
being whose body structure resembles that of a human.) In an exemplary embodiment, a
processor segments a depth map of a scene containing a body of a subject so as to find a
contour of the body. The processor then analyzes the contour in order to identify a torso and
one or more limbs of the subject and to determine the disposition of at least one of the limbs.

The processor may evaluate the disposition of the limb (or limbs) over a single image
or series of images in order to extract gestures and/or other motions of the subject. The
resulting information may be used as an input to control an application program running on a
computer. Alternatively, the processor may derive a static or moving model of the body,

incorporating the disposition of the limbs and possibly the torso, for other purposes. The
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methods described hereinbelow for procéssing depth maps are very efficient, so that a
conventional microprocessor may be programmed to carry out these methods in real-time, i.e.,
at a processing rate that is equal at least to standard video rates of 25-30 frames/sec. _

There is therefore provided, in accordance with an embodiment of the present
invention, a computer-implemented method for processing data, including:

receiving a depth map of a scene containing a body of a bumanoid subject, the depth
map including a matrix of pixels, each pixel corresponding to a respective location in the
scene and having a respective pixel value indicative of a distance from a reference location to
the respective location; , &

segmenting the depth map so as to find a contour of the body;

processing the contour in order to identify a torso and one or more limbs of the
subject; and

generating an input to control an application program running on a computer by
analyzing a disposition of at least one of the identified limbs in the depth map.

Typically, receiving the depth map includes acquiring the depth map without affixing
any dedicated marker to the body. In a disclosed embodiment, receiving the depth map
includes acquiring the depth map using a single, stationary imaging device. Acquiring the
depth map may include projecting an uncorrelated pattern of spots onto the subject, capturing
an image of the projected pattern using the imaging device, and processing the image in order
to generate the depth map. In one embodiment, projecting the uncorrelated pattern of spots
includes forming a primary speckle pattern using a coherent light source.

In some embodiments, receiving the depth map includes acquiring a sequence of depth
maps at a frame rate of at least 25 frames/sec, and generating the control input includes
updating the control input, responsively to the sequence of depth maps, at an update rate that
is equal at least to the frame rate. '

Typically, segmenting the depth map includes identifying a background object in the
scene that is not connected to the body, and removing the background object from the scene
prior to finding the contour.

In some embodiments, processing the contour includes assessing a thickness of an area

within the contour, identifying a first part of the area as the torso responsively to the thickness,

- and identifying a second part of the area that is connected to the torso as at least one of the

limbs. In one embodiment, assessing the thickness includes identifying an axis of the body in

3



10

15

20

25

30

WO 2007/132451 PCT/IL2007/000574

the depth map, computing a transverse thickness of the contour along multiple first lines
perpendicular to the axis, computing a longitudinal thickness of the contour along multiple
second lines parallel to the axis, and designating as the torso a part of the area within the
contour that is defined by the first and second lines along which the transverse thickness and
longitudinal thickness are no less than a specified transverse threshold and longitudinal
threshold, respectively. Additionally or alternatively, identifying the second part of the area
includes determining, based on the depth map, a representative distance of the torso from the
reference location, and identifying as an arm of the subject a region overlying the torso in
whlch the distance of the pixels is less than the representatlve distance.

In a disclosed embodiment, analyzing the dlsposmon includes finding one or more
respective medial axes of the one or more limbs by iteratively removing the pixels from at
least one of the limbs. Typically, the medial axes are curved, and analyzing the disposition
includes deriving stick-figure representations of the one or more limbs by finding straight
segments that fit the medial axes.

Typically, the one or more limbs comprise an arm of the subject, and the processor is
configured to derive a stick-figure representation of the arm by identifying a shoulder point on
the torso and a palm point on the arm, and identifying two straight segments that pass through
the shoulder and palm points, respectively, and meet at an elbow of the arm.

There is also provided, in accordance with an embodiment of the present invention,
apparatus for processing data, including:

an imaging device, which is configured to capture an image of a scene containing a
body of a humanoid subject; and

a processor, which is coupled to process the image so as to create a depth map, which
includes a matrix of pixels, each pixel corresponding to a respective location in the scene and
having a respective pixel value indicative of a distance from a reference location to the
respective location, and which is configured to segment the depth map so as to find a contour
of the body, to process the contour iﬁ order to identify a torso and one or more limbs of the
subject, and to generate an input to control an application program running on a computer by
analyzing a disposition of at least one of the identified limbs in the depth map.

There is additionally provided, in accordance with an embodiment of the present
invention, a -computer software product; including a computer-readable’ medium in which

program instructions are stored, which instructions, when read by a computer, cause the
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computer to acquire a depth ﬁlap of a scene containing a body of a humanoid subject, the
depth map including a matrix of pixels, each pixel corresponding to a respective location in
the scene and having a respective pixel value indicative of a distance frdm a reference location
to the réspective location, and to segment the depth map so as to find a contour of the body, to
process the contour in order to identify a torso and one or more limbs of the subject, and to
generate an input to control an application program running on a computer by analyzing a
disposition of at least one of the identified limbs in the depth map.

' The present invention will be more fully understood from the following detailed
description of the embodiments thereof, taken together with the drawings in Wwhich:
" BRIEF DESCRIPTION OF THE DRAWINGS |

Fig. 1 is a schematic, pictorial illustration of a system for acquiring and processing
depth maps, in accordance with an embodiment of the present invention;

Fig. 2 is a schematic representation of a depth map, in accordance with an embodiment
of the present invention;

Fig. 3 is a flow chart that schematically illustrates a method for modeling a human
subject based on a depth map, in accordance with an embodiment of the present invention;

Figs. 4A and 4B are schematic representations of a depth map before and after removal
of background objects, in accordance with an embodiment of the present invention;

Fig. 5 is a flow chart that schematically shows details of a method for identifying body
parts in a depth map, in accordance with an embodiment of the present invention;

Fig. 6 is a schematic representation of a down-sampled depth map in which a body
axis is identified, in accordance with an embodiment of the present invention;

Fig. 7A is a schematic representation of a contour of a body found in a depth map,
showing areas in which the longitudinal thickness of the contour exceeds a threshold, in
accordance with an embodiment of the present invention;
| Fig. 7B is a schematic representation of the contour of Fig. 7A, showing areas in
which the transverse thickness of the contour exceeds a threshold, in accordance with an
embodiment of the present invention;

Fig. 7C is a schematic representation of the contour of Fig. 7A, showing the area of the

torso of the body as determined by the thicknesses shown in Figs. 7A and 7B, in accordance

- with an embodiment of the present invention;
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Fig. 7D is a schematic representation of the contour of Fig. 7A, showing the head and
limbs as identified based on the torso of Fig. 7C, in accordance with an embodiment of the
present invention;

Fig. 8 is a schematic representation of a contour of a body found in a depth map,
showing identification of a portion of an arm overlapping the torso, in accordance with an
embodiment of the present invention;

Fig. 9 is a schematic representation of a contour of a body found in a depth map,
showing identification of the medial axes of the arms, in accordance with an embodiment of
the present invention; and

Fig. 10 is a schematic reﬁresentation of a contour of a body found in a depth map,
showing a stick-figure model of the arms derived from the depth map, in accordance with an
embodiment of the present invention.

DETAILED DESCRIPTION OF EMBODIMENTS

Fig. 1 is a schematic, pictorial illustration of a system 20 for depth mépping and
modeling, in accordance with an embodiment of the present invention. System 20 comprises
an imaging device 22, which captures images of a scene containing a humanoid subject 28.
An image processor 24 processes image data generated by device 22 in order to create a depth
map of subject 28 and to create a model 26 of the subject based on the depth map, as is
described in detail hereinbelow. The model typically comprises 3D information regarding the
disposition of one or more of the subject’s limbs. The methods described hereinbelow enable
processor 24 to find the disposition of the subject’s limbs from a single depth map, at real-
time frame rates (at least 25 frames/sec), without reliance on previous frames. Additionally,
the processor may also provide motion information as the subject changes his position over
time.

Image processor 24 may comprise a general-purpose computer processor, which is
programmed in software to carry out the functions described hereinbelow. The software may
be downloaded to processor 24 in electronic form, over a network, for example, or it may
alternatively be provided on tangible media, such as optical, magnetic, or electronic memory
media. Alternatively or additionally, some or all of the functions of the image processor may
be implemented in dedicated hardware, such as a custom or semi-custom integrated circuit or
a programmable-digital signal processor (DSP). Although processor 24 is shown in Fig. 1, by

way of example, as a separate unit from imaging device 22, some or all of the processing
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functions of processor 24 may be performed by a suitable processor or other dedicated
circuitry within the housing of the imaging device or otherwise associated with the imaging
device. |

The principles of modeling that are described hereinbelow may be applied to any
suitable sort of depth map of subject 28, created by substantially any type of mapping
apparatus. For the sake of simplicity and low cost, howéver, it is advantageous that imaging
device 22 comprise a single, stationary device, comprising a single image sensor. In one such
embodiment, for example, device 22 generates and projects an uncorrelated pattern of spots
onto subject 28 and captures an image of the spot ﬁattem appeariﬁg on the object. The pattérn
is uncorrelated in the sense that the auto-correlat%on of the positions of the speckles in the
pattern as a function of transverse shift is insignificant for any shift larger than the spot size.
Random patterns, such as those created by primary speckle from a coherent light source, are
uncorrelated in this sense. ' |

The above-mentioned PCT International Publication WO 2007/043036 Al describes
this sort of speckle-based imaging and mapping device, as well as methods for depth mapping
based on such a device. Further aspects of depth mapping using projected laser speckle are
described in PCT Patent Application PCT/IL2007/000306, filed March 8, 2007, which is
assigned to the assignee of the present patent application and is incorporated herein by
reference. As explained in these documents, the image processor detects transverse shifts of
the speckles in the pattern relative to a known reference pattern. The shift of a given speckle
is a function of the distance to the surface onto which the speckle is projected from the device.

The disposition and motion of the limbs of subject 28 that are determined by system

" 20 may be used as input to control an application program running on processor 24 or on

another computer (not shown). For example, the processor may identify motions, such as
gestures, made by the subject, and use these motions in an interactive interface between the
subject and a computer game. Alternatively, the subject’s stance and/or motion, as identified
by system 20, may be used in controlling applications of other sorts, as well as in other areas
of image processing and animation.

The derivation of depth maps from speckle images in system 20 is described above
solely by way of example, in order to illustrate one typical sort of environment in which depth
maps may be acquired and used. The principles of the present invention and the application

of the methods described hereinbelow is in no way limited to this sort of system or this
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method of acquiring depth maps. Rather, these principles and methods may be applied to
substantially any sort of depth map, which may be acquired using any suitable means and
techniques that are known in the art. |

Fig. 2 is a schematic representation of a depth map 30, in accordance with an
embodiment of the present invention, The depth map comprises a two-dimensional matrix of
pixels 32, each corresponding to a respective location in the scene. The value of each pixel
(indicated by a gray-scale value in this figure) is indicative of the distance of the respective
location in the scene from a reference location. For example, the pixel values may indicate
the distandes (i.e., the depths) of the points on the body of subject 2:8 from the image plane of
device 22.“

In practical applications, when subject 28 is allowed to move freely against a more
distant background, not all the pixels of depth map will contain valid depth data. Rather,
assuming device 22 is set to acquire depth information in a certain distance range (in which
subject 28 is typically located), pixels corresponding to areas whose depth is outside the range
may contain a predetermined null value, indicating that no depth could be found for these
pixels. Other pixels may have a value classifying them as areas of shadow, meaning that there
appears to be an object surface within the distance range at the location corresponding to the
pixel, but the depth value for the pixel could not be determined. The value of these shadow
pixels is also treated as a null value in the method described below, although in an alternative
embodiment, different treatment may be applied to the shadow pixels.

Fig. 3 is a flow chart that schematically illustrates a method for modeling a humanoid
subject based on a depth map, in accordance with an embodiment of the present invention.
Processor 24 acquires the depth map, at a map acquisition step 40. The map may be acquired
using system 20, as shown in Fig. 1, or alternatively using any other suitable type of depth
mapping system that is known in the art. A key step in modeling the subject is to segment the
depth map so as to define the parts of the subject’s body. In preparation for segmenting the
body, however, it is useful for the processor first to remove background objects from the
scene, at a background removal step 42. If there are two or more humanoids in the scene, it is
also useful to separate the respective bodies before proceeding to segment each one.

A number of different methods of background removal may be used at step 42. Some
of these methods depend on making'a preliminary identification of a blob (i.e., a connected

group of pixels having similar values) in the depth map as the subject’s body, and then
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removing other blobs having significantly different depth values from this blob. The blob that
is preliminarily identified in this manner must typically be of a certain minimum size. For this
purpose, however, the simple Euclidian distance between pixel coordinates at the edges of the
blob does not give an accurate measure of the size. The reason for this inaccuracy is that the
size of a blob, in pixels, corresponding to an object of a given actual size increases and
decreases with the distance of the object from device 22 (see Fig. 1).

Therefore, to determine the actual size of an object, the (%, y, depth) coordinates of the
object are first transformed into “real-world” coordinates (xr, yr, depth), using the following

formulas:

xr = (x — fovx/2) * pixel_size * depth/reference_depth
yr = (y — fovy/2) * pixel_size * depth/reference_depth

Here fovx and fovy are the field of view (in pixels) of the depth map in the x and y directions.
The pixel-size is the length subtended by a pixel at a given distance, reference_depth, from the
mapping device. The size of a blob may then be determined realistically by taking the
Euclidean distance between the real-world coordinates of the edges of the blob.

Processor 24 may carry out step 42 by identifying a blob of the required minimum size
that has the smallest average depth value among the blobs in the scene. It can be assumed that
this blob, which is nearest to device 22, is the body of subject 28. All pixels having depths
greater than this average depth value by at least a certain threshold are assumed to belong to

background objects, and the processor therefore resets the depths of these pixels to a null

v value. The threshold may be determined heuristically, in order to provide the optimal tradeoff

between artifact-free modeling (without interference from background objects) and flexibility
(in terms of the range of depths over which the subject is permitted to move). Additionally or
alternatively, pixels having depth values that are significantly less than the average depth
value of the blob may similarly be nulled.

Alternatively or additionally, a maximum depth for system 20 may be predefined by
setting an appropriate parameter in the operating software. Processor 24 is programmed to
ignore objects beyond this preset maximum depth. When subject 28 initiates the operation of

system 20, he may view the actual depth map (or the resulting model 26) on a monitor that is
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connected to processor 24, and may thus position himself so that only he is in the scene and is
captured by the system at an appropriate size.

" As another alternative, a static depth filter may be created by first capturing an initial
depth map of the scene without subject 28. A certain pixel or group of pixels may be
identified (either interactively by the user or automatically by processor 24) on the background
object that is closest to device 22. Processor 24 records the depth value of tﬁis pixel or group
of pixels, and subsequently, at step 42, nulls the depth values of all pixels in the depth map
that are greater than this recorded value.

Alternatively, processor 24 may dynamically determine the depth value beyond which
objects are to be removed from the depth n;ap. For this purpose, it is assumed that the subject
in the scene is moving. Therefore, any pixel whose depth does not change over a cértain
minimum number of frames is assumed to be a background object. Pixels whose depth value
is greater than this static depth value are assumed to belong to background objects and are
therefore nulled. Initially all of the pixels in the scene may be defined as static, or all of the
pixels in the scene may be defined as non-static. In both cases, once the subject begins to
move, an actual depth filter can be created dynamically.

Further alternatively, other methods that are known in the art may be used to remove
background objects at step 42.

Figs. 4A and 4B are schematic representations of a depth map 44 before and after
removal of background-objects, in accordance with an embodiment of the present invention.
In Fig. 4A, map 44 comprises a blob 46 corresponding to the body of a human subject along
with other blobs 48 corresponding to background objects. The remaining pixel values in map
44 are null. Processor 24 determines that blobs 48 are located at depths that are greater than
the depth of blob 46 by at least a certain threshold, which may be determined in the manner
described above. Therefore, blobs 48 are removed from the depth map, leaving only blob 46
to be segmented and modeled.

Returning now to Fig. 3, once the background has been successfully removed,
procéssor 24 segments the humanoid forms in the depth map by finding connected
components of depth in the depth map. The contours of each connected component of pixels

are found at a contour finding step 50. If there are two or more humanoid forms in the depth

. map that are contiguous with one another (connected by holding hands or touching each other,

for example), it is generally necessary for the processor first to separate the forms from one
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another.. In some cases, this sort of separation may be performed using morphological
operations or other image analysis techniques; In the description that follows, it is assumed
that the depth map contains only one humanoid subject or, alternatively, that separation of
connected humanoid forms, if necessary, has been accomplished, so that each humanoid can
be represented by a distinct blob. .

In order to find the contours of the subjéct’s body at step 50, processor 24 may use
methods of edge detection that are known in the art, suitably modified to operate on a depth
map. The processor may, in this manner, find not only external contours of the body, but also
contours between two parts of the body, for example between an arm and a torso. In oﬁe
embodiment, the processor uses a two-step thresholding mechanism for this purpose:

1. First, the processor passes over all the pixels in the blob corresponding to the humanoid
form, and marks any given pixel as a contour position if it has a valid depth value, and if
the difference in depth value between the pixel and at least one of its four connected
neighboring pixels (right, left, above and below) is larger then a first threshold. (Fdr this
purpose, the difference between a valid depth value and a null value is considered to be
infinity.)

2. After completing the first step, the processor passes over the blob once again, and marks
any pixel (that has not already been marked as a contour position) as a contour position if
there is a contour pixel among its eight connected neighboring pixels, and if the difference
in depth values between the current pixel and at least one of the remaining connected
neighboring positions is larger than a second threshold (lower than the first threshold).

After finding the outer contour of the body, processor 24 identifies the parts of the
body, at a sub-segmentation step 52. The purpose of ‘this step is to segment the body into
head, torso and limbs, wherein the limbs include arms and legs (assuming they are contained
in the area of the depth map).

Fig. 5 is a flow chart that schematically shows details of sub-segmentation step 52, in
accordance with an embodiment of the present invention. As a preparatory step for this
purpose, processor 24 identifies the longitudinal axis of the body, and then rotates the depth
map so that the body contour assumes an upright position, at a rotation step 54. The purpose
of this rotation is to simplify computations in the steps that follow, by aligning the
longitudinal- axis of the body with the Y-coordinate (vertical) axis. Alternatively, the

computations desctibed below may be carried out with respect to the longitudinal axis of the
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body without necessarily performing this rotation, as will be apparent to those skilled in the
art.

One method that may be used to find the 3D-axis of the body at step 54 is as follows:

1. Processor 24 down-samples the initial depth map to a grid of nodes that are n pixels apart
in each of the X- and Y-directions. The processor computes the depth value of each node
based on the depth values in the n x n square centered on the node. The processor sets the
node to a null value if more than half the pixels in the square have null values. Otherwise,
the node is set to the average of the valid depth values in the n X n square.

2. The processor gmay further “clean up” this down-sampled depth map be;ised on the values
of neighboriné nodes at the conclusion of the preceding step: If a majority of the
neighbors of given node have null values, then that node is also set to a null value (even if
it had a valid depth value after the preceding step).

3. The processor finds the longitudinal axis of the nodes remaining in the down-sampled
map. For this purpose, the processor may perform a linear least-squares fit to find the line
that best fits the nodes. Alternatively, the processor may fit an ellipsoid around the nodes
and find its major axis.

Fig. 6 is a schematic representation of a down-sampled depth map 56 of the body of a
humanoid squect, in which a longitudinal 3D-axis 60 of the body is identified, in accordance
with an embodiment of the present invention. As explained above, nodes 58 in map 56 have
values that are determined by down-sampling the original depth map (after removing
background objects if necessary). The nodes that are shown in Fig. 6 are those having non-
null depth values. Axis 60 is found by fitting a line to these nodes. Processor 24 finds the
angle between this axis and the vertical (Y) axis, and rotates the original depth map to align
axis 60 with the vertical.

Returning now to Fig. 5, after rotating the depth map, processor 24 identifies the torso
of the body by measuring the thickness of the body contour in directions parallel and
transverse to longitudinal axis 60, at a torso identification step 62. For this purpose, the
processor may define a bounding box afound the body contour (as identified at step 50 and
rotated at step 54), and may then binarize the pixel values in the box: Pixels having null depth
values are set to zero, while pixels having non-null depth values are set to one. The processor
then computes a value: of - longitudinal thickness for each value of X within- the box by

summing the binary pixel values along the corresponding vertical line, and computes a value
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of transverse thickness for each value of Y by summing the binary pixel values along the
corresponding horizontal line. The processor applies a threshold to the resulting values in
order to identify the vertical and horizontal lines along which the contour ié relatively thick.

Figs. 7A and 7B are schematic representations of a contour 64 of a body found in a
depth map, showing areas in which the longitudinal and transverse thicknesses of the contour
exceed certain thresholds, in accordance with an embodiment of the present invention. In Fig.
74, a horizontal regioh 66 contains the values of X at which the sum of the binary pixel
values along the corresponding line exceeds an X-threshold. These are the X-values for
which the contour is relatively thlpk in the longitudinal direction. Similarly, in Fig. 7B, a
vertical region 68 contains the values of Y at which the sum of the binary pixel values along
the corresponding line exceeds a Y-threshold. The X- and Y-thresholds may be different, and
may be determined adaptively by analysis of a histogram of the sums of the binary values
along the respective lines.

Fig. 7C is a schematic representation of contour 64, showing an area corresponding to
a torso 70 of the body, as determined by the thicknesses shown in Figs. 7A and 7B, in
accordance with an embodiment of the present invention. Processor 24 finds the torso, in this
embodiment, simply by taking the intersection of regions 66 and 68, shown in the preceding
figures.

Returning now to Fig. 5, once torso 70 has been found, processor 24 can generally
identify the head and limbs of the body based on geometrical considerations, at a head and
limb identification step 72. The arms are regions connected to the left and to the right of the
torso region; the head is the connected region above the torso region; and the legs are the
connected regions below the torso region.

In addition, the processor may identify the shoulders preliminarily as the top left and
top right corners of the torso region. Should the subject’s hands cover one or both of the
shoulders, these preliminary identifications could be incorrect. A method for dealing with this
sort of overlap is described hereinbelow.

Fig. 7D is a schematic representation of contour 64, showing the result of step 72, in
accordance with an embodiment of the preseﬁt invention. The contour has now been

segmented into torso 70, a head 74, right and left arms 76 and 78, and right and left legs 80

~and 82. This result has been achieved based solely on depth values provided by the original

depth map, without resort to color or luminance information.
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Returning once again to Fig. 5, processor 24 optionally determines the “center of
mass” of each region of the body, at a center finding step 84. The center of mass of a region
in this context refers to a representative depth of that region. For this purpose, for example,
the processor may create a histogram of the depth values within the region, and set the depth
value with the highest frequency (or an average of two or more values with the highest
frequencies) to be the center of mass of the region.

The respective centers of mass of the different regions are particularly useful in
differentiating and finding contours between regions that overlap in ti]e depth map, at an
overlap identification step 86. For example, When the arm regions fall in front of the torso,
the arm regions identified at step 72 will be 1ncomplete, and the torso may be distorted. To
complete the shape of the arm, the processor finds pixels within the region of torso 70 whose
depth values are far from the center of mass, and which form a connected component adjacent
to one of the arm segments. The processor adds this connected component to the arm, along
with any remaining contour points between the arm and torso that are cormected to the newly-
identified arm component.

Reference is now made to Fig. 8, which is a schematic representation of a contour 90
of a body, exemplifying the operation of step 86, in accordance with an embodiment of the
present invention.  Processor 24 determines that pixels in a connected component 100 are
part of arm 94, which it then connects with arm 94 to complete the definition of the arm.

Once the processor has found the center of mass of the torso, it can find shoulders 102
even when they are overlapped by the subject’s arms or hands. For this purpose, the processor

models the torso as a rectangle at the center-of-mass depth. The shoulders are located at the

~ upper right and left corners of the rectangle.

Returning now to Fig.'3, after identifying the torso and limbs, processor 24 generates a
“stick-figure” model of the subject’s body. A number of different methods may be used for
this purpose. In the present embodiment, the processor begins by finding the medial axes of
the limbs, at an axis identification step 104. In order to find the medial axis of a component
of the depth map, such as an arm, the processor surrounds the component with null values and
iteratively removes pixels from the component. In one embodiment the processor removes the

pixels by successive steps of morphological erosion until the contour points on either side of

-the component meet. In each iteration of the erosion procedure, the processor sets the contour

points to null depth values, and thus creates a new, narrower contour just inside the previous
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contour. Contour points are considered to have met when they have more than two neighbors

. that are also contour points. When two contour points meet in this fashion, they are replaced

by a final medial axis point. In another embodiment (which may be more efficient
computationally), the contour pixels of the depth component are successively peeled off until
two contour pixels from either side of the component meet.

The processor typically continues in this manner until it has defined the entire medial
axis. Alternatively, the erosion or peeling operations may stop after a certain number of
jterations, Further alternatively or additionally, points may be defined as “medial axis points”
only starti;ng after a certain number of iterations in order to avoic) creating spurious medial
axis poinis. These points may occur particularly in parts of theg depth map in which the
opposite edges of the arm are initially close to one another.

Fig. 9 is a schematic representation of a contour 106 of a body found in a depth map,
showing medial axes 108 of arms 110 as identified at step 104, in accordance with an
embodiment of the present invention. The processor may similarly find medial axes of a torso
112 and head 114, as well as the iégs (not shown in this figure), using the method described
above. Although axes 108 are represented in the figure as two-dimensional curves in the
plane of the figure, processor 24 actually models medial axes 108 of arms 110 (and of other
parts of the body) as three-dimensional curves in space. In other words, each point on the
medial axes has x, y, and depth coordinates.

Referring back to Fig. 3, after identifying the points on the medial axes, processor 24
converts these unordered points into “anatomical” stick-figure segments, in order ;co model the
stance and movement of the subject as a stick figure, at a segment modeling step 114. Each
arm is thus represented by two stick-figure segments, the first from the shoulder to the elbow
and the second from the elbow to the palm. For this purpose, the processor may, for example,
first generate a set of long, straight segments, and then use these segments in creating the
stick-figure model.

To generate the long segments, processor 24 chooses a first point on the medial axis
(typically an end point), finds a second point on the medial axis at a predetermined radius
from the first point, and then marks all other points within the radius as “done.” The
processor repeats this procedure at the second point, to find a third point on the medial axis at
the predetermined radius on the other side of the second point. If the line connecting the first

and second points and the line connecting the first and third points have similar slopes, the
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processor marks the second point as done and replaces the entire range between the first and
third points with a single straight segment. On the other hand, if the slopes of these lines
differ by more than a predetermined tolerance, then the segment between the first and second
points is closed, and the processor begins a new line at the second point.

This procedure continues until the processor has traversed all the points on the medial
axis and incorporated them in long straight segments that are relatively close to the medial
axis found at step 104. Again, the processor defines these segments in three-dimensional (X,
y, depth) space. To complete the reconstruction of the body as a stick figure, processor 24
then replaces these segments with two long three-dimensional directional “ax,;\atomical”
segments, .correspondin;g fto the actual, jointed parts of the limbs, one segment’ from the
shoulder to the elbow and the second segment from the elbow to the palm.

Fig. 10 is a schematic representation of a part of the stick-figure model that processor
24 derives from contour 106 at step 114, in accordance with an embodiment of the present
invention. In this example, the processor replaces each arm 110 with two long segments: a
forearm segment 116 from the palm to the elbow, and an upper arm segment 118 from the
elbow to the shoulder.

To find the elbow, thereby forming two long stick-figure segments in a given arm,
processor 24 uses two points (shoulder and palm), two lengths (upper arm and forearm), and
one of the long segments mentioned above. The shoulder and palm may have been found
previously or may be identified in the course of this step. A method for locating the shoulders
was described previously. The palm may be identified as the opposite end of the medial axis
from the shoulder or as the point on the medial axis that is farthest from the body center, along
the medial axes, and may have the lowest depth value. The lengths of the upper arm and
forearm may be given or may be learned. For example, the processor may make an initial
estimate of these lengths based on the lehgths and orientations of the long segments
corresponding to the arm.

Using the above information, processor 24 defines two spheres, with respective centers
at the shoulder point and at the palm point, and with respective radii equal to the lengths of
the upper arm and forearm. The intersection of these spheres is a circle in 3D space, C.
Processor 24 then selects a starting segment from among all the long, straight segments in the

region: of the arm in question. Typically, the starting segment is the longest segment that is
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adjacent either to the palm of the hand or to the shoulder and is directed through the palm or

‘shoulder.

Processor 24 locates the elbow by extending the starting segment from the selected
end point (palm or shoulder) towards the intersection circle, C. The point on C that is closest
to the intersection between this extended segment and the plane going through C, is identified
as the elbow. The processor extends a second line from the elbow to the other end point of
the medial axis. If a sufficient fraction of the points on the medial axis fall within a
predetermined radius of segments 116 and 118 that are fbund in this manner, the processor
then concludes that the arm has been modéled accurately. Otherwise, the processor concludes
that the modeled component is not the subject’s arm.

Alternatively, the processor may use other methods in order to derive stick-figure
segments from the contours of the component. For this purpose, the processor typically
attempts to identify a long segment going towards the direction either of the shoulder or of the
palm. For example, the long segments corresponding to the arm may be derived by applying
the steps described above to the entire connected component, and not only to the medial axis
points. The processor uses circles with larger radii and keeps segments that are long. The
processor replaces short segments with quickly changing slopes with longer segments. The
longer segments are ended only when there is a major slope change. The processor in effect
prunes the component points to construct long segments. Again the stick figure (seglhents 116
and 118) are formed using the shoulder and palm points, upper are and forearm lengths, and
the one long segment currently formed, as above.

Another method to create one long segment (to be used with the shoulder and palm
points and the two lengths) is to begin with an initial point in the arm blob, either at the
shoulder (or the closest point in the arm component to the shoulder point) or at the palm point.
Two circles with different radii are then formed around the chosen point. The circles cross the
component twice near the center point, thus forming an angle between the two intersections
with the center point of the circle as the common point. There are two angles, one for each
circle. These angles are bisected, and for each circle the intersection of the bisector and the
circle is retained. These two points are connected and this line is representative of the
component. The length of the segment is the difference between the two radii, and the
segment always points in the direction 6f either the shoulder or the palm. This segment, in
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conjunction with the shoulder and palm points and the upper arm and forearm lengths, can be
used to form stick-figure segments 116 and 118, as mentioned above.

Although steps 104 and 114 are described above, for the sake of clarity, with reference
to arms 110, similar steps may be performed in order to find the stick-figure segments that
mode] the legs, torso and head, as well. A generic stick figure, with predefined kinematic
properties, may then be fitted to this model in order to complete the analysis of the subject’s
stance, gestures and other motions. The fit may be performed using an optimizing technique
to minimize the distance between possible positions of the kinematic stick-figure model and
the segments of the mode] that is derived from the depth ma}iﬁ. Once the processor has found a
good fit in an initial frame, it can use the possible motions of the kinematic model to initialize
the segment-finding procedure in each successive frame. The actual segment positions that
are found in each frame are then used to update the position of the kinematic model.

The processor may use the motion of the stick figure as a control input to a computer
application. For example, gestures of the stick figure may be used to interact with user
controls that appear on the computer screen or in a virtual reality display. As another
example, the motions of the stick figure may be reflected in motion of a 3D avatar or virtual
3D body of a character in a game or other interactive application.

In summary, as described above, processor 24 uses the depth map to form a stick
figure with physical and kinematic behavior and with geometrical constraints. Once the stick
figure has béen initiated, it can aid in subsequent human body segmentation by identifying the
depth surface for the body components in subsequent frames.

It will be appreciated that the embodiments described above are cited by way of
example, and that the present invention is not limited to what has been particularly shown and
described hereinabove. Rather,‘the scope of the present invention includes both combinations
and subcombinations of the various features described hereinabove, as well as variations and
modifications thereof which would occur to persons skilled in the art upon reading the

foregoing description and which are not disclosed in the prior art.

18



10

15

20

25

30

WO 2007/132451 PCT/IL2007/000574
CLAIMS

1. A computer-implemented method for processing data, comprising:

receiving a depth map of a scene containing a body of a humanoid subject, the depth
map comprising a matrix of pixels, each pixel corresponding to a respective locatibn in the
scene and having a respective pixel value indicative of a distance from a reference location to
the respective location;

segmenting the depth map so as to find a contour of the body;

processing the contour in order to identify a torso and one or more limbs of the

i
H

subject; and :
generating an input to control an application program running on a computer by

analyzing a disposition of at least one of the identified limbs in the depth map.

2. The method according to claim 1, wherein receiving the depth map comprises

acquiring the depth map without affixing any dedicated marker to the body.
3. The method according to claim 1, wherein receiving the depth map comprises
acquiring the depth map using a single, stationary imaging device.

4. The method according to- claim 3, wherein acquiring the- depth map comprises
projecting an uncorrelated pattern of spots onto the subject, capturing an image of the
projected pattern using the imaging device, and processing the image in order to generate the

depth map.

5. The method according to claim 4, wherein projecting the uncorrelated pattern of spots

comprises forming a primary speckle pattern using a coherent light source.

6. The method according to claim 1, wherein receiving the depth map comprises
acquiring a sequence of depth maps at a frame rate of at least 25 frames/sec, and wherein
generating the control input comprises updating the control input, responsively to the

sequence of depth maps, at an update rate that is equal at least to the frame rate.

7. The method according to claim 1, wherein segmenting the depth map comprises
identifying a background object in the scene that is not connected to the body, and removing

the backgréund object from the scene prior to finding the contour.

8. The method according to any of claims 1- 7 wherein processing the contour comprises

assessing a thickness of an area within the contour, identifying a first part of the area as the

19



10

15

20

25

30

WO 2007/132451 PCT/IL2007/000574
torso responsively to the thickness, and identifying a second part of the area that is connected

to the torso as at least one of the limbs.

9. The method according to claim 8, wherein assessing the thickness comprises:

identifying an axis of the body in the depth map;

" computing a transverse thickness of the contour along multiple first lines

perpendicular to the axis;

computing a longitudinal thickness of the contour along multiple second lines parallel
to the axis; and ,

designating as the torso a part of the area within the contour that is defined by the ﬁrst?
and second lines along which the trénsverse thickness and longitudinal thickness are no less

than a specified transverse threshold and longitudinal threshold, respectively.

10.  The method according to claim 8, wherein identifying the second part of the area
comprises determining, based on the depth map, a representative distance of the torso from
the reference location, and identifying as an arm of the subject a region overlying the torso in

which the distance of the pixels is less than the representative distance.

11.  The method according to any of claims 1-7, wherein analyzing the disposition

comprises finding one or more respective medial axes of the one or more limbs.

12. - The method according to claim 11, wherein finding the one or more respective medial

axes comprises iteratively removing the pixels from at least one of the limbs.

13.  The method according to claim 11, wherein the medial axes are curved, and wherein
analyzing the disposition comprises deriving stick-figure representations of the one or more

limbs by finding straight segments that fit the medial axes.

14.  The method according to any of claims 1-7, wherein the one or more limbs comprise
an arm of the subject, wherein analyzing the disposition comprises deriving a stick-figure
representation of the arm by identifying a shoulder point on the torso and a palm point on the
arm, and identifying two straight segments that pass through the shoulder and palm points,

respectively, and meet at an elbow of the arm.

15.  Apparatus for processing data, comprising:

an imaging device, which is configured to capture an image of a scene containing a

body of a humanoid subject; and
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a processor, which is coupled to process the image so as to create a depth map, which
comprises a matrix of pixels, each pixel corresponding to a respective location in the scene
and having a respective pixel value indicative of a distance from a reference location to the
respective location, and which is configured to segment fhé depth map so as to find a contour
of the body, to process the contour in order to identify a torso and one or more limbs of the .
subject, and to generate an input to control an application program running on a computer by

analyzing a disposition of at least one of the identified limbs in the depth map.

16.  The apparatus according to claim 15, wherein the processor is configured to create the

depth map without any dedicated marker having beenfzafﬁxed to the body.

17.  The apparatus according to claim 15, wherein the processor is configured to create the
depth map using a single, stationary imaging device.

18.  The apparatus according to claim 17, wherein the imaging device is configured to
project an uncorrelated pattern of spots onto the subject, and to capture the image of the

projected pattern.

19.  The apparatus according to claim 18, wherein the uncorrelated pattern of spots

comprises a primary speckle pattern formed by a coherent light source.

20.  The apparatus according to claim 15, wherein the processor is configured to generate a
sequence of depth maps at a frame rate of at least 25 frames/sec, responsively to images
captured by the imaging device, and to update the control input, responsively to the sequence

of depth maps, at an update rate that is equal at least to the frame rate.

21.  The apparatus according to claim 15, wherein the processor is configured to identify a
background object in the scene that is not connected to the body, and to remove the

background object from the scene prior to finding the contour.

22.  The apparatus according to any of claims 15-21, wherein the processor is configured to
assess a thickness of an area within the contour, to identify a first part of the area as the torso
responsively to the thickness, and to identify a second part of the area that is connected to the

torso as at least one of the limbs.

23.  The apparatus according to claim 22, wherein the processor is configured to assess the
thickness by identifying an axis of the body in the depth map, computing a transverse

thickness of the contour along multiple first lines perpendicular to the axis, computing a
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longitudinal thickness of the contour along multiple second lines parallel to the axis, and
designating as the torso a part of the area within the con;cour that is defined by the first and
second lines along which the transverse thickness and longitudinal thickness are no less than a

specified transverse threshold and longitudinal threshold, respectively.

24.  The apparatus according to claim 22, wherein the processor is configured to determine,
based on the depth map, a representative distance of the torso from the reference location, and
to identify as an arm of the subject a region overlying the torso in which the distance of the
pixels is less than the representative distance.

i ;

25. The z{pparatus according to any of claims 15-21, wherein the processor is configured to

analyze the contour so as to find one or more respective medial axes of the one or more limbs.

26.  The apparatus according to claim 25, wherein the processor is configured to find the
one or more respective medial axes by iteratively eroding the contour surrounding at least one

of the limbs.

27.  The apparatus according to claim 25, wherein the medial axes are curved, and wherein
the processor is configured to derive stick-figure representations of the one or more limbs by

finding straight segments that fit the medial axes.

28.  The apparatus according to any of claims 15-21, wherein the one or more limbs
comprise an arm of the subject, and wherein the processor is configured to derive a stick-
figure representation of the arm by identifying a shoulder point on the torso and a palm poiﬁt
on the arm, and identifying two straight segments that pass through the shoulder and palm

points, respectively, and meet at an elbow of the arm.

29. A computer software product, comprising a computer-readable medium in which
progrém instructions are stored, which instructions, when read by a computer, cause the
computer to acquire a depth map of a scene containing a body of a humanoid subject, the
depth map comprising a matrix of pixels, each pixel corresponding to a respective location in
the scene and having a respective pixel value indicative of a distance from a reference location
to the respective location, and to segment the depth map so as to find a co’ntour of the body, to
process the contour in order to identify a torso and one or more limbs of the subject, and to
generate an input to control an application program running on a computer by analyzing a

disposition of at least one of the identified limbs in the depth map.
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30.  The product according to claim 29, wherein the instructions cause the computer to

create the depth map without any dedicated marker having been affixed to the body.
31.  The product according to claim 29, wherein the instructions cause the computer to
create the depth map using a single, stationary imaging device.

32.  The product according to claim 31, wherein an uncorrelated pattern of spots is
projected onto the subject, and wherein the instructions cause the computer to create the depth

map by processing an image of the projected pattern.

33.  The product according to claim 32, wherein the uncorrelated pattern of spots

comprises a primary speckle i)attern formed by a coherent light source.

34.  The product according to claim 29, wherein the instructions cause the computer to
generate a sequence of depth maps at a frame rate of at least 25 frames/sec, and to update the
control input, responsively to the sequence of depth maps, at an update rate that is equal at

least to the frame rate.

35.  The product according to claim 29, wherein the instructions cause the computer to
identify a background object in the scene that is not connected to the body, and to remove the

background object from the scene prior to finding the contour.

36.  The product according to any of claims 29-35, wherein the instructions cause the
computer to assess a thickness of an area within the contour, to identify a first part of the area
as the torso responsively to the thickness, and to identify a second part of the area that is

connected to the torso as at least one of the limbs.

37.  The product according to claim 36, wherein the instructions cause the computer to

assess the thickness by identifying an axis of the body in the depth map, computing a

transverse thickness of the contour along multiple first lines perpendicular to the axis,
computing a longitudinal thickness of the contour along multiple second lines parallel to the
axis, and designating as the torso a part of the area within the contour that is defined by the
first and second lines along which the transverse thickness and longitudinal thickness are no

less than a specified transverse threshold and longitudinal threshold, respectively.

38.  The product according to claim 37, wherein the instructions cause the computer to

determine, based on the depth map, a representative distance of the torso from the reference

23



10

15

WO 2007/132451 PCT/IL2007/000574
location, and to identify as an arm of the subject a region overlying the torso in which the

distance of the pixels is less than the representative distance.

39.  The product according to any of claims 29-35, wherein the instructions cause the
computer to analyze the contour so as to find one or more respective medial axes of the one or

more limbs.

40.  The product according to claim 39, wherein the instructions cause the computer to find
the one or more respective medial axes by iteratively eroding the contour surrounding at least

one of the limbs.

41.  The product according to claim 39, wherein the medial axes are curved, and wherein
the instructions cause the computer to derive stick-figure representations of the one or more

limbs by finding straight segments that fit the medial axes.

42.  The product according to any of claims 29-35, wherein the one or more limbs
comprise an arm of the subject, and wherein the instructions cause the computer to derive a
stick-figure representation of the arm by identifying a shoulder point on the torso and a palm'
point on the arm, and identifying two straight segments that pass through the shoulder and

palm points, respectively, and meet at an elbow of the arm.
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