Abstract: An x-ray imaging system and method for reconstructing three-dimensional images of a region of interest from spatially and temporally overlapping x-rays using novel reconstruction techniques.
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METHOD AND SYSTEM FOR RECONSTRUCTING THREE-DIMENSIONAL IMAGES FROM SPATIALLY AND TEMPORALLY OVERLAPPING X-RAYS

FIELD OF INVENTION

The present disclosure generally relates to x-ray imaging, and more particularly to a method and system for reconstructing three-dimensional images from spatially and temporally overlapping x-rays.

BACKGROUND

Three-dimensional image reconstruction from x-ray projections is an important image reconstruction problem with applications in, among other things, medical imaging, industrial inspection, and airport security. Traditional x-ray imaging is most commonly based on planar radiography. This approach utilizes a single, point-like x-ray source made up of a set of vacuum-tubes arranged to generate a single cone or fan beam of x-rays over a wide range of energies and currents. However, the imaging geometries possible with such point-like x-ray sources are limited, in particular because the x-ray source must be placed a significant distance from the object (or person) to be imaged to ensure the x-ray covers a sufficient area.

In traditional x-ray systems, the large distance between the source and the object - usually called the Source to Object Distance ("SOD") or stand-off distance - requires a lot of power. To provide this power, traditional x-ray systems use large, expensive, and heavy (in the tens of kilograms) power-supplies that often require cooling, further adding to the bulk and weight of the system.

In addition, planar radiography as the name suggests is only arranged to generate two-dimensional images. X-ray tomography, or imaging by sections, may be employed to generate three-dimensional images. Typically, x-ray tomography involves taking multiple images of a stationary object or person from a variety of directions, and then using these multiple, two-dimensional images to reconstruct a three-dimensional image. Usually, a mechanical gantry is needed to move the single x-ray source (vacuum tubes) along a sequence of locations, which adds to the size and expense of the x-ray system. Also, because the images are taken sequentially, this setup requires a longer overall image capture time than would otherwise be desirable.
To minimize image capture time, multiple vacuum-tube sources may be placed at fixed or stationary locations around an object or person, with each source being selectively activated. This configuration allows for a shorter overall period of image capture; however, this system is not practical due to the cost of the sources and its relative bulk.

In addition, because of the relatively large size of each vacuum-tube source, such a system can accommodate only a limited number of viewing angles. In other words, because of the size of the sources an object or person can be imaged from only a limited number of directions, which impedes the ability to generate high-resolution three-dimensional images.

An alternative to these approaches is to produce multiple x-ray sources from a single, distributed source in an emitter array. Field Enhanced Emitter ("FEE") arrays, (sometimes referred to as Field Emitter Arrays), such as Spindt arrays, may be used in x-ray tubes and serve as an advanced cathode. At high voltages, an FEE array of moderate field enhancement tips (e.g., sharp molybdenum tips or cones) may operate as emitters to initiate x-ray production, where the individual tips (or sets of tips) can be selected to emit x-rays and thus act as an x-ray source. Similarly, cathodes produced from carbon nanotubes (CNTs) may allow for control of electron emission at low voltages, thus allowing individual CNTs to be selected to emit x-rays. In all cases, such FEE arrays allow for multiple sources of x-rays to be generated from a distributed source.

Distributed source arrays (also known as emitter arrays) allow objects to be imaged from different viewing angles by selectively activating the various individual emitters (e.g., the molybdenum tips, CNTs, etc.). Thus, distributed source arrays eliminate the need to move a heavy, vacuum tube-based source around an object or person, or the need to employ multiple such vacuum tube-based sources. For example, in the case of a flat-panel emitter array, the size of the arrays can be large and allow for significant displacement from one source (e.g., a first emitter element) on one corner of the array to a second source (e.g., a second emitter element) on the opposite corner. By activating the sources, or more particularly the emitter elements, positioned throughout the array, images may be simultaneously obtained from different viewing angles, which minimizes image capture time as compared to single-source systems, while also allowing an object to be imaged from sufficient angles so as to allow reconstruction of a three-dimensional image.
In this way, distributed source arrays allow for tomography and tomosynthesis (high-resolution, limited-angle tomography). But they also impose severe geometric constraints on system design. Because each source or emitter in the array produces its own x-ray cone, to ensure complete coverage of an object—or a region of interest ("ROI") within an object—there must be a certain amount of spatial overlap of the cones. However, such spatial overlap, and in particular x-ray overlap at a detector, may cause the images formed using such arrays to include multiple images or shadows due to the illumination of features of the object from multiple angles.

Conventional reconstruction methods cannot adequately separate spatiotemporal x-ray overlap. Therefore, in conventional systems without spatio-temporal overlap of x-rays SOD has to be kept in a narrow range to achieve the required image resolution. This correlation can be expressed as:

\[
\frac{d_{\text{max}} M}{4M} < \delta \leq \frac{A \cdot d_{\text{max}}}{4M}
\]

here M is a design parameter that regulates the achievable image resolution, taking values between 1 and 4 (e.g., M=2), \(d_{\text{max}}\) is the maximal thickness of an object that can be imaged to the specified resolution with the given system design, and \(\delta\) is the SOD. The larger the value of M, the higher the achievable image resolution, but the more constrained the SOD. Since pitch distance and collimation angle of a given source are a function of \(d_{\text{max}}\) and M, such restrictions severely limit source and detector geometries. Among other things, this restriction makes it necessary to produce different emitter array panel geometries to image different body parts.

Therefore, using conventional approaches for image reconstruction, an x-ray imaging system has to be designed such that no x-rays simultaneously overlap at a detector. This limitation is attributable to, among other things, the fact that measurements from overlapping x-rays are not linear, and conventional reconstruction methods, such as linear compressed sensing, are unable to properly handle non-linear constraints, such as those produced by x-ray overlap. Because of these limitations conventional approaches to x-ray image reconstruction teach away from systems designed with spatiotemporal x-ray overlap.

Prior methods of addressing overlap have included the use of anti-scatter grids, which serve to limit the acceptance angle of x-rays to the detector, and thus prevent overlap. But anti-scatter grids also limit the information available for a given exposure by
limiting the area covered by the x-rays. Alternatively, by selectively activating emitters, it is possible to hilly cover an object without having x-ray overlap at the detector. However, avoiding spatial overlap with a distributed source array means either each source has to cover the entire area of interest, which increases the power requirements, or that the image takes longer to acquire as only certain non-overlapping emitter elements can be activated at the same time. The latter is of particular concern, especially in the case of children and injured patients, both of which may have a tendency to move during scans.

Accordingly, there is a need in the art for an x-ray imaging system and method that allow for more flexible imaging geometries, including greater flexibility in the selection of the distance between sources (or emitter elements) and the detector and size of the collimation angle(s). There is also a need for a system and method arranged to generate accurate three-dimensional images, while also minimizing the time needed for image capture as compared to conventional systems. Moreover, there is a need for a system and method arranged to adequately handle spatiotemporally overlapping x-rays.

SUMMARY

Embodiments of the present disclosure are directed to systems, methods, and techniques for reconstructing three-dimensional images from spatially and temporally overlapping x-rays.

In a first aspect, there is provided an x-ray imaging system, comprising a detector arranged to generate a signal in response to x-rays incident upon the detector, wherein the signal indicates the intensity of the x-rays incident upon a pixel of the detector; a plurality of x-ray sources, wherein at least two of the plurality of x-ray sources are arranged to emit x-rays such that said x-rays pass through a region of interest (ROT) and spatially and temporally overlap at the pixel of the detector; and a processing unit arranged to receive the signal indicating the intensity of x-rays incident upon the pixel of the detector and generate an estimate of the intensity attributable to each of the two or more x-rays overlapping at the pixel of the detector.

The spatiotemporal overlap of x-rays may be intentionally created at a detector in a controlled manner. Novel reconstruction techniques may then be used to reconstruct accurate three-dimensional images of an imaged object, person, or ROI using, at least in part, measurements attributable to the overlapping x-rays.
The processing unit may be further arranged to generate a three-dimensional representation of the ROI using one or more estimates of the intensity attributable to each of the two or more x-rays overlapping at the pixel of the detector.

The system may further comprise a display operably coupled to the processing unit, wherein the display is arranged to display one or more two-dimensional views of the three-dimensional representation of the ROI.

The plurality of x-ray sources may comprise two or more emitter elements of a distributed source array. The processing unit may be further arranged to voxelize the ROI into a plurality of three-dimensional, non-overlapping voxels; estimate an attenuation coefficient attributable to each said voxel; and re-voxelize the ROI into a plurality of three-dimensional, non-overlapping voxels based on the estimated attenuation coefficients attributable to each said voxel.

The processing unit may be further arranged to repeat said re-voxelization until a stopping criterion is met. The processing unit may be further arranged to estimate said attenuation coefficient attributable to each voxel using a compressed sensing algorithm.

The compressed sensing algorithm may comprise at least one of an optimization and linearization algorithm, forward-backward splitting algorithm, or combination thereof, applied to the estimated attenuation coefficients.

The plurality of x-ray sources and the detector may each include one or more sensors arranged to determine the relative positions of the x-ray sources and the detector.

The system may further comprise a controller for operating the x-ray imaging system, wherein the controller is arranged to activate a subset of the plurality of x-ray sources.

The detector may be arranged to generate electronic signals in response to x-rays. The signals may vary depending on the intensity of the x-rays at the detector, thus providing a measure of the attenuation (e.g., absorption or weakening of x-ray intensity) caused by an object or person. The x-ray imaging system may also include multiple sources of x-ray radiation. At least two of these sources may emit x-rays such that the x-rays pass through an object or person, and then spatially and temporally overlap at a pixel of the detector.

In one example, the x-ray sources may comprise discrete emitter elements in a distributed source array. The processing unit that receives the signals from the detector, including signals attributable to overlapping x-rays, may be arranged to employ novel
reconstruction techniques to estimate the intensity attributable to each of the x-rays overlapping at the detector and to generate an accurate three-dimensional reconstruction of a ROI of the imaged object or person. As understood by one of skill in the art, a pixel represents a discrete element or sensor within a detector which is arranged to produce a signal that may be distinguished from other elements of the detector.

In a second aspect, there is provided a method of reconstructing an x-ray image comprising; activating two or more sources to emit x-rays such that said x-rays are delivered to a region of interest (ROI) and spatially and temporally overlap at a pixel of the detector; detecting the intensity of the overlapping x-rays incident upon the pixel of the detector; and generating an estimate of the intensity attributable to each of the two or more x-rays overlapping at the pixel of the detector using the aggregate intensity of the overlapping x-rays incident upon the pixel of the detector.

Embodiments of the present disclosure may also include a method for reconstructing a three-dimensional image from spatially and temporally overlapping x-rays. In accordance with such a method, two or more sources of x-ray radiation may be made to emit x-rays such that the x-rays are delivered through an object or person, or more specifically an ROI, and spatiotemporally overlap at a detector. The intensity of the overlapping x-rays incident upon the detector may then be detected, thus providing a measure of the attenuation caused by the object or person. The intensity attributable to each of the x-rays overlapping at the detector may then be estimated, and a three-dimensional image of a ROI of the imaged object or person generated. Novel reconstruction techniques may be employed to estimates the intensity of each overlapping x-ray.

The method may further comprise generating a three-dimensional representation of the ROI utilizing one or more estimates of the intensity attributable to each of the two or more x-rays overlapping at the pixel of the detector.

The method may further comprise displaying one or more two-dimensional views of the three-dimensional representation of the ROI.

The method may further comprise voxelizing the ROI into a plurality of three-dimensional, non-overlapping voxels; estimating an attenuation coefficient attributable to each said voxel; and re-voxelizing the ROI into a plurality of three-dimensional, non-overlapping voxels based on the estimated attenuation coefficients attributable to each said voxel.
The method may further repeat said re-voxelization until a stopping criterion is met.

The method may further comprise using a compressed sensing algorithm to estimate said attenuation coefficient attributable to each voxel.

The compressed sensing algorithm may comprise at least one of an optimization and linearization algorithm, forward-backward splitting algorithm, or combination thereof.

The method may further comprise performing a calibration comprising the steps of activating each source to emit x-rays one at a time; and activating sets of sources to emit x-rays such that said x-rays overlap at the pixel of the detector.

The method may further comprise selecting the two or more sources to activate to emit x-rays so as to optimize at least one of image acquisition speed, image quality, and ROI coverage.

The methods described herein may be undertaken using the system of the first aspect.

The phrase "arranged to" may be understood as meaning "capable of.

Various objects, features, embodiments, and advantages of the present invention(s) will become more apparent from the following detailed description of embodiments of the present disclosure, along with the accompanying drawings. The present Summary, while providing an introduction to various embodiments, is not intended to limit the scope of the subject matter to be claimed. Further advantages of the present invention(s) will be apparent to a person of skill in the art in view of the foregoing disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic, cross-sectional representation of an example of an x-ray imaging system in accordance with aspects of the present disclosure.

FIG. 2 is a schematic plan-view representation of an emitter array in accordance with aspects of the present disclosure.

FIG. 3 is a flow chart illustrating an exemplary method of reconstructing an x-ray image in accordance with aspects of the present disclosure.

The present invention will be described with respect to certain drawings but the invention is not limited thereto but only by the claims. The drawings described are only
schematic and are non-limiting. Each drawing may not include all of the features of the invention and therefore should not necessarily be considered to be an embodiment of the invention. In the drawings, the size of some of the elements may be exaggerated and not drawn to scale for illustrative purposes. The dimensions and the relative dimensions do not correspond to actual reductions to practice of the invention.

Furthermore, the terms first, second, third and the like in the description and in the claims, are used for distinguishing between similar elements and not necessarily for describing a sequence, either temporally, spatially, in ranking or in any other manner. It is to be understood that the terms so used are interchangeable under appropriate circumstances and that operation is capable in other sequences than described or illustrated herein.

Moreover, the terms top, bottom, over, under and the like in the description and the claims are used for descriptive purposes and not necessarily for describing relative positions. It is to be understood that the terms so used are interchangeable under appropriate circumstances and that operation is capable in other orientations than described or illustrated herein.

It is to be noticed that the term "comprising", used in the claims, should not be interpreted as being restricted to the means listed thereafter; it does not exclude other elements or steps. It is thus to be interpreted as specifying the presence of the stated features, integers, steps or components as referred to, but does not preclude the presence or addition of one or more other features, integers, steps or components, or groups thereof. Thus, the scope of the expression "a device comprising means A and B" should not be limited to devices consisting only of components A and B. It means that with respect to the present invention, the only relevant components of the device are A and B.

Similarly, it is to be noticed that the term "connected", used in the description, should not be interpreted as being restricted to direct connections only. Thus, the scope of the expression "a device A connected to a device B" should not be limited to devices or systems wherein an output of device A is directly connected to an input of device B. It means that there exists a path between an output of A and an input of B which may be a path including other devices or means. "Connected" may mean that two or more elements are either in direct physical or electrical contact, or that two or more elements are not in direct contact with each other but yet still co-operate or interact with each other. For instance, wireless connectivity is contemplated.
Reference throughout this specification to "an embodiment" or "an aspect" means that a particular feature, structure or characteristic described in connection with the embodiment or aspect is included in at least one embodiment or aspect of the present invention. Thus, appearances of the phrases "in one embodiment", "in an embodiment", or "in an aspect" in various places throughout this specification are not necessarily all referring to the same embodiment or aspect, but may refer to different embodiments or aspects. Furthermore, the particular features, structures or characteristics of any embodiment or aspect of the invention may be combined in any suitable manner, as would be apparent to one of ordinary skill in the art from this disclosure, in one or more embodiments or aspects.

Similarly, it should be appreciated that in the description various features of the invention are sometimes grouped together in a single embodiment, figure, or description thereof for the purpose of streamlining the disclosure and aiding in the understanding of one or more of the various inventive aspects. This method of disclosure, however, is not to be interpreted as reflecting an intention that the claimed invention requires more features than are expressly recited in each claim. Moreover, the description of any individual drawing or aspect should not necessarily be considered to be an embodiment of the invention. Rather, as the following claims reflect, inventive aspects lie in fewer than all features of a single foregoing disclosed embodiment. Thus, the claims following the detailed description are hereby expressly incorporated into this detailed description, with each claim standing on its own as a separate embodiment of this invention.

Furthermore, while some embodiments described herein include some features included in other embodiments, combinations of features of different embodiments are meant to be within the scope of the invention, and form yet further embodiments, as will be understood by those skilled in the art. For example, in the following claims, any of the claimed embodiments can be used in any combination.

In the description provided herein, numerous specific details are set forth. However, it is understood that embodiments of the invention may be practised without these specific details. In other instances, well-known methods, structures and techniques have not been shown in detail in order not to obscure an understanding of this description.

In the discussion of the invention, unless stated to the contrary, the disclosure of alternative values for the upper or lower limit of the permitted range of a parameter,
coupled with an indication that one of said values is more highly preferred than the other, is to be construed as an implied statement that each intermediate value of said parameter, lying between the more preferred and the less preferred of said alternatives, is itself preferred to said less preferred value and also to each value lying between said less preferred value and said intermediate value.

The use of the term "at least one" may mean only one in certain circumstances. The use of the term "any" may mean "all" and/or "each" in certain circumstances.

The principles of the invention will now be described by a detailed description of at least one drawing relating to exemplary features of the invention. It is clear that other arrangements can be configured according to the knowledge of persons skilled in the art without departing from the underlying concept or technical teaching of the invention, the invention being limited only by the terms of the appended claims.

DETAILED DESCRIPTION

Figure 1 shows an example of an x-ray imaging system 100 in accordance with aspects of the present disclosure. As illustrated, x-ray imaging system 100 may include two or more sources 110 of x-ray radiation, such as two or more emitter elements of a distributed source array.

A collimator (not shown) may be positioned adjacent to each source 110, and may be used to define the size and shape of each x-ray radiation beam 130 emitted by each source 110. In typical use, x-ray beam 130 may be conical in shape, thus forming a conelet. Alternatively, source 110 may emit various other shapes of x-ray beam 130. A "conelet" may refer to the generally conical envelope of the x-ray emission from a single emitter. The term may be used to distinguish the emission of a single emitter from that of the overall array of emitters.

Referring to Figure 2, in certain embodiments of the present disclosure, sources 110 may form part of a distributed source array, such as an FEE. In one example, distributed source array 200 may include a plurality of separate and discrete emitter elements, wherein each emitter element is a source 110 of x-ray radiation. As illustrated, each source 110 may be arranged with its center at node points of a grid of equilateral triangles, thus each source 110 may be equally spaced (vertically and horizontally) throughout emitter array 200. Alternatively, sources 110 may be arranged in various other configurations (e.g., spaced farther apart on the x-axis than on the y-axis, composed of
various grid patterns, such as squares, rectangles, or hexagons, or distributed randomly or pseudo-randomly).

X-ray imaging system 100 may also include one or more detectors 140, which may include elements that produce an electrical signal that represents the intensity of impinging x-ray beams 130 on detector 140, and hence provide a measure of the attenuation (e.g., absorption or weakening of x-ray intensity) attributable to object 160. As discussed herein, because these electrical signals provide a measure of attenuation attributable to the scanned portions of object 160, they may be processed to generate three-dimensional reconstructions of a ROI of object 160. In an embodiment of the present disclosure, detector 140 may be formed from a plurality of detector pixels (or sensing diodes), each of which may be arranged to produce an electrical signal that represents the intensity of impinging x-ray beam 130.

As is illustrated in Figure 1, x-ray imaging system 100 may be configured so that, when in use, at least one exposure or scan of a ROI involves the spatiotemporal overlap at detector 140 of x-ray beams 130 emitted from at least two different sources 110. This configuration may be achieved in various ways. For example, controller 180 may be operably coupled to sources 110, and thus used to selectively activate a subset of sources 110. In one aspect, controller 180 may be configured to control the power provided to each individual source 110. In this way, controller 180 may be able to provide emission point activation, making it possible to activate a subset of sources 110 to emit x-ray beams 130, and also making it possible to select overlapping sources 110.

X-ray imaging system 100 may also include processing unit 150. Processing unit 150 may comprise one or more processors, computers, CPUs, or similar devices, and may be configured to process image information, such as the intensity of x-ray beams 130 incident on detector 140. For example, processing unit 150 may be operably coupled to detector 140, so as to receive data from detector 140, such as electronic signals corresponding to the intensity of impinging x-ray beams 130 on detector 140.

Processing unit 150 may also be configured to implement one or more process(es) (as described herein) to deconvolve the jointly measured attenuation attributable to the spatiotemporal overlap of x-ray beams 130 at detector 140. By knowing the relative locations of sources 110 and detector 140, such as the positions of each source 110 activated in a given exposure and the portion of the detector 140 (e.g., the detector pixel) from which an electronic signal representing the intensity of the x-ray beams 130 is
received, processing unit 150 may convert the electronic signals received from detector 140 into a three-dimensional data array representing the attenuation at various points throughout the ROI.

In an aspect of the present disclosure, processing unit 150 may subdivide object 160, or more specifically the ROI of object 160, into three-dimensional, non-overlapping volume elements, or voxels. Processing unit 150 may then model each voxel as being occupied by part of object 160, and as being made up of homogenous material whose attenuation coefficient (which characterizes how easily x-rays pass through the material within the voxel) represents a single data point. Processing unit 150 may then collect all such data points in an array called a vector.

Processing unit 150 may compare the modeled vector to the electronic signals received from detector 140 corresponding to the intensity of the impinging x-ray beams 130 on detector 140. In this way, processing unit 150 may compare the modeled attenuation of each voxel to the detected attenuation attributable to each voxel. Processing unit 150 may then utilize reconstruction algorithms based on compressed sensing methods to iteratively refine the modeled vector based on the actual measurements, and in turn, may use the results of such iterations to reconstruct a three-dimensional model of the ROI.

Referring to Figure 1, x-ray imaging system 100 may also include memory 170. Memory 170 may be part of processing unit 150, or alternatively, may be operably coupled to processing unit 150. Memory 170 may store, for later processing by processing unit 150, data acquired during one or more x-ray scans. For example, in typical use, an object or patient may be exposed to a short sequence of x-ray exposures (1-50 exposures, for example, 5-10 exposures), and data from these exposures, such as the attenuation measured during each exposure, may be stored in memory 170, and subsequently processed or used to refine image reconstruction as discussed herein.

As noted, in order to determine the attenuation attributable to the portions of an ROI of object 160, the relative position (distance and orientation) of each source 110 and detector 140, or detector pixel, must be known. In the case of fixed installations, the required measurements may be made at the time of installation, and verified during routine maintenance. Alternatively, the relative position may be determined in any number of other ways, including via mechanical measurement.
In an aspect of the present disclosure, x-ray imaging system 100 may include one or more sensors 190 arranged to determine the relative position(s) of sources 110 to detector 140, and/or vice versa. Sensors 190 may be any type of proximity sensor that may he used to determine the distance between each source 110 and detector 140. This distance may be used to select a suitable subset of sources 110 to use when imaging object 160. For example, an operator or radiographer may utilize controller 180 to select a ROI of object 160. In an aspect of the present disclosure, a range of SODs may then be pre-calculated (e.g., by processing unit 150) and provided to the operator based on the fixed pitch and coUirnation angle(s) of the manufactured sources 110 and the ROI to be imaged. The operator or radiographer may place detector 140 within the specified range of SODs. Sensors 190 may then measure the distance between sources 110 and detector 140 (or alternatively between source 110 and object 160), and a subset of sources 110, including two or more sources 110 that will spatiotemporally overlap at one or more pixels of detector 140, may be calculated (e.g., by processing unit 150) that optimize image acquisition speed, image quality, and/or ROI coverage. For purposes of the present disclosure, spatial and temporal overlap (or spatio temporal overlap) may include the case where two or more X-rays are incident on a pixel of a detector within a sampling time interval.

X-ray imaging system 100 may also include a visualization workstation and display 120. Visualization workstation and display 120 may be operably coupled to processing unit 150, and may be used to observe reconstructed three-dimensional images of an ROI of object 160. For example, visualization workstation 120 may perform calculations to transform the three-dimensional data array determined by processing unit 150 into one or more internal views (e.g., two-dimensional slices) of the ROI that may be displayed to an operator or radiographer.

Figure 3 is a flow chart illustrating an exemplary method of reconstructing an x-ray image in accordance with aspects of the present disclosure. The method may begin at step 501, wherein a calibration procedure, such as an air calibration (or air shots), may be performed as a means to offset air attenuation, spatial variation of each source 110, detector 140 sensitivity variation, and to compensate for faulty pixels of detector 140, and so forth. Calibration data may further be used to understand, and if necessary compensate for, non-linearity in detector 140 response; conventional digital detectors are linear (e.g.,
twice the input flux produces twice the signal output), but when the angles of incidence are different this may no longer be true.

In an aspect of the present disclosure, a two-step calibration may be performed whereby each source 110 may be activated one at a time, and then subsequently sources 110 may be activated in groups or sets wherein at least two x-ray beams 130 spatiotemporally overlap at detector 140. While such a two-step calibration cannot account for all possible potential variations, it does allow for the offset of primary response issues in a given context.

This calibration may be performed as the first step of the method illustrated in Figure 3 (e.g., prior to step 502). Alternatively, such calibrations need not be performed immediately prior to the implementation of the method illustrated in Figure 3, and may instead be performed on a periodic basis (e.g., daily or weekly) to capture performance variations (e.g., due to temperature) or decay (e.g., due to aging, x-ray exposure or physical damage). The calibration results may be used to adjust the reconstruction algorithms described herein, and the data from such calibrations may be stored in memory 170 and later processed by processing unit 150.

With reference to Figure 3, assuming the calibration results are within acceptable limits and any configuration changes or revised measurements have been recorded, one or more data acquisition procedures may be performed (steps 502-505). As an initial matter, a three-dimensional ROI of object (or person) 160 may be selected at step 502. This selection may be performed by an operator or radiographer using controller 180, or alternatively, in any number of ways, as would be understood by a person of skill in the art in view of the present disclosure. Based on the selected ROT, pitch and collimation angle(s) of sources 110, and the SOD, a group or subset of sources 110 to be used for imaging the ROI may be selected at step 503. Geometric calculations that take ROI geometry, pitch and collimation angle(s), and the SOD into account may be employed to optimize one or more of the image acquisition speed, the image quality, and/or ROI coverage.

Although not illustrated, in one aspect of the present disclosure a range of SODs may be calculated based on the fixed pitch and collimation angle(s) of the manufactured sources 110, and provided to an operator or radiographer. The operator may then place object 160 within the calculated range of SODs, between sources 110 and detector 140. The distance between sources 110 and detector 140 may then be measured by, for
example, sensor(s) 190, or mechanically. Alternatively, sources 110 and detector 140 may be kept stationary, or it mobile may be designed to move in such a way that their relative positions are known at all times throughout the x-ray scanning process (e.g., sources 110 and/or detector 140 may move in known pattern).

At step 504, the group or subset of sources 110 selected at step 503 may be activated, and the selected ROI (step 502) may be exposed to a sequence of x-ray exposures. The local variations in intensity of impinging x-ray beams 130 on detector 140 (after passing through object 160) may then be measured at step 505, thus providing a measure of the attenuation attributable to object 160. The attenuation measured at step 505 may be stored, for example, in memory 170 or, alternatively, at processing unit 150. These attenuation measurements may be appended to attenuation measurements obtained from previous scans (e.g., from previous activation of a group or subset of sources 110). This process may be repeated until sufficient raw data has been captured to permit conversion of the data into a desired image of the ROI.

Next with reference to blocks 506 through 507, an iterative reconstruction process may be implemented to reconstruct a three-dimensional representation of the ROI of object 160. The ROI may then be subdivided (step 506) into n three-dimensional, non-overlapping -volume elements called voxels. The process of defining (or re-defining) such voxels may be referred to as voxelization (or re-voxelization). Each voxel may be modeled as having homogenous radiation absorption properties (e.g., same attenuation coefficient) throughout. In this way, each voxel may represent a single sample or data point (e.g., a single attenuation coefficient). All such data points may be collected in an array called a vector. This voxelization process may be performed by processing unit 150, or alternatively, by any other number of means, as would be understood by a person of skill in the art in view of the present disclosure.

Compressed sensing methodologies, as discussed herein, arranged to determine the intensity attributable to each of two or more spatiotemporally overlapping x-ray beams may be used to determine a set of attenuation coefficients which best fit the available data obtained at step 505. In this way, a suitable voxelization may then be determined by iteratively refining the voxelization (repeating steps 506 and 507) until a stopping criterion is satisfied, such as achieving a predetermined optimality condition (e.g., a desired resolution). Because the compressed sensing methodologies used to determine the attenuation coefficients for a particular voxelization typically involve one or more
iterations, for ease of reference, each successive refinement of the voxelization may be referred to as an outer iteration, while each successive iteration of the compressed sensing methodology (within each particular voxelization) may referred to as an inner iteration.

With reference to block 507, after voxelization (or re-voxelization), compressed sensing methods may be used to deconvolve intensity measurements attributable to spatiotemporally overlapping x-rays, and thus determine the attenuation, or more precisely attenuation coefficient, attributable to the material occupying each voxel. Compressed sensing is a mathematical technique that exploits the sparsity in an image to allow reconstruction from fewer measurements than would otherwise be required. This technique may also be referred to as a basis pursuit problem. Conventional basis pursuit problems concern underdetermined linear systems, which have infinitely many solutions, with the aim of finding among these a solution with fewest non-zero entries. Mathematically, this concept may be expressed as:

$$\min_{x \in \mathbb{R}^n} \{ j : x_j \neq 0 \} ,$$

subject to $A x = b,$

where $| \cdot |$ denotes the cardinality, or the number of elements, of a set, $A$ is a $m \times n$ matrix, and $b$ a vector of size $m$, where $m$ is the number of measurements, $n$ is the number of voxels, and $x$ is the vector of attenuation coefficients and $x_s$ is the attenuation coefficient of the $\gamma$-th voxel.

In cases where two or more x-ray beams 130 from different sources 110 overlap at detector 140, measurements from such overlapping x-rays will not be linear (as they are for non-overlapping x-rays). Instead, if two x-ray beams 130 overlap at detector 140, or more specifically at a pixel of detector 140, the attenuation at measurement $j$ sums up to

$$\frac{I_{D_j}}{I_{E_{j1}} + I_{E_{j2}}} = \frac{I_{E_{j1}}}{I_{E_{j1}} + I_{E_{j2}}} \exp \left( \sum_{i=1}^{n} -\xi_{j1} x_i \right) + \frac{I_{E_{j2}}}{I_{E_{j1}} + I_{E_{j2}}} \exp \left( \sum_{i=1}^{n} -\xi_{j2} x_i \right),$$

where each of the two terms on the right-hand side corresponds to the measurements attributable to one x-ray beam 140, and where $I_{E_{jk}}$ corresponds to radiation at the emitter (or source) $k$, $I_{D_j}$ corresponds to radiation at the detector $j$, and wherein $\xi_{jk}$ denotes the distance traveled by x-ray beam 130 emanating from the $\gamma$-th source 110 through the $\gamma$-th
voxel. For $p_j$ x-rays overlapping at the $j$th pixel of detector 140 the more general formulation is

$$\psi_j := \frac{I_{Dj}}{\sum_{l=1}^{p_j} I_{Ejl}} = \sum_{k=1}^{p_j} \frac{I_{Ejk}}{\sum_{l=1}^{p_j} I_{Ejl}} \exp \left( \sum_{i=1}^{n} - \xi_{ijk} x_i \right).$$

(2)

In one approach, nonlinear constraints (2) may be linearized by neglecting the nonlinearity of the measurements by assuming that for two sufficiently close positive $a,b \in \mathbb{R}$ and $\lambda$ in $[0,1]$ we have $\log(\lambda a + (1-\lambda)b) \approx \lambda \log a + (1-\lambda)\log b$. In the context of overlapping x-ray beams 130, the constraints (2) are simplified to

$$\psi_j \approx \exp \left( - \sum_{k=1}^{p} \lambda_{jk} \sum_{i=1}^{n} \xi_{ijk} x_i \right),$$

(3)

where the coefficients $h_i = \frac{I_{Ejk}}{\sum_{l=1}^{p_j} I_{Ejl}}$ are the weights in a convex combination, that is, they are positive and sum to 1. Applying the logarithm to the right-hand side, the following linear constraints are obtained:

$$b_j := \log(\psi_j) \approx \sum_{i=1}^{n} \left( - \sum_{k=1}^{p_j} \lambda_{jk} \xi_{ijk} \right) x_i, \quad (j = 1, \ldots, m).$$

(4)

or $Ax \leq b$, where $b$ is the vector of $b_j$ and where $A$ is a matrix consisting of a negative convex combination of distances $a_j := - \sum_{k=1}^{p_j} \lambda_{jk} \xi_{ijk}$, where $p_j$ denotes the number of x-ray sources that overlap at measurement $j$. $A$ can be interpreted as a compressed version of the corresponding linear measurement matrix $A\ldots$ arising from the sequential exposures:

$$A = \left( \begin{array}{ccc}
- \sum_{k=1}^{p_1} \lambda_{1k} \xi_{11k} & \cdots & - \sum_{k=1}^{p_n} \lambda_{1k} \xi_{1nk} \\
\vdots & \ddots & \vdots \\
- \sum_{k=1}^{p_m} \lambda_{mk} \xi_{1mk} & \cdots & - \sum_{k=1}^{p_n} \lambda_{mk} \xi_{nmk} 
\end{array} \right),$$

(5)
The above provides a first linear approximation of the nonlinear measurements. However, depending on the difference of attenuation along the overlapping x-ray beams 130, the two terms in (4) may differ too much to justify this simplification.

Accordingly, for each measurement \( j \) parameters \( \tau_j \), that determine the linearization may be iteratively estimated. The corresponding model may then be optimized based on these parameters.

For two values \( a_k > 0 \) \((k = 1, \ldots, p)\) and convex combination weights \( x_k > 0 \) \((k = 1, \ldots, p)\) such that \( \sum_{k=1}^p x_k \lambda_k = 1 \), \( \tau(a, x) \) is defined as the ratio

\[
\tau(a, x) = \frac{\log(\sum_{k=1}^p a_k \lambda_k)}{\sum_{k=1}^p \lambda_k \log(a_k)}.
\]

\( \tau(a, x) < 1 \) holds when all \( a_k < 1 \), because of the concavity of the logarithmic function. By applying this concept to the measurements (3), the ratios \( \tau_j(x) \) for \( p_j \) overlapping x-ray cones at measurement \( j \) are given by

\[
\tau_j(x) = \frac{\log(\sum_{k=1}^{p_j} \lambda_{jk} \exp(\sum_{i=1}^{n} -\xi_{ijk} x_i))}{-\sum_{i=1}^{n} \sum_{k=1}^{p_j} \lambda_{jk} \xi_{ijk} x_i}.
\]

And thus, the following formulation is obtained for the constraints (2), where \( b_j = \log(\langle f_j \rangle) \) as before,

\[
\phi_j = \sum_{k=1}^{p_j} \lambda_{kj} \exp\left(\sum_{i=1}^{n} -\xi_{ijk} x_i\right)
\]

\[
\beta_4 = \log\left(\sum_{k=1}^{p_j} \lambda_{kj} \exp\left(\sum_{i=1}^{n} -\xi_{ijk} x_i\right)\right)
\]
\[
\tau_i = \text{diag}(\tau_1, \ldots, \tau_m)
\]

yields the constraint
\[
\tau \chi = b
\]

Based on the foregoing, the following reconstruction (optimization and linearization) algorithm may be formulated, wherein the set of measured x-rays may be represented in a sparse matrix \( \Lambda \) of intersection lengths of x-rays and voxels, in association with corresponding vector measurements \( b \), where \( m \) (the number of measurements) may be much less than \( n \) (the number of voxels): Once the sparse matrix and vector measurements are assembled, the following may be solved, and iteratively refined for \( i = 1, 2, \ldots \), until the vector \( \chi \) has sufficiently converged.

1. Update \( \chi \):

\[
x \leftarrow \arg\min_{x \geq 0} \|x\|_s + \frac{1}{2\mu} \|\tau \Lambda x - b\|_2^2
\]

where \( \mu > 0 \) is a regularization parameter that provides a balance between sparsity prior and the data fidelity term, and where the sparsity prior \( \|x\|_s \) is a L1-norm, the Total Variation Norm, or a convex combination of the two.

2. Update \( r \).

\[
\tau \leftarrow \text{diag}(\tau_1(x), \ldots, \tau_m(x))
\]

where

\[
\tau_j(x) = \frac{\log\left(\sum_{k=1}^{p_j} \lambda_{jk} \exp\left(\sum_{i=1}^{n} -\xi_{ijk} x_i\right)\right)}{-\sum_{i=1}^{n} \sum_{k=1}^{p_j} \lambda_{jk} \xi_{ijk} x_i}
\]

An initialization may be performed where the following may be computed first:

0. \( x = A^T b, \tau = 1 \), where \( I \) is the \( m \times m \) identity matrix.
The following describes an alternative way of solving the reconstruction problem with overlap. With reference to (2), assuming again interest in a sparse reconstruction of the vector $x$, minimization with L1 prior yields

$$\min \|x\|_1 \quad \text{s.t.} \quad \sum_{k=1}^{p_j} \lambda_{jk} \exp \left( -\sum_{l=1}^{n} \xi_{ljk} x_l \right) = \psi j$$

(13)

with measurements $\psi_j = ID_j / \sum_{l=1}^{p_j} I_{E_j l}$, $j = 1, \ldots, m$. The coefficients $-\xi_{ijk}$ may be represented with sparse vectors $r_j \in \mathbb{R}^n$:

$$r_{jk} = (-\lambda_{jk} \ldots - \lambda_{njk})^T$$

(14)

Allowing for noise in the data constraint term, the following least squares formulation of (13) is derived:

$$\min_{x \geq 0} \left\{ \|x\|_1 + \frac{1}{2\mu} \sum_{j=1}^{m} \left( \sum_{k=1}^{p_j} \lambda_{jk} \exp \left( r_{jk}^T x \right) - \psi_j \right)^2 \right\},$$

(15)

with regularization parameter $\mu > 0$, which provides a balance between sparsity prior and data fidelity term. The formulation (15) corresponds to an optimization problem of the form

$$\min_x \{ f(x) + g(x) \}$$

(16)

with convex non-differentiable $f : \mathbb{R}^r \to \mathbb{R}$

$$f(x) = \|x\|_1,$$

(17)

and partially convex, differentiable $g : \mathbb{R}^r \to \mathbb{R}$

$$g(x) = \frac{1}{2\mu} \sum_{j=1}^{m} \left( \sum_{k=1}^{p_j} \lambda_{jk} \exp \left( r_{jk}^T x \right) - \psi_j \right)^2.$$

(18)
An optimization problem of form (16) may be solved using the first-order, forward-backward splitting update sequence for $i = 0, 1, 2 \ldots$ and $x^0 = 0$:

$$x^{i+1} = \text{prox}^\lambda (x^t - \lambda \nabla g (x^t))$$

(19)

with convergence rate $0 (1/l)$ and step size $\lambda = 1/L$. Update sequence (19) converges to a minimum of (16), if $f$ is a lower semi-continuous convex function, and $g$ is convex, differentiable, and has a Lipschitz continuous gradient.

To optimize (15) as a special case of (16), the initialization for $x$ is kept smaller than a minimizer $\hat{x}$, because $x$ is partially convex for $x \leq \hat{x}$. Furthermore, step sizes $\lambda$ should be chosen such that $x \leq \hat{x}$ is assured for all iterations $t$. The step sizes $\lambda$ may be determined using a backtracking line search algorithm (e.g., $\lambda \downarrow_{\leq} \lambda_0$). The measurements are given with $\psi = \psi(\hat{x})$, where

$$\psi_j := \sum_{k=i}^{p_j} \lambda_{jk} \exp(r_{jk}^T x),$$

and hence the line search can be constrained by

$$\psi_j(x) \leq \psi_j, \quad \text{for all } j = 1, \ldots, m.$$  

(20)

which is a necessary, but not sufficient, condition for $x \leq \hat{x}$.

Based on the foregoing, the following second reconstruction (forward-backward splitting) algorithm may be formulated, and used to generate a three-dimensional reconstruction of the ROI (or a portion of the ROI): The following may be assembled based on measurements obtained at block 505:

- $\psi \in \mathbb{R}^n$: vector of measurements
- $a_k \in \mathbb{R}^n$: sparse vectors of intersection lengths or rays and voxels
- $c, \tau \in (0, 1)$: line search control parameters
- $L = \frac{1}{\mu_{\text{max}}}: \text{Lipschitz constant for } g$
- $\Theta > 0$: tolerance threshold for stopping criterion

Next, an initialization $x^0 = 0$ may be performed, and the following may be solved, and iteratively refined for $t = 1, 2, \ldots$:

1. Compute search direction:
\[ \nabla g(x) = \frac{1}{\mu} \sum_{j=1}^{m} \left( \sum_{k=1}^{p_j} \lambda_{jk} \exp(r_{jk}^T x) - \psi_j \right) \left( \sum_{k=1}^{p_j} \lambda_{jk} \exp(r_{jk}^T x)r_{jk} \right). \]

2. Backtracking line search:
   \[ \lambda = \frac{1}{L}. \]
   do
   \[ \lambda \leftarrow \lambda - A \]
   \[ x_{\text{new}} = x - \lambda \nabla g \]
   while \( g(x_{\text{new}}) - g(x) > \lambda c |Vg|^2 \) and \( 3j E 1, \ldots, m : \| \psi_j (x_{\text{new}}) - \psi_j \| \)

3. Update \( x \):
   \[ x^t = \text{prox}^\Lambda \left( \max \{0; x^{t-1} - \lambda Vg(x^{t-1}) \} \right) \]

4. Stopping criterion:
   \[ \text{if } \frac{\| x^t - x^{t-1} \|_2}{\| x^{t-1} \|_2} < \theta: \text{stop} \]

Experimental results using both simulated and real-world measurements have shown that the reconstruction algorithms disclosed herein significantly improve reconstruction accuracies from linear constraints. Such experiments show that the present methods are arranged to recover nearly the same image quality as sequential (non-overlapping) exposures up to an average overlap of \( \sim 2 \), while highly increasing robustness with respect to SOD and emitter collimation angles, and increasing image capture times. In other words, the present methods provide optimal results when, on average, the spatiotemporal x-ray overlap per pixel of detector 140 is attributable to two or fewer sources 110. Because in typical use a subset of pixels of detector 140 will detect one or fewer x-ray beams 130, the present methods allow for a configuration where a second subset of pixels may detect spatiotemporally overlapping x-rays from \( >2 \) sources 110.

With reference again to step 507, at the conclusion of each inner iteration (e.g., solving and iteratively refining the compressed sensing algorithm), a subsequent outer iteration may be performed (step 506). In each subsequent outer iteration, each voxel of the previous voxelization may be modified based on the attenuation coefficients determined at step 507. For example, to better fit the measured attenuation, voxels may be further subdivided into smaller voxels, or alternatively, two or more adjacent voxels may be merged into a single voxel. An optimal voxelization may be obtained by iteratively
amending the voxelization until a stopping criterion is met (e.g., a desired image resolution).

At the conclusion of the iterative loop (steps 506 and 507), the resulting \( x \) (attenuation coefficient) values derived for each voxel may be used to produce a three-dimensional, graphical representation of the ROI object 160. This graphical representation may be displayed (step 508) as a three-dimensional image, or more typically as a set of two-dimensional "slices" (e.g., along the z-axis). In this way, the ROI may be examined by the operator or radiographer.

Notably, the foregoing method, while presented in ordered steps for illustrative purposes is merely exemplary. The steps described need not be performed in the recited order. Moreover, each of the recited steps do not need to be performed to still be in keeping with the present disclosure.

As would be understood by a person of skill in the art in view of the present disclosure, embodiments described herein may overcome the design restrictions of conventional systems, because the removal of non-overlap conditions allow for more robust system configurations. For example, the relaxing of non-overlap conditions may be particularly useful in the case of tomosynthesis of thick objects. In such cases, to ensure complete x-ray coverage at the top of the object there typically will be significant overlap at the bottom of the object, due to the cone or fan shape of the x-ray beams. Because conventional systems cannot handle such overlap, the top of such objects are usually under-sampled (and, thus, unclear) as compared to the bottom of the object. Because embodiments of the present invention allow x-ray overlap, higher sampling can be achieved at the top of such objects, thereby producing clearer images.

In addition, in medical applications, where the total duration of consecutive exposures is limited (typically to 0.1 sec) due to patient movement, conventional systems have to strike a balance between the achievable resolution in the x-y plane (the plane of the detector) and in the z-direction (the direction orthogonal to the x-y plane). To increase the resolution in the z-direction, more obtuse collimation angles have to be used, which makes it difficult to avoid overlap leading to fewer exposures being taken over the allowable time limit (e.g., 0.1 sec). Embodiments of the present disclosure overcome this limitation by making it possible to use a mixture of sources 110 (or emitters) with sharp and obtuse collimation angles in a manner that temporally overlap, with the sharp angles
helping to increase the resolution in the x-y plane, and the obtuse angles helping to increase the image resolution in the z-direction.

Moreover, it may happen in medical or clinical settings that the source(s) 110 and detector 140 are not properly aligned (e.g., the pitch and yaw of the source are non-coplanar with the detector), which may lead to x-ray overlap even at otherwise acceptable SODs. The ability of embodiments of the present disclosure to withstand overlap eliminates this concern, and allows more flexibility in the manner in which patients are x-rayed, e.g., a patient lying in bed, supine may be imaged from the foot of the bed, eliminating the need to suspend a heavy source over the patient.

Embodiments of the present disclosure also have significant advantages over conventional systems with regard to handling different ROIs. In cases where the ROI is similar in area to a detector, x-ray overlap allows the edge of the ROI to be well sampled without requiring additional sources 110 or emitters, which in turn increases operation speed. In conventional systems (where x-ray overlap cannot be tolerated), the edge sources or emitters (e.g., the outer rows and columns of emitter on a conventional emitter panel) typically cover a small portion of the ROI. Because emitters, and more specifically x-rays from different emitters, cannot overlap, this requires the operator or radiographer to separately activate the edge emitters, and thus perform more scans than would be necessary under embodiments of the present disclosure.

In cases where the ROI is small compared to a detector, embodiments of the present disclosure may effectively halve acquisition time due to the fact that x-rays from different emitters may overlap effectively covering the entire ROI. In this way, an operator or radiographer can take a rapid series of images, and thus mitigate the number of motion artifacts. This feature is especially beneficial in the case of children or frail patients, where movement can be a bigger concern and body thickness is smaller.

It should be understood that, while embodiments of the present disclosure have been described above, the present invention(s) should not be limited by the foregoing. To the contrary, the foregoing written description, figures, and abstract have been presented for illustrative purposes, and are in no way meant to limit the present invention(s). Indeed, as a person of skill in the art in view of the present disclosure would recognize, various changes can be made to the foregoing without departing from the scope and spirit of the present invention(s).
CLAIMS

1. An x-ray imaging system, comprising:
   a detector arranged to generate a signal in response to x-rays incident upon the
   detector, wherein the signal indicates the intensity of the x-rays incident upon a
   pixel of the detector;
   a plurality of x-ray sources, wherein at least two of the plurality of x-ray sources
   are arranged to emit x-rays such that said x-rays pass through a region of interest
   (ROI) and spatially and temporally overlap at the pixel of the detector; and
   a processing unit arranged to receive the signal indicating the intensity of x-rays
   incident upon the pixel of the detector and generate an estimate of the intensity
   attributable to each of the two or more x-rays overlapping at the pixel of the
   detector.

2. The system of claim 1, wherein the processing unit is further arranged to generate
   a three-dimensional representation of the ROI using one or more estimates of the
   intensity attributable to each of the two or more x-rays overlapping at the pixel of
   the detector.

3. The system of claim 2, further comprising a display operably coupled to the
   processing unit, wherein the display is arranged to display one or more two-
   dimensional views of the three-dimensional representation of the ROI.

4. The system of any preceding claim, wherein the plurality of x-ray sources comprises
   two or more emitter elements of a distributed source array.

5. The system of any preceding claim, wherein the processing unit is further arranged
   to voxelize the ROI into a plurality of three-dimensional, non-overlapping voxels;
   estimate an attenuation coefficient attributable to each said voxel; and re-voxelize
   the ROI into a plurality of three-dimensional, non-overlapping voxels based on the
   estimated attenuation coefficients attributable to each said voxel.

6. The system of claim 5, wherein the processing unit is further arranged to repeat said
   re-voxelization until a stopping criterion is met.

7. The system of claim 6, wherein the processing unit is further arranged to estimate
   said attenuation coefficient attributable to each voxel using a compressed sensing
   algorithm.
8. The system of claim 7, wherein the compressed sensing algorithm comprises at least one of an optimization and linearization algorithm, forward-backward splitting algorithm, or combination thereof, applied to the estimated attenuation coefficients.

9. The system of any preceding claim, wherein the plurality of x-ray sources and the detector each include one or more sensors arranged to determine the relative positions of the x-ray sources and the detector.

10. The system of any preceding claim, further comprising a controller for operating the x-ray imaging system, wherein the controller is arranged to activate a subset of the plurality of x-ray sources.

11. A method of reconstructing an x-ray image comprising:
   activating two or more sources to emit x-rays such that said x-rays are delivered to a region of interest (ROT) and spatially and temporally overlap at a pixel of the detector; detecting the intensity of the overlapping x-rays incident upon the pixel of the detector; and
   generating an estimate of the intensity attributable to each of the two or more x-rays overlapping at the pixel of the detector using the aggregate intensity of the overlapping x-rays incident upon the pixel of the detector.

12. The method of claim 11, further comprising generating a three-dimensional representation of the ROI utilizing one or more estimates of the intensity attributable to each of the two or more x-rays overlapping at the pixel of the detector.

13. The method of claim 12, further comprising displaying one or more two-dimensional views of the three-dimensional representation of the ROT.

14. The method of any one of claims 11 to 13, further comprising voxelizing the ROI into a plurality of three-dimensional, non-overlapping voxels; estimating an attenuation coefficient attributable to each said voxel; and re-voxelizing the ROT into a plurality of three-dimensional, non-overlapping voxels based on the estimated attenuation coefficients attributable to each said voxel.

15. The method of claim 14, further repeating said re-voxelization until a stopping criterion is met.

16. The method of claim 15, further comprising using a compressed sensing algorithm to estimate said attenuation coefficient attributable to each voxel.
17. The method of claim 16, wherein said compressed sensing algorithm comprises at least one of an optimization and linearization algorithm, forward-backward splitting algorithm, or combination thereof.

18. The method of any one of claims 11 to 17, further comprising performing a calibration comprising the steps of activating each source to emit x-rays one at a time; and activating sets of sources to emit x-rays such that said x-rays overlap at the pixel of the detector.

19. The method of any one of claims 11 to 18, further comprising selecting the two or more sources to activate to emit x-rays so as to optimize at least one of image acquisition speed, image quality, and ROT coverage.
FIGURE 3

1. CALIBRATE

2. SELECT ROI

3. SELECT SOURCES

4. ACTIVATE OUTPUT SOURCES

5. DETECT/MEASURE ATTENUATION

6. (RE)VOXELIZE ROI

7. APPLY COMPRESSED SENSING ALGORITHM

8. DISPLAY IMAGE
A. CLASSIFICATION OF SUBJECT MATTER
INV. A61B6/00
ADD.

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched [classification system followed by classification symbols]
A61B G06T H01J

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)
EPO-Internal

C. DOCUMENTS CONSIDERED TO BE RELEVANT

<table>
<thead>
<tr>
<th>Category</th>
<th>Citation of document, with indication, where appropriate, of the relevant passages</th>
<th>Relevant to claim No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>US 2011/280367 AI (BAEUMER CHRISTIAN [DE] ET AL) 17 November 2011 (2011-11-17)</td>
<td>1, 4, 7, 8, 10, 11, 16, 17, 19</td>
</tr>
<tr>
<td>Y</td>
<td>paragraphs [0072], [0073]; figure 3</td>
<td>9, 18</td>
</tr>
<tr>
<td>Y</td>
<td>paragraph [0068]</td>
<td>9, 18</td>
</tr>
<tr>
<td>Y</td>
<td>paragraphs [0058], [0075]</td>
<td>9, 18</td>
</tr>
</tbody>
</table>

[X] Further documents are listed in the continuation of Box C.  
[X] See patent family annex.

* Special categories of cited documents:

"A" document defining the general state of the art which is not considered to be of particular relevance
"E" earlier application or patent but published on or after the international filing date
"L" document which may throw doubts on priority claim(s) one of which is cited to establish the publication date of another citation or other special reason (as specified)
"O" document referring to an oral disclosure, use, exhibition or other means
"P" document published prior to the international filing date but later than the priority date claimed

Date of the actual completion of the international search: 18 October 2017
Date of mailing of the international search report: 27/10/2017

Name and mailing address of the ISA:
European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk
Tel. (+31-70) 340-2040, Fax. (+31-70) 340-3016

Authorized officer:
Anscombe, Marcel
<table>
<thead>
<tr>
<th>Category</th>
<th>Citation of document, with indication, where appropriate, of the relevant passages</th>
<th>Relevant to claim No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patent document cited in search report</td>
<td>Publication date</td>
<td>Patent family member(s)</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>-----------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>US 2011280367 AI</td>
<td>17-11-2011</td>
<td>CN 102256548 A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 2378974 A1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JP 5604443 B2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JP 2012511988 A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RU 2011129670 A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 2011280367 AI</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WO 2010070554 A</td>
</tr>
<tr>
<td>US 2011282181 AI</td>
<td>17-11-2011</td>
<td>NONE</td>
</tr>
<tr>
<td>US 2011188724 AI</td>
<td>04-08-2011</td>
<td>CN 102144928 A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DE 102010006774 A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 2011188724 AI</td>
</tr>
<tr>
<td>WO 2008021661 A2</td>
<td>21-02-2008</td>
<td>CN 101495886 A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 2049918 A2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JP 5551436 B2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JP 2009545395 A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RU 2009107116 A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 2010002830 A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WO 2008021661 A2</td>
</tr>
<tr>
<td>US 2012051510 AI</td>
<td>01-03-2012</td>
<td>CN 102397076 A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 2012051510 AI</td>
</tr>
<tr>
<td>US 2010124310 AI</td>
<td>20-05-2010</td>
<td>NONE</td>
</tr>
</tbody>
</table>