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dynamically to allocate and
deallocate buffers in the packet
buffer storage (230) on behalf
of the network interface (205)
and other clients of the packet
buffer storage (230). The
network device building block
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(100) furhter includes a switch fabric (210) which is coupled to the network interface (205). The switch fabric (210) provides forwarding
decisions for received packets. A given forwarding decision includes a list of ports upon which a particular received packet is to be
forwarded. A central processing unit (CPU) interface (215) is also included in the network device building block (100). The CPU interface
(215) is coupled to the switch fabric (210) and is configured to forward packets received from the CPU (161) based upon forwarding

decisions provided by the switch fabric (210).
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A HIGHLY INTEGRATED MULTI-LAYER SWITCH ELEMENT ARCHITECTURE

FIELD OF THE INVENTION

The invention relates generally to the field of computer networking devices. More

particularly, the invention relates to an architecture for a highly integrated network element

building block.

BACKGROUND OF THE INVENTION

An increasing number of users are requiring increased bandwidth from existing
networks due to multimedia applications for accessing the Internet and World Wide Web,
for example. Therefore, future networks must be able to support a very high bandwidth
and a large number of users. Furthermore, such networks should be able to support
multiple traffic types such as data, voice, and video which typically require different
bandwidths.

Statistical studies indicate that the network domain, i.e., a group of interconnected
local area networks (LANS), as well as the number of individual end-stations connected to
each LAN, will grow at ever increasing rates in the future. Thus, more network bandwidth
and more efficient use of resources is needed to meet these requirements.

Building networks using Layer 2 elements such as bridges provides fast packet
forwarding between LANSs; however there is no flexibility in traffic isolation, redundant
topologies, and end-to-end policies for queuing and access control. While the latter

attributes may be met using Layer 3 elements such as routers, packet forwarding speed is



WO 99/00936 PCT/US98/13199

-2
sacrificed in return for the greater intelligence and decision making capabilities provided by
routers.

Therefore, it is desirable to provide a cost-effective, high performance network
device building block that is capable of performing non-blocking wire-speed multi-layer
switching on N ports. Generally, it would be advantageous to provide a network device
building block that linearly scales its performance with advances in silicon technology.
Therefore, it is desirable to share common resources, centralize common processing, and
maximize the utilization of hardware resources. More specifically, it is desirable to utilize a
dynamic packet memory management scheme to facilitate sharing of a common packet
memory among all input/output ports for packet buffering. Also, it is desirable to centralize
packet header processing and to provide efficient access to a centralized database for
multiple protocol layer based forwarding decisions. Further, it would be advantageous to
provide a central processing unit (CPU) interface that requests forwarding decisions of a
switch fabric for CPU originated packets in a first packet forwarding mode and bypasses
the switch fabric header matching by transferring the packet directly to one or more

specified ports in a second packet forwarding mode.
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SUMMARY OF THE INVENTION

‘A method and apparatus for packet forwarding and filtering is described in the
context of an architecture for a highly integrated network element building block.
According to one aspect of the present invention, a network device building block includes
a network interface with multiple ports for transmitting and receiving packets over a
network. The network device building block also includes a packet buffer storage which is
coupled to the network interface. The packet buffer storage acts as an elasticity buffer for
adapting between incoming and outgoing bandwidth requirements. The network device
building block further includes a switch fabric which is coupled to the network interface.
The switch fabric provides forwarding decisions for received packets. A given forwarding
decision includes a list of ports upon which a particular received packet is to be forwarded.
A central processing unit (CPU) interface is also included in the network device building
block. The CPU interface is coupled to the switch fabric and is configured to forward
packets received from the CPU based upon forwarding decisions provided by the switch
fabric.

According to another aspect of the present invention, a switch element includes a
switch fabric configured to generate forwarding decisions for received packets. The switch
element also includes multiple interfaces for receiving and transmitting packets. Each of the
interfaces are coupled in communication with the switch fabric for requesting and receiving
forwarding decisions. The interfaces include a network interface, a cascading interface,
and a central processing unit (CPU) interface. The network interface further includes
multiple external ports for communication with devices on a network. At least two internal
links are provided by the cascading interface for interconnecting with one or more other

switch elements in a full-mesh topology. The CPU interface allows communication of
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packets and commands between the switch fabric and a CPU. The switch element further
includes a shared memory manager which is coupled to the interfaces for dynamically
allocating and deallocating buffers in a shared buffer memory on behalf of the interfaces.
The shared memory manager further tracks the status of buffers in the shared buffer
memory.

Other features of the present invention will be apparent from the accompanying

drawings and from the detailed description which follows.
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BRIEF DESCRIPTION OF THE DRAWINGS

The present invention is illustrated by way of example, and not by way of
limitation, in the figures of the accompanying drawings and in which like reference

numerals refer to similar elements and in which:

Figure 1 illustrates a switch according to one embodiment of the present invention.
Figure 2 is a simplified block diagram of an exemplary switch element that may be
utilized in the switch of Figure 1.

Figure 3 is a more detailed block diagram of the switch element of Figure 2.
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DETAILED DESCRIPTION

A highly integrated multi-layer switch element architecture is described. In the
following description, for the purposes of explanation, numerous specific details are set
forth in order to provide a thorough understanding of the present invention. It will be
apparent, however, to one skilled in the art that the present invention may be practiced
without some of these specific details. In other instances, well-known structures and
devices are shown in block diagram form.

The present invention includes various steps, which will be described below.
While the steps of the present invention are preferably performed by the hardware
components described below, alternatively, the steps may be embodied in machine-
executable instructions, which may be used to cause a general-purpose or special-purpose
processor programmed with the instructions to perform the steps. Further, embodiments
of the present invention will be described with respect to a high speed Ethernet switch.
However, it will be appreciated that the method and apparatus described herein are equally
applicable to other types of network devices such as bridges, routers, brouters, and other

network devices.

AN EXEMPLARY NETWORK ELEMENT
An overview of one embodiment of a network element that operates in accordance
with the teachings of the present invention is illustrated in Figure 1. The network element
is used to interconnect a number of nodes and end-stations in a variety of different ways.
In particular, an application of the multi-layer distributed network element (MLDNE) would

be to route packets according to predefined routing protocols over a homogenous data link
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layer such as the IEEE 802.3 standard, also known as the Ethernet. Other routing
protocols can also be used.

The MLDNE's distributed architecture can be configured to route message traffic in
accordance with a number of known or future routing algorithms. In a preferred
embodiment, the MLDNE is configured to handle message traffic using the Internet suite of
protocols, and more specifically the Transmission Control Protocol (TCP) and the Internet
Protocol (IP) over the Ethernet LAN standard and medium access control (MAC) data link
layer. The TCP is also referred to here as a Layer 4 protocol, while the IP is referred to
repeatedly as a Layer 3 protocol.

In one embodiment of the MLLDNE, a network element is configured to implement
packet routing functions in a distributed manner, i.e., different parts of a function are
performed by different subsystems in the MLLDNE, while the final result of the functions
remains transparent to the external nodes and end-stations. As will be appreciated from the
discussion below and the diagram in Figure 1, the MLLDNE has a scalable architecture
which allows the designer to predictably increase the number of external connections by
adding additional subsystems, thereby allowing greater flexibility in defining the MLLDNE
as a stand alone router.

As illustrated in block diagram form in Figure 1, the MLDNE 101 contains a
number of subsystems 110 that are fully meshed and interconnected using a number of
internal links 141 to create a larger switch. At least one internal link couples any two
subsystems. Each subsystem 110 includes a switch element 100 coupled to a forwarding
and filtering database 140, also referred to as a forwarding database. The forwarding and
filtering database may include a forwarding memory 113 and an associated memory 114.

The forwarding memory (or database) 113 stores an address table used for matching with
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the headers of received packets. The associated memory (or database) stores data
associated with each entry in the forwarding memory that is used to identify forwarding
attributes for forwarding the packets through the MLDNE. A number of external ports (not
shown) having input and output capability interface the external connections 117. In one
embodiment, each subsystem supports multiple Gigabit Ethernet ports, Fast Ethernet ports
and Ethernet ports. Internal ports (not shown) also having input and output capability in
each subsystem couple the internal links 141. Using the internal links, the MLDNE can
connect multiple switching elements together to form a multigigabit switch.

The MLDNE 101 further includes a central processing system (CPS) 160 that is
coupled to the individual subsystem 110 through a communication bus 151 such as the
peripheral components interconnect (PCI). The CPS 160 includes a central processing unit
(CPU) 161 coupled to a central memory 163. Central memory 163 includes a copy of the
entries contained in the individual forwarding memories 113 of the various subsystems.
The CPS has a direct control and communication interface to each subsystermn 110 and

provides some centralized communication and contro] between switch elements.

AN EXEMPLARY SWITCH ELEMENT
Figure 2 is a simplified block diagram illustrating an exemplary architecture of the
switch element of Figure 1. The switch element 100 depicted includes a central processing
unit (CPU) interface 215, a switch fabric block 210, a network interface 205, a cascading
interface 225, and a shared memory manager 220.
Ethernet packets may enter or leave the network switch element 100 through any
one of the three interfaces 205, 215, or 225. In brief, the network interface 205 operates in

accordance with a corresponding Ethemet protocol to receive Ethernet packets from a
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network (not shown) and to transmit Ethernet packets onto the network via one or more
external ports (not shown). An optional cascading interface 225 may include one or more
internal links (not shown) for interconnecting switching elements to create larger switches.
For example, each switch element 100 may be connected together with other switch
elements in a full mesh topology to form a multi-layer switch as described above.
Alternatively, a switch may comprise a single switch element 100 with or without the
cascading interface 225.

The CPU 161 may transmit commands or packets to the network switch element
100 via the CPU interface 215. In this manner, one or more software processes running
on the CPU 161 may manage entries in an external forwarding and filtering database 140,
such as adding new entries and invalidating unwanted entries. In alternative embodiments,
however, the CPU 161 may be provided with direct access to the forwarding and filtering
database 140. In any event, for purposes of packet forwarding, the CPU port of the CPU
interface 215 resembles a generic input port into the switch element 100 and may be treated
as if it were simply another external network interface port. However, since access to the
CPU port occurs over a bus such as a peripheral components interconnect (PCI) bus, the
CPU port does not need any media access control (MAC) functionality.

Returning to the network interface 205, the two main tasks of input packet
processing and output packet processing will now briefly be described. Input packet
processing may be performed by one or more input ports of the network interface 205.

- Input packet processing includes the following: (1) receiving and verifying incoming
Ethernet packets, (2) modifying packet headers when appropriate, (3) requesting buffer
pointers from the shared memory manager 220 for storage of incoming packets, (4)

requesting forwarding decisions from the switch fabric block 210, (5) transferring the
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incoming packet data to the shared memory manager 220 for temporary storage in an
external shared memory 230, and (5) upon receipt of a forwarding decision, forwarding the
buffer pointer(s) to the output port(s) indicated by the forwarding decision. Output packet
processing may be performed by one or more output ports of the network interface 205.
Output processing includes requesting packet data from the shared memory manager 220,
transmitting packets onto the network, and requesting deallocation of buffer(s) after packets
have been transmitted.

The network interface 205, the CPU interface 215, and the cascading interface 225
are coupled to the shared memory manager 220 and the switch fabric block 210.
Preferably, critical functions such as packet forwarding and packet buffering are centralized
as shown in Figure 2. The shared memory manager 220 provides an efficient centralized
interface to the external shared memory 230 for buffering of incoming packets. The switch
fabric block 210 includes a search engine and learning logic for searching and maintaining
the forwarding and filtering database 140 with the assistance of the CPU 161.

The centralized switch fabric block 210 includes a search engine that provides
access to the forwarding and filtering database 140 on behalf of the interfaces 205, 215,
and 225. Packet header matching, Layer 2 based leamning, Layer 2 and Layer 3 packet
forwarding, filtering, and aging are exemplary functions that may be performed by the
switch fabric block 210. Each input port is coupled with the switch fabric block 210 to
receive forwarding decisions for received packets. The forwarding decision indicates the
outbound port(s) (e.g., external network port or internal cascading port) upon which the
corresponding packet should be transmitted. Additional information may also be included
in the forwarding decision to support hardware routing such as a new MAC destination

address (DA) for MAC DA replacement. Further, a priority indication may also be
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included in the forwarding decision to facilitate prioritization of packet traffic through the
switch element 100.

In the present embodiment, Ethernet packets are centrally buffered and managed by
the shared memory manager 220. The shared memory manager 220 interfaces every input
port and output port and performs dynamic memory allocation and deallocation on their
behalf, respectively. During input packet processing, one or more buffers are allocated in
the external shared memory 230 and an incoming packet is stored by the shared memory
managér 220 responsive to commands received from the network interface 205, for
example. Subsequently, during output packet processing, the shared memory manager 220
retrieves the packet from the external shared memory 230 and deallocates buffers that are
no longer in use. To assure no buffers are released until all output ports have completed
transmission of the data stored therein, the shared memory manager 220 preferably also
tracks buffer ownership.

Having described the architecture of the switch element 100 at a high level, a more

detailed view of the individual components will now be described with reference to Figure

3.

NETWORK AND CASCADING INTERFACES
The switch element of the present invention provides wire speed routing and
forwarding of Ethernet, Fast Ethernet, and Gigabit Ethernet packets among the three
interfaces 215, 205, and 225. According to the present embodiment, each port of the
network interface 205 and the cascading interface includes input packet process (IPP), an

output packet process (OPP), and a media access controller (MAC).
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The IPPs are coupled in communication with the switch fabric 210, the shared
memory manager 220, and the OPPs. The IPPs request forwarding decisions from the
switch fabric 210 for received packets and temporarily store the packet data in the shared
memory 230 until a forwarding decision is returned. Upon receipt of a forwarding
decision, the IPPs forward the corresponding packet to the appropriate OPPs, if any.

According to one embodiment, received packet headers are modified by the IPPs as

disclosed in U.S. Patent Application Number , entitled “Mechanism for Packet

Field Replacement in a Multi-Layered Switched Network Element” filed on June 30, 1997,
attorney docket number 082225.P2376 which is incorporated herein by reference.

The OPPs are coupled in communication with the shared memory manager 220.
When a packet is ready for transmission, the OPPs retrieve the packet data from the shared
memory 230 via the shared memory manager 220 and transmit the packet data onto the
attached network.

According to one embodiment, dynamic output queuing in the OPPs is as disclosed

in U.S. Patent Application Number

, entitled “Method and Apparatus for Dynamic
Queue Sizing” filed on June 30, 1997, attorney docket number 082225.P2377 which is
incorporated herein by reference.

According to another embodiment, packet routing and packet field replacement are
as disclosed in U.S. Patent Application Number ______, entitled “Mechanism for Packet
Field Replacement in a distributed Multi-Layer Network Element” filed on June 30, 1997,

attorney docket number 082225.P2583 which is incorporated herein by reference.
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SWITCH FABRIC

The switch fabric 210 provides centralized access to the forwarding and filtering
database 140 on behalf of the input ports. Highly pipelined logic within the switch fabric
210 allows it to receive and process packet headers from several input ports at once.
Advantageously, the centralization and pipelining reduce hardware implementation
overhead. For example, an N stage packet header processing pipeline allows N packet
headers to be processed from various input ports in a single block rather than having to
provide N individual packet header processing units.

According to one embodiment, the switch fabric 210 is implemented as disclosed in

U.S. Patent Application Number , entitled *“Search Engine Architecture for a High

Performance Multi-Layer Switch Element” filed on June 30, 1997, attorney docket number

082225.P2361 and U.S. Patent Application Number , entitled “Hardware-Assisted

Central Processing Unit Access to a Forwarding Database” filed on June 30, 1997,
attorney docket number 082225.P2559, the contents of which are incorporated herein by

reference.

CPU INTERFACE
The CPU interface 215 of the present embodiment, includes a single CPU port
comprising a bus interface (BIF) 340 coupled to a host transmit process (HTP) 350 and a
host receive process (HRP) 360. The BIF 340 implements a bus interface protocol for
communicating data between the CPU 161 and the switch element 100. In this respect, it
has similar responsibilities as the MACs in the network interface ports. In one
embodiment, the BIF 340 includes a PCI protocol block for supporting PCI direct memory

accesses (DMAS) to and from the CPU memory.
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Architecturally the CPU port is designed to mirror the network interface ports and
cascading interface ports. The BIF 340 corresponds functionally with a network interface
port MAC. For example, both the BIF 340 and the MACs are responsible for dealing with
a particular protocol (e.g., PCI and Ethemnet, respectively) for communication over a
physical medium with devices external to the switch element 100. Similarly, the HTP 350
corresponds to an IPP of a network interface port. Both the HTP 350 and the IPP are
responsible for buffering incoming packets, requesting forwarding decisions from the
switch fabric 210, and transferring incoming packets to appropriate output port(s). Finally,
the HRP 360 corresponds to an OPP of a network interface port. Both the HRP 360 and
the OPP are responsible for retrieving outbound packets from the shared memory 230,
transmitting outbound packets, and notifying the shared memory manager 220 when packet
buffer pointers may be released. This novel CPU interface architecture allows the CPU
port to be treated by the other switch element components as if it were simply another
network interface port.

Another feature of the CPU interface 215 is the availability of two forwarding
modes for CPU originated packets. In one embodiment, the CPU interface 215 is
configured to operate in one of two forwarding modes with respect to a given packet based
upon per packet control information provided by the CPU. In the first mode, the switch
mode, the CPU interface 215 requests forwarding decisions from the switch fabric 210 and
in the second mode, the directed mode, switch fabric header matching is bypassed, thereby
allowing the packet to be directly transferred to one or more specified ports.

Since the switch fabric 210 and the shared memory manager 220 generally interact
with the CPU interface 215 as if it were another network interface, the switch mode for

CPU originated packets parallels the packet forwarding that takes place at the network
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interface 205 and cascading interface 225. As will be appreciated, the innovative design
and treatment of the CPU interface 215 provide for an efficient implementation of the novel
switch mode for CPU originated packets.

Referring now to the directed mode, the CPU interface 215 forwards CPU
originated packets based on control information that accompanies the CPU originated
packets. The control information may contain information about the packet for facilitating
packet processing by the switch element 100. For example, in one embodiment, a directed
mode flag may be provided within the control information to indicate that the packet is to be
transferred to one or more specified output ports rather than forwarded with reference to a
forwarding decision provided by the switch fabric 210. In this case, the typical packet
header matching and forwarding database search will be bypassed, and the packet will be
transferred to the specified output port(s). It is appreciated that other flags and control

information may also be incorporated into the control information.

SHARED MEMORY MANAGER

According to the present embodiment, the shared memory manager 220 includes a
buffered architecture that utilizes a shared pool of packet memory and a dynamic buffer
allocation scheme. Prior input port buffering and output buffering packet buffering
schemes typically have a static portion of memory associated with each port, resulting in
inefficient memory allocation and buffering that is not related to the actual amount of traffic
through a given port. In contrast, the memory management provided by the present
invention is designed to achieve efficient allocation of per port buffering that is proportional

to the amount of traffic through a given port.
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The shared memory manager 220 provides an efficient centralized interface to the
shared memory 230 for buffering of incoming packets. The shared memory 230 is a pool
of buffers that are used for temporary storage of packet data en route from an inbound
interface (e.g., IPP 310-314 or HTP 350) to one or more outbound interfaces (e.g., OPP
315-319 or HTP 360). Essentially, the shared memory serves as an elasticity buffer for
adapting between the incoming and outgoing bandwidth requirements.

According to this embodiment, the shared memory manager 220 includes a buffer
manager 325. A level of indirection is provided by the buffer manager 325 which is
exploited by the input and output ports by queuing packet pointers instead of the packet
data itself. As such, the buffering provided by the present invention does not fit into the
prior buffering categories such as input packet buffering or output packet buffering.
Rather, the buffering described herein is best described as shared memory buffering with
output queuing. Advantageously, since pointers are queued at the ports, the act of
switching, according to the present embodiment, is reduced to transferring a packet pointer
between an input port to a specific queue of one or more output ports.

Each buffer in the shared memory 230 may be owned by one or more different
ports at different points in time. For example, copies of a multicast packet’s buffer
pointer(s) may reside in several output port queues. In the embodiment depicted, the
shared memory manager 220 also includes a pointer random access memory (PRAM) 320
coupled to the buffer manager 325. The pointer RAM 320 is an on-chip pointer table that
stores usage counts for pages (buffers) of the shared memory 230. In this manner, the
number of buffer owners at a given time is known by the buffer manager 325. Thus
allowing the buffer manager 325 to perform dynamic deallocation of buffers upon release

by the last output port.
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According to one embodiment, the buffer manager 325 is implemented as disclosed

in U.S. Patent Application Number , entitled “Hardware-Assisted Central

Processing Unit Access to a Forwarding Database” filed on June 30, 1997, attorney docket
number 082225.P2354, the contents of which is incorporated herein by reference.

Buffer memory controller 330 provides a centralized interface to the input and
output ports for storing and retrieving packet data, respectively, to the shared memory 230.
According to one embodiment, the buffer memory controller 330 is implemented as

disclosed in U.S. Patent Application Number , entitled “Method and Apparatus For

Arbitrating Access to a Shared Memory by Network Ports Operating at Different Data
Rates” filed on June 30, 1997, attorney docket number 082225.P2501 and U.S. Patent
Application Number , entitled “Method and Apparatus In a Packet Routing
Switch for Controlling Access at Different Data Rates to a Shared Memory”, filed on June
30, 1997, attorney docket number 082225.P2367, the contents of which are incorporated
herein by reference.

Thus, a buffered architecture has been described which provides temporary storage
of received packets in a shared pool of packet memory and provides for efficient allocation

of per port buffering that is proportional to the amount of traffic through a given port

In the foregoing specification, the invention has been described with reference to
specific embodiments thereof. It will, however, be evident that various modifications and
changes may be made thereto without departing from the broader spirit and scope of the
invention. The specification and drawings are, accordingly, to be regarded in an illustrative

rather than a restrictive sense.
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CLAIMS

What is claimed is:

1. A network device building block comprising:

a network interface including a plurality of ports for transmitting and receiving
packets over a network;

packet buffer storage coupled to the network interface acting as an elasticity buffer
for adapting between incoming and outgoing bandwidth requirements;

a switch fabric coupled to the network interface for providing a forwarding decision
corresponding to a received packet, the forwarding decision including a list
of ports upon which the received packet is to be forwarded; and

a central processing unit (CPU) interface coupled to the switch fabric, the CPU
interface configured to forward packets received from a CPU based upon

forwarding decisions provided by the switch fabric.

2. The network device building block of claim 1, further comprising a cascading

interface for coupling the network device building block to one or more other

network device building blocks to form a larger switching device;

3. A switch element comprising:
a switch fabric configured to generate forwarding decisions for received packets;
a plurality of interfaces for receiving and transmitting packets, the plurality of
interfaces coupled to the switch fabric for requesting and receiving
forwarding decisions, the plurality of interfaces including
a network interface providing a plurality of external ports for

communication with devices on a network,
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a cascading interface providing at least two internal links for interconnecting

with one or more other switch elements in a full-mesh topology, and

10
11
12
13
14
15

10
11
12
13

a central processing unit (CPU) interface for communication of packets and
commands between the switch fabric and a CPU; and
a shared memory manager coupled to the plurality of interfaces for dynamically
allocating and deallocating buffers in a shared buffer memory on behalf of
the plurality of interfaces and tracking the status of buffers in the shared

buffer memory.

A method of forwarding a packet onto a network of devices, the method comprising
the steps of:
a central processing unit generating a packet for transmission onto a network of
devices;
a switch element receiving the packet on a central processing unit (CPU) interface
of a switching element; and
if the packet is associated with a first mode, then
the CPU interface requesting a forwarding decision for the packet from a
switch fabric,
the CPU interface receiving the forwarding decision from the switch fabric,
the CPU interface forwarding the packet to the one or more ports indicated
by the forwarding decision, and

the one or more ports transmitting the packet onto the network of devices.

The method of claim 4, wherein the packet is associated with control information,

the method further comprising the steps of:
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based upon the control information, the CPU interface determining that the packet is
associated with a second mode; and

the CPU interface forwarding the packet to a port indicated in the control

information;

A network device building block comprising:

a plurality of ports for receiving and transmitting packets over a network segment;

a shared memory manager coupled to each of the plurality of ports, the shared
memory manager configured to dynamically allocate buffers from a shared
memory for temporary storage of incoming packets, the shared memory
manager further configured to release buffers associated with a particular
packet when all ports to which the packet was forwarded have completed
transmission of the packet.

a switch fabric coupled to each of the plurality of ports to provide a centralized
interface to a forwarding and filtering database associated with the switch
fabric, the forwarding and filtering database having stored therein
forwarding information for a plurality of protocol layers, the switch fabric
configured to perform header matching and searching of the forwarding and

filtering database on behalf of the plurality of ports.
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