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【手続補正書】
【提出日】令和2年10月28日(2020.10.28)
【手続補正１】
【補正対象書類名】特許請求の範囲
【補正対象項目名】請求項１
【補正方法】変更
【補正の内容】
【請求項１】
コンピュータを用いた音響モデルの学習方法であって、
　コンピュータが、音声認識に使用する音響特徴ベクトルの要素数と同数のノードを持つ
入力層、識別対象となる音声単位の種類数と同数のノードを持つ出力層、並びに前記入力
層及び前記出力層の間に配置された複数の隠れ層を含むＲＮＮをコンピュータ上に構成す
るステップと、
　コンピュータが、前記ＲＮＮのための学習データセットの記憶装置に接続するステップ
と、
　前記ＲＮＮの動作を規定するパラメータを初期値に設定するステップと、
　コンピュータが、前記記憶装置から読出した学習データセットを用い、前記パラメータ
に対する所定の損失関数ＬＣＴＣ＋ＥＰを最小化するように前記ＲＮＮの前記パラメータ
を最適化するステップとを含み、
　前記損失関数ＬＣＴＣ＋ＥＰは、
　前記学習データセット中の観測系列に対する正しいラベル系列の尤度が最大となるとき
最小となるような第１の損失関数ＬＣＴＣと、
　前記学習データセット中の観測値に対するラベルの曖昧さに対する増加関数となるよう
な第２の損失関数ＬＥＰと、
　０＜λ＜１を満たす数値λとにより、
　　　 ＬＣＴＣ＋ＥＰ＝（１－λ）ＬＣＴＣ＋λＬＥＰ

として定義される、学習方法。
【手続補正２】
【補正対象書類名】明細書
【補正対象項目名】０００８
【補正方法】変更
【補正の内容】
【０００８】
　本発明の第１の局面に係る学習方法は、コンピュータを用いた音響モデルの学習方法で
ある。この方法は、コンピュータが、音声認識に使用する音響特徴ベクトルの要素数と同
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数のノードを持つ入力層、識別対象となる音声単位の種類数と同数のノードを持つ出力層
、並びに入力層及び出力層の間に配置された複数の隠れ層を含むＲＮＮをコンピュータ上
に構成するステップと、コンピュータが、ＲＮＮのための学習データセットの記憶装置に
接続するステップと、ＲＮＮの動作を規定するパラメータを初期値に設定するステップと
、コンピュータが、記憶装置から読出した学習データセットを用い、パラメータに対する
所定の損失関数ＬＣＴＣ＋ＥＰを最小化するようにＲＮＮのパラメータを最適化するステ
ップとを含む。損失関数ＬＣＴＣ＋ＥＰは、学習データセット中の観測系列に対する正し
いラベル系列の尤度が最大となるとき最小となるような第１の損失関数ＬＣＴＣと、学習
データセット中の観測値に対するラベルの曖昧さに対する増加関数となるような第２の損
失関数ＬＥＰと、０＜λ＜１を満たす数値λとにより、
　　　 ＬＣＴＣ＋ＥＰ＝（１－λ）ＬＣＴＣ＋λＬＥＰ

として定義される。
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