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Abstract: An application distributed amongst plurality of computing devices leverages an application programming interface that conforms to a representational state transfer architecture in order to provide resilient services to clients and adapt to a change in availability of devices. A proxy server routes communications between clients and servers, detects when a server becomes unavailable, and reroutes communications to a replacement server. A registration database on the proxy server records entries for clients, such that communications can be routed to active devices of a user.
RESTLIKE API THAT SUPPORTS A RESILIENT AND SCALABLE DISTRIBUTED APPLICATION

BACKGROUND

[0001] A distributed application is software that executes on two or more computers in a network, wherein such computers can communicate with one another by way of the network. Generally, in a client-server environment, a distributed application has two portions: 1) a "front end" that executes on a client computing device(s); and 2) a "back end" that executes on other computing devices, such as a server computing device(s). An instance of the distributed application executing on a client computing device is referred to herein as a "client", while an instance of the distributed application executing on a server computing device is referred to herein as a "server". The distributed application can use an application programming interface (API) to provide a common interface for communications between different executing instances, and can be used to provide services, features, and information in a way that can be understood by application developers and used by different executing instances of the application.

[0002] Executing a client for a distributed application on a mobile device can present several challenges. Different mobile devices attempting to communicate with one another may use different communications protocols, and a mobile device may switch between protocols (e.g., from using a cellular communications network to using a Wi-Fi connection) when communicating with another device. Additionally, a mobile device may execute a client as a background operation, thus limiting the ability of the client to receive real-time communications. Other challenges associated with executing a client of a distributed application include cross-domain scripting, overly chatty communications, differences in devices or browsers that execute the client, etc. Such challenges can affect the resiliency of a distributed application, and limit the degree to which the distributed application can be scaled.

[0003] Further, memory and processing resources at a server are reserved to ensure that clients of the distributed application are functioning properly. When, for example, the distributed application is a real-time communications application, a server may desirably communicate with several clients at once (e.g., transmit an incoming message to a telephone, tablet, desktop, etc.), which can increase the memory and processing usage of the server. Furthermore, an interruption of a server (e.g., a server computing device
undergoing scheduled maintenance) may negatively impact clients being served by such server (e.g., can cause clients to experience loss of functionality).

**SUMMARY**

[0004] The following is a brief summary of subject matter that is described in greater detail herein. This summary is not intended to be limiting as to the scope of the claims.

[0005] Various technologies pertaining to an application programming interface (API) that generally complies with a representational state transfer (REST) architecture are described herein. The API provides support for back-end software of a distributed application, facilitating adaption of the distributed application when availability of server computing devices alters. Accordingly, the API supports scaling of the application as well as increased resilience of the application when a communication interruption occurs, when a device fails, and/or when a server is undergoing scheduled maintenance.

[0006] An application distributed between one or more client computing devices and server computing devices (a distributed application) can use the aforementioned API in connection with providing resilient and scalable services to the client computing devices. In an exemplary embodiment, such application can be a unified communications (UC) application, an e-commerce application, a social-networking application, or other suitable application. A system architecture that supports the distributed application includes client computing devices in communication with server computing devices via a proxy server computing device, where the client computing devices execute client-side instances of the application (clients), the server computing devices execute server-side code (servers), and the proxy server computing device executes back-end software (a proxy server) that routes communications between the clients and servers.

[0007] The client computing devices may include desktop computing devices and/or portable computing devices, such as mobile telephones, tablets (slates), phablets, wearables, etc. In accordance with aspects described herein, real-time synchronous and asynchronous communications between clients and/or between a client and a server can be accomplished through employment of the API that complies with the REST architecture (e.g., a RESTlike API).

[0008] In an exemplary embodiment, each client can be served by a respective server, such that there is a one-to-one mapping between clients and servers. An application instance identifier (AID) can be used to identify a particular client. A state of a first server that is serving the client can be reproduced by a second server, such that service to the client need not be interrupted if the first server becomes unavailable. Additionally, it can
be ascertained that a server computing device has limited memory and processing resources, and thus may be able to execute a limited number of servers. Therefore, it may be desirable to cause additional server computing devices to become available. To that end, activity of the server computing devices can be monitored, and servers can be distributed or re-distributed amongst the server computing devices as server computing devices are added or become unavailable.

[0009] The proxy server stores a respective AID for each client in a registration database, and further records respective servers that are serving the clients in the registration database. A communication received by the proxy server comprises an AID that can be compared with contents of the registration database, such that the proxy server can determine at least one intended recipient of the communication. The proxy server can route the communication, for example, by acting as a "man-in-the-middle", receiving and retransmitting the communication to the appropriate recipient(s). Additionally, the proxy server can establish a communications channel by way of which a client can communicate directly with a server.

[0010] When the proxy server receives a communication from the client, the proxy server routes the communication to the server that is serving such client. A server computing device can execute a plurality of servers, and thus the proxy server can be configured to route the communication to the server computing device, which then provides the communication to the appropriate server that is serving the client. Similarly, the proxy server also routes communications from the server that is identified as serving the client to the client. In some instances, a user may be using multiple client computing devices. For example, a user that is an intended recipient of a video call may be using a mobile phone, a tablet, a desktop, etc., and may be able to use any of those devices to answer the video call. Thus, the proxy server can ascertain an identity of the user from the AID in the communication received from the server, and use the registration database to identify the client computing device(s) used by the user. The proxy server can then route the communication to each client computing device associated with the user. When the user answers the video call using a particular client computing device (e.g., the tablet), the client computing device can transmit an indication to the proxy server that it has been selected by the user. Thereafter, the proxy server can route communications from the server to the selected client computing device (the tablet).

[0011] Communications leveraging the API are modeled in terms of identifiers and commands, where the identifiers represent resources maintained by a server, and the
commands represent methods of interacting with resources, such as conventional
hypertext-transfer-protocol (HTTP) methods and hypermedia types. A resource can be or
include data, such as a document, image, database entry, etc. In another example, a
resource can be or include computer-executable code, such as a service, an executable
thread, etc. Furthermore, resources generally pertain to a particular concept described by
their respective identifiers. For example, a "contacts" resource can include a list of
contacts of a user, or can be a service that retrieves the list of contacts from other
resources. Each resource is identified by a respective identifier that can be used by the
client to access a respective resource. For example, the identifier can be a global identifier
(e.g., such as a universal resource locator URL). Resources can also comprise identifiers
of other resources, so as to indicate a link-relation between resources. For example, a
"features" resource can also comprise an identifier of the "contacts" resource, thus
indicating that the contacts list is a feature of the application. The client, after accessing
the "features" resource and locating the identifier for the "contacts" resource, can then use
the identifier for the "contacts" resource to retrieve the list of the contacts. Such link-
relations can allow a client to navigate through resources in a manner that is similar to
how a user can navigate through web pages using hyperlinks.

While a resource available to a client is generally maintained by a particular
server, a resource may not be specific to that server. For example, the "contacts" resource
can be a non-specific resource that, regardless of what server is maintaining the resource,
can fetch a list of contacts of the user and make the list available to the client. Therefore, if
the particular server maintaining the resource becomes unavailable, a different server can
take on the maintenance of the resource in order to prevent a gap in service for the client.

When the application provides media communications, such as the above-noted
video call, it may be desirable to host the media on a media server separate from the server
that generally serves the client. For example, a video conference application can provide a
client with video media as well as presence information (indicating availability of other
users), as well as other features like chat and/or document sharing. The server that serves
the client can maintain resources that support the presence information, instant messaging
functionality, or other services, and a separate media server can serve video for the video
call. If the server becomes unavailable, video media being provided to the client is
uninterrupted while the proxy server identifies a replacement server. Thus, the client can
be provided an illusion of uninterrupted service.
When a client served by a server has not been used for an extended period of time, it may be desirable for the server computing device executing the server to re-assign memory and processing resources assigned to the server to other servers executed by the server computing device. Thus, after determining that the server has not received a communication for a threshold period of time, the server computing device can de-allocate memory and or processing resources from the server. The server computing device can also suspend or remove resources maintained by the server. When a communication directed towards the server is received, the server computing device can re-allocate the memory and/or processing resources to the server, and re-active or re-create resources maintained by the server.

The above summary presents a simplified summary in order to provide a basic understanding of some aspects of the systems and/or methods discussed herein. This summary is not an extensive overview of the systems and/or methods discussed herein. It is not intended to identify key/critical elements or to delineate the scope of such systems and/or methods. Its sole purpose is to present some concepts in a simplified form as a prelude to the more detailed description that is presented later.

**BRIEF DESCRIPTION OF THE DRAWINGS**

Figs. 1 and 2 are functional block diagrams of respective exemplary systems that facilitate executing a distributed application that uses a RESTlike API.

Figs. 3-6 are flow diagrams that respectively illustrate exemplary methodologies for executing a proxy server at a proxy server computing device.

Figs. 7-9 are flow diagrams that respectively illustrate exemplary methodologies for executing a server-side instance of a distributed application on a server computing device.

Fig. 10 is an exemplary computing system.

**DETAILED DESCRIPTION**

Various technologies pertaining to resilient and scalable distributed applications that leverage an API that conforms to the representational state transfer (REST) architecture are now described with reference to the drawings, wherein like reference numerals are used to refer to like elements throughout. In the following description, for purposes of explanation, numerous specific details are set forth in order to provide a thorough understanding of one or more aspects. It may be evident, however, that such aspect(s) may be practiced without these specific details. In other instances, well-known structures and devices are shown in block diagram form in order to facilitate describing
one or more aspects. Further, it is to be understood that functionality that is described as being carried out by certain system components may be performed by multiple components. Similarly, for instance, a component may be configured to perform functionality that is described as being carried out by multiple components.

Moreover, the term "or" is intended to mean an inclusive "or" rather than an exclusive "or". That is, unless specified otherwise, or clear from the context, the phrase "X employs A or B" is intended to mean any of the natural inclusive permutations. That is, the phrase "X employs A or B" is satisfied by any of the following instances: X employs A; X employs B; or X employs both A and B. In addition, the articles "a" and "an" as used in this application and the appended claims should generally be construed to mean "one or more" unless specified otherwise or clear from the context to be directed to a singular form.

Further, as used herein, the terms "component" and "system" are intended to encompass computer-readable data storage that is configured with computer-executable instructions that cause certain functionality to be performed when executed by a processor. The computer-executable instructions may include a routine, a function, or the like. It is also to be understood that a component or system may be localized on a single device or distributed across several devices. Further, as used herein, the term "exemplary" is intended to mean serving as an illustration or example of something, and is not intended to indicate a preference.

With reference now to Fig. 1, an exemplary system 100 that facilitates executing a distributed application that uses a RESTlike API is illustrated. The system 100 includes a pool of client computing devices 102 that comprises a plurality of computing devices 104-106. The client computing devices 104-106 can include desktop computing devices, laptop computing devices, netbooks, ultrabooks, tablets (slates), phablets, mobile telephones, wearables, etc. The system 100 further includes a pool of server computing devices 108 that comprises a plurality of server computing devices 110-112. Still further, the system 100 includes a proxy server computing device 114. The client computing devices 104-106, server computing devices 110-112, and the proxy server computing device 114 are in communication with one another by way of suitable respective network connections. Additionally, communications channels can be established directly between client computing devices in the pool of client computing devices 102 and/or between a client computing device in the pool of client computing devices 102 and a server computing
device in the pool of server computing devices 108 to facilitate communications therewith.

[0024] The pool of client computing devices 102, the pool of server computing devices 108, and the proxy computing device 114 are configured to support a resilient and scalable distributed application, wherein the client computing devices 104-106 execute respective client-side instances of the distributed application, the server computing devices 110-112 are each configured to execute at least one respective server-side instance of the distributed application, and the proxy server computing device executes back-end software of the distributed application that is referred to herein as a proxy server 115. As used herein, a client-side instance of the distributed application is referred to as a "client" and a server-side instance of the distributed application is referred to herein as a "server".

[0025] With more particularity, the first client computing device 104 includes a first processor module 116 that executes instructions retained in a first memory 118. The first memory 118 can include a first client 120. Similarly, the Nth client computing device 106 includes an Mh processor module 122 that is configured to execute instructions in an Mh memory 124, wherein the Mh memory 124 includes an Mh client 126.

[0026] The first server computing device 110 includes a first server processor module 128 that is configured to execute code in a first server-side memory 130. For example, the first server-side memory 130 can include a plurality of servers 132-134 (e.g., servers 1-1 - 1-J). Similarly, the Mth server computing device 112 includes an Mth server processor module 136 that is configured to execute code in an Mth server-side memory 138. The Mth server-side memory 138 can also comprise a plurality of servers 140-142 (e.g., servers M-1 - M-K). Each of the servers 132-134 and 140-142 serves a respective client executed by one of the client computing devices 104-106, such that a one-to-one mapping exists between the clients 120 and 126 and the servers 132-134 and 140-142.

[0027] The proxy server computing device 114 includes proxy server processor module 144 that is configured to execute code in a memory 142 of the proxy server computing device 114. As will be described in greater detail herein, the proxy server 115 can be used in connection with causing the distributed application to act resiliency from the perspective of clients, such that a client is not negatively impacted when a server computing device goes offline.

[0028] As indicated above, the pool of client computing devices 102, the pool of server computing devices 108, and the proxy server computing device 114 can utilize a RESTlike API when communicating with one another, wherein the API is modeled in terms of
identifiers and commands. The identifiers represent resources stored in a server memory (such as the first server memory 130), and the commands represent methods of interacting with resources, such as conventional hypertext-transfer-protocol (HTTP) methods and hypermedia types. Such identifiers and commands can be universal, in that they may be used without regard to a specific application being executed, a specific device being communicated with, or a specific operation being undertaken, and thus provide a generalized interface between devices. The first client 120 can employ the API when transmitting communications that comprise a request for a resource(s) (e.g., an identifier and a command) and when receiving a reply to the request that comprises data that facilitates the client 120 in transitioning to a new state, such as population of a graphical interface, performing an operation, etc.

[0029] Resources corresponding to the RESTlike API are now described. The format of a resource is arbitrary, as a resource can be structured as a database, a file, etc. A resource can be or include data, such as a document, an image, etc. Additionally, a resource can be or include computer-executable code that causes a server to communicate with other computing devices or other computer-executable code. Further, a resource can be or include a combination of data and computer-executable code. Additionally, each resource can be directed towards a respective concept described by its identifier. For example, a "contacts" resource can include a list of contacts of a user.

[0030] Additionally, each resource can be identified by a respective identifier that can be used by, for instance, the first client 120 to access a respective resource. Identifiers can be, for example, global identifiers, such as universal resource locators (URLs). A resource can also comprise an identifier of another resource (or multiple resources), so as to indicate a link-relation between the resource and the another resource. For example, a "features" resource can also comprise a link-relation to a "contacts" resource, wherein the "features" resource comprises an identifier of the "contacts" resource (e.g., the contacts resource comprising a list of contacts of the user). The first client 120, after accessing the "features" resource (e.g., from a server that corresponds to the first client 120, such as the server 132) and locating the identifier for the "contacts" resource therein, can then use the identifier for the "contacts" resource to access the list of contacts. Such link-relations can allow the first client 120 to navigate through resources in a manner that is similar to how a user can navigate through webpages using hyperlinks.

[0031] Methods supported by the RESTlike API (represented by commands) for interacting with resources are now described in greater detail. Exemplary methods
supported by the RESTlike API include conventional hypertext-transfer-protocol (HTTP) methods and hypermedia types. Thus, with more specificity, exemplary methods include a method for retrieving data from a resource (e.g., via a "GET" command), a method for adding data to a resource (e.g., via a "POST" command), a method for replacing or adding a resource (e.g., via a "PUT" command), and a method for deleting a resource (e.g., via a "DELETE" command). The first client 120 can generate a request that includes an identifier and a command, thereby identifying a resource desirably accessed and a method to be executed in connection with the resource. Additional detail pertaining to the RESTlike API is set forth below.

[0032] In an exemplary embodiment, the distributed application can be a communications application that supports bi-directional communications between the client computing devices 104-106. For instance, the communications application can be a unified communications (UC) application, which supports multiple communications modalities, including voice, presence, instant messaging, groups, desktop sharing, collaboration, and the like. In another example, the communications application can be or be included in a social networking application.

[0033] As indicated above, the distributed application may be a communications application, and the first client 120 can cause a graphical user interface (GUI) to be displayed on a display screen (not shown) of the first client computing device 104, wherein the GUI includes, for example, contacts of a user of the first client 120, messages received by the first client 120, etc. Additionally, the server 132 serving the first client 120 can access a listing of contacts of the user, messages sent and received via the first client 120, and other data, which is used to populate the GUI. The proxy server 115 is configured to route communications between the first client 120 and the server 132 (as well as between other clients and servers that serve such clients). When the user of the first client computing device 104 seeks to transmit a communication to a contact (e.g., the user of the Mh client computing device 106), the first client 120 can communicate with the Mh client 126 via the proxy server 115 and the server 132.

[0034] With more particularity, when transmitting a communication to the Mh client, the first client 120 can transmit a communication identifying the user of the Mh client computing device 106 as an intended recipient to the proxy server 115. The proxy server 114 identifies that the server 132 is serving the first client 120, and routes the communication to the server 132 responsive to identifying that the server 132 is serving the first client 120. The server 132, responsive to receiving the communication, routes
such communication to the Mh client 126 by way of the proxy server 115. The server 132 can generate other information to be routed to the first client 120 via the proxy server, such as an indication that the user of the Mh client computing device 106 is available.

[0035] Each client in the clients 120 and 126 is respectively identified by an application instance identifier (AID), which is a unique identifier that can be based upon an identity of a user of a client computing device executing the respective client and an identity of the client computing device itself. Thus, an AID can be used to identify a particular client computing device and/or a particular user of the client computing device. As described above, when the first client 120 desires to transition to a new state (e.g., perform an operation, retrieve data, etc.), the first client 120 generates a request that identifies a resource that can be used by the first client 120 to make the transition, and transmits a communication comprising the request to the proxy server 115. Communications transmitted by the first client 120 comprise its AID, such that a device receiving a communication transmitted from the first client computing device 104 can identify the first client computing device 104 and/or the user thereof. Further, the communication from the first client computing device 104 may comprises an authorization token supplied by the first client 120 that can be used by a recipient device to authenticate the client and/or user.

[0036] The proxy server 115 comprises a routing service component 146 that is configured to route communications between computing devices in the pool of server computing devices 108 and computing devices in the pool of client computing devices 102. For example, the routing service component 146 can be configured to establish a communications channel between devices in order to facilitate communications therethrough. Further, the routing service component can act as a man-in-the-middle, wherein the routing service component 146 is configured to receive a communication from a device, identify an intended recipient device or devices, and route the communication to the intended recipient device(s).

[0037] The proxy server 115 comprises a registration database component 148 that is configured to maintain a registration database comprising entries that include AIDs included in communications received by the proxy server 115. For example, the routing service component 146 can access the registration database maintained by the registration database component 148 to identify the server 132 that serves the first client 120. The registration database component 148 can update the registration database as the server that
serves the first client 120 is moved in the pool of server computing devices 108 (e.g., for purposes of load distribution).

Therefore, the routing service component 146 is configured to identify a server computing device in the pool of server computing devices 108 that executes the server that supports the client identified in the AID via accessing the registration database. For example, the routing service component 146, responsive to receiving the communication transmitted by the first client 120, accesses the registration database and identifies the first server computing device 110 from amongst the pool of server computing devices 108 as including the server 132 (e.g., server 1-1) that serves the first client 120. Once the server 132 has been identified as serving the first client 120, the routing service component 146 routes the communication to the first server computing device 110. If the registration database does not indicate which server serves the first client 120, then the routing service component 148 can cause the server 132 to be instantiated on the first server computing device 110, and can thereafter cause the registration database component 148 to update the registration database.

In an example, the first server computing device 110 can already comprise the server 132, in which case the first server computing device 110 provides the communication to the server 132. The server 132 can then generate a response to the communication based at least in part upon the resource(s) identified in the communication.

In an example, the response comprises the resource(s). In another example, the server 132 can generate a data packet based upon content of a first resource, and the response can include such data packet. For example, such data packet may be smaller in size when compared to the size of the first resource. Additionally, the data packet may be in a format that is more readily parsed by the first client 120 when compared to the format of the first resource. In an example, the data packet can be or include a document, a listing, or the like, and may be in a structured file format such as a markup file (e.g., XML) or an object notation file (e.g., JSON).

The first server computing device 110 transmits a second communication that comprises the response and the above-noted AID to the proxy server 115. The routing service component 146 receives the second communication, and identifies the first client computing device 104 by comparing the AID with contents of the registration database. The routing service component 146 then routes the second communication to the first client computing device 104, which provides the response to the first client 120. Using such response, the first client 120 can transition to the new state. Thus, rather than having
to store content locally, the first client 120 can access the content by sending a request for a resource. Using identifiers and methods allows the first client 120 to interact with a resource without having to have any knowledge as to what server is maintaining the resource or how the content is retrieved.

[0041] In another exemplary embodiment, the first server computing device that receives the communication from the first client 120 by way of the proxy server 115 may fail to comprise the server 132. In such embodiment, the first server computing device 110, responsive to receiving the communication, instantiates the server 132 thereon. For example, the received communication may include sufficient information for the first server computing device 110 to create and execute the server 132. If the received communication fails to include sufficient information to allow the first server computing device 110 instantiate the server 132, the first server computing device 110 can transmit a third communication to the first client computing device 104 via the proxy server 115 in the manner described above, wherein the third communication comprises the AID and an indication that the server 132 is desirably instantiated. In an example, the indication can be an error message. Responsive to receiving such error message, the first client 120 can transmit a fourth communication to the first server computing device 110 by way of the proxy server 115, wherein the fourth communication comprises sufficient information to allow the first server computing device 110 to instantiate the server 132.

[0042] Referring now to Fig. 2, an exemplary system 200 that facilitates executing a distributed application through utilization of a RESTlike API is illustrated. The system 200 includes the first client computing device 104, which transmits a first communication comprising a request for a first resource to the proxy server 115. The routing service component 146 identifies the first server computing device 110 as a server computing device that executes or desirably executes the server 132 that serves the first client 120 being executed by the first client computing device 104. In an exemplary embodiment, the first server computing device 110 may be uncommunicative, and therefore may fail to reply to the request.

[0043] The first server computing device 110 can become uncommunicative for various reasons, including scheduled maintenance, a system crash, or connectivity issues. When the first server computing device 110 is uncommunicative, servers being executed by the first server computing device 110 are unavailable to their respective clients. Such unavailability can interfere with the services being offered to the respective clients and negatively impact user experiences with the distributed application. Therefore, as
discussed above, the distributed application is configured to adapt to such changes in availability of devices.

[0044] To that end, the routing service component 146 can determine that the first server computing device 110 is uncommunicative (e.g., the first server computing device 110 fails to respond to a request or transmits data indicating that it will be uncommunicative). Responsive to determining that the first server computing device 110 is uncommunicative, the routing service component 146 identifies the \textit{Mth} server computing device 112 as a replacement server computing device. Specifically, the \textit{Mth} server computing device 112 is identified as having sufficient resources to instantiate a reproduction 202 of the server 132 for serving the first client 120. Responsive to identifying the \textit{Mth} server computing device 112 as a replacement server computing device, the routing service component 146 can route the first communication to the \textit{Mth} server computing device 112, which can instantiate the reproduction 202 of the server 132 thereon. The reproduction 202 of the server 132 can thereafter generate a response to the request for the first resource, and transmit the response as a portion of a second communication to the proxy server 115.

[0045] It can be noted that the request for the first resource generated by the first client 120 may be non-specific to any one server or server computing device. For example, the first client 120 can generate a request for a “contacts” resource without knowing what server or server computing device will be used to service the request. Further, a different server, such as the reproduction 202 of the server 132 can retrieve information to maintain the first resource and service the request from the first client 120, even though the first resource was previously maintained by a different server/server computing device. Thus, when the first communication comprising the request for the first resource is routed to the \textit{Mth} server computing device 112, the reproduction 202 of the server 132 can retrieve sufficient information to compose the first resource that had been previously maintained by the uncommunicative first server computing device 110 and transmit the reply to the request in the first communication based upon the first resource.

[0046] Because different servers can be used to reply to requests for non-specific resources, the first server computing device 110 becoming unavailable need not impact the first client 120 (and thus the user experience). For example, the first client 120 may be utilizing the first resource maintained by the server 132. When the first server computing device 110 becomes unavailable, the first client 120 can continue to utilize the first resource, although the resource is now maintained by the reproduction 202 of the server 132 on the \textit{Mth} server computing device 112. Thus, when the server serving a client
changes, the client need not wipe out and/or recover data, and thus may function as if service were not interrupted. For example, the first client 120 can be participating in an instant messaging conversation with another client, and may continue to transmit and receive instant messages when the server 132 is reproduced on the Mth server computing device 112 during the instant messaging conversation.

[0047] In other situations, however, the first client 120 may be engaged in a real-time communications session, such as a voice or video conference. In such situations, to avoid interruptions in the voice or video conference, it may be desirable for a media server (not pictured) that is executed on a computing device separate from the pool of server computing devices 108 to provide real-time media. For example, after the proxy server 115 has routed communications between clients desiring to engage in a video conference, the proxy server 115 can establish a communications channel between the clients via the media server, such that if a server serving one of the clients becomes unavailable, the video media being served to the clients need not be interrupted.

[0048] In addition to adapting to when a device becomes unavailable, the distributed application is configured to adapt to when an additional computing device becomes available. As executing each server on a server computing device utilizes memory and processing resources, a single server computing device can execute a limited number of servers. To increase scale, an additional server computing device can be added to the pool of server computing device 108. Further, memory and processing resources utilization can be monitored on a server computing device, and servers can be redistributed amongst the pool of server computing devices in order to facilitate load balancing.

[0049] For example, the proxy server 115 can determine that a load of the first server computing device 110 is above a predetermined threshold, or that the load is high relative to, for example, the Mth server computing device 112. For instance, the Mth server computing device 112 may have been added to the pool of server computing devices 108 in order to increase a number of clients that can be concurrently served. The proxy server 115 can make such determination based on contents of the registration database, which can be indicative of a respective load for each server computing device. In another example, the proxy server 115 can make such determination based on a communication received from the first server computing device 112 comprising an indication of the load of the first server computing device 112. Responsive to the proxy server 115 making the aforementioned determination, the routing service component 146 can cause the server 132 to be removed from the first server computing device 110 (e.g., by transmitting a
communication to the first server computing device 110 that comprises a removal instruction). Further, the routing service component 146 can cause the \( Mth \) server computing device 112 to create the reproduction 202 of the server 132, and reroute communications to the \( Mth \) server computing device 112.

[0050] In addition to adding an additional server computing device, the number of servers that can be executed, and thus the number of clients that can be served, can also be increased by increasing an efficiency of the server computing devices executing the servers. As discussed above, the first server computing device 110 can execute a plurality of servers 132-134. However, as a particular client may be used infrequently, it may be desirable to de-allocate memory and processing resources from servers that are idle and allocate the memory and processing resources to servers actively communicating with a client. This allocation and de-allocation can also be referred to as hydration and de-hydration, respectively. In an example, the first server computing device 110 can determine that the server 134 has not received a communication within a threshold amount of time. Responsive to making such determination, the first server computing device 110 can de-hydrate the server 134 by de-allocating memory and processing resources allocated for the server 134. De-hydration can also comprise removing a resource that can be reproduced during hydration. The memory and processing resources allocated to the server 134 can then be available to other servers (e.g., the server 132) executed by the first server computing device 110.

[0051] When the first server computing device 110 receives a communication directed to a de-hydrated server (e.g., the server 134), the first server computing device 100 can hydrate the server 134. In some instances, the first server computing device 110 can hydrate the server 134 when a communication intended for the server 134 comprises a specific type of request or a request for a specific resource. When the communication intended for the server 134 fails to comprise such a request, the first server computing device 110 can use another server to serve the request or transmit a reply to the first client 120 indicating that the server 134 is de-hydrated. The first client 120 can transmit a communication that causes the server 134 to be hydrated responsive to receiving such reply.

[0052] Servers executing on the server computing devices can also be configured to determine that resources being maintained by such servers have been updated. For example, the server 132 can determine that a resource being maintained thereby has been updated. Such an update can be, for example, that a contact of the user of the client
computing device 104 is available, that information available through the resource has been updated, such as a new news feed item being available, or that a user of another client computing device (not pictured) has initiated a call to the user.

[0053] When the resource is updated, it may be desirable to deliver the update to the first client 120. The first client 120, however, may be inactive, executing as a background operation, unprepared for the update, etc. In another example, the update may not be time sensitive. Thus, the server 132 is configured to leverage an eventing framework to deliver resource updates to the first client 120.

[0054] When the server 132 determines that an event, such as an update, has occurred, the server 132 can utilize an event resource to maintain a list of such events, wherein events can be aggregated in the event resource. The first client 120 is configured to maintain a persistent request for the event resource, for example, by periodically transmitting a communication comprising a hanging request for the event resource. A hanging request is a request to which the server 132 can delay replying until the server 132 deems it appropriate to reply or when the hanging request expires. By maintaining the hanging request, the first client 120 can remain in communication with the server 132 even when the client is executing as a background operation on the first client computing device 104.

[0055] When the server 132 determines that it is desirable to reply to the hanging request, the server 132 can generate a reply that indicates resource updates that are available to the first client 120. The first client 120 may then request at least one resource update. Additionally, the server 132 can include a resource update in the reply if the update is real-time sensitive. If, for example, the first client 120 unable to maintain a persistent request (e.g., if the first client 120 is inactive), the server 132 can use a push notification channel to deliver the reply and/or the update. If the server 132 determines that the persistent request is not maintained because, for example, the first client computing device 104 is not in use by the user, the server 132 can continue to aggregate events in the event resource, or can cause the server 132 to be de-hydrated. It can be understood, however, that events may still occur when the first client computing device 104 is not in use. For example, a call can be directed towards the user when the telephone of the user is turned off, and it may be desirable to inform the user that an event, such as a missed call, occurred when the mobile phone was not in use. Therefore, the first server computing device 110 can be further configured to maintain the eventing framework for the server 132 while the server 132 is de-hydrated. Thus, by leveraging the eventing
framework in conjunction with hydration and de-hydration of servers, the distributed
application can increase efficiency of the servers while maintaining services for a
relatively large number of clients.

[0056] In still yet another exemplary embodiment, the user may be using additional
computing devices that are capable of answering the call. For example, the first client
computing device 104 may be the mobile telephone, and the Mh client computing device
106 may be a tablet that is used by the user and is capable of answering the call. If both
devices are active, it may be desirable to route the call to both devices, such that the user
can select which device to use to answer the call, and if one of the devices is inactive, it
may be desirable to route the call to other devices such that the user has the ability to
answer the call.

[0057] In connection with the foregoing, when the server 132 determines that a second
user has initiated a call (with the user as an intended recipient), the server 132 can transmit
a second communication (e.g., as a reply to a hanging request of the first client 120) to the
proxy server 132, the second communication comprising an AID for the first client 120
and an indication that an incoming call has been received for the first client 120. The
routing service component 146 receives the second communication and identifies the first
client computing device 104 by comparing the AID in the second communication with
contents of the registration database. Further, the routing service component 146 can be
configured to identify other client computing devices of the user by comparing the AID
with content of the registration database. Specifically, when the routing service component
146 receives a communication from a client computing device, it causes the registration
database component to update the registration database with an entry including an AID for
the client computing device. Thus, the registration database can comprise an entry with an
AID for each client computing device of the user, including the first client computing
device 104 and the Mh client computing device 106. Therefore, both the first client
computing device 104 and the Mh client computing device 106 can be identified by the
routing service component 146. The proxy server 115 can thus cause the second
communication to be routed to both devices.

[0058] Entries in the registration database can be configured to persist for a
predetermined period of time, such as, for example, an hour, a day, a week, fifteen days,
etc., and then automatically expire so that communications are only routed to devices that
were recently known to be active and/or available. The user may then select, for example,
to answer the call using the Mh client computing device 106, whereby the Mh client 126
transmits data to the server 132 (via the proxy server 115) that indicates that the Mh client computing device has been selected. The proxy server 115 can be configured to route subsequent communications from the server 132 (and/or from another client) to the Mh client computing device 106.

[0059] Figs. 3-10 illustrate exemplary methodologies relating to enhancing resiliency and scalability of a distributed application through use of a RESTlike API. While the methodologies are shown and described as being a series of acts that are performed in a sequence, it is to be understood and appreciated that the methodologies are not limited by the order of the sequence. For example, some acts can occur in a different order than what is described herein. In addition, an act can occur concurrently with another act. Further, in some instances, not all acts may be required to implement a methodology described herein.

[0060] Moreover, the acts described herein may be computer-executable instructions that can be implemented by one or more processors and/or stored on a computer-readable medium or media. The computer-executable instructions can include a routine, a subroutine, programs, a thread of execution, and/or the like. Still further, results of acts of the methodologies can be stored in a computer-readable medium, displayed on a display device, and/or the like.

[0061] Figs. 3-6 illustrate exemplary methodologies pertaining to executing a proxy server on a proxy server computing device. The proxy server supports routing of communications between client computing devices in a pool of client computing devices and server computing devices in a pool of server computing devices, and leverages an API that generally conforms to a REST architecture to facilitate the routing.

[0062] Referring solely to Fig. 3, an exemplary methodology 300 that can be executed by a proxy server computing device is illustrated. The methodology 300 starts at 302, and at 304, the proxy server receives a first communication from a first client computing device in the pool of client computing devices. The communication can comprise, for example, a request for a resource, and can also comprise an application instance identifier (AID) that identifies the first client computing device and a user of the first client computing device. At 306, the proxy server selectively routes the first communication to a first server computing device in a pool of server computing devices. The routing may be based on one or more factors, such as a load condition of server computing devices in the pool of server computing devices, an identification of a server computing device in a registration database, etc. The methodology 300 completes at 308.
Referring now to Fig. 4, another exemplary methodology 400 that can be executed by a proxy server computing device is illustrated. The methodology 400 starts at 402, and at 404 a determination is made that a first server computing device is uncommunicative. The determination can be based on, for example, a lack of a reply from the first server computing device, a communication from the first server computing device indicating that it is entering an uncommunicative state (e.g., is undergoing scheduled maintenance), etc. At 406, a second server computing device is identified from amongst the pool of server computing devices. The second server can be identified based on, for example, a load condition of the second server computing device. At 408, the proxy server routes communications from a first client computing device to the second server computing device responsive to identifying the second server computing device. The methodology 400 completes at 410.

Referring now to Fig. 5, another exemplary methodology 500 that can be executed by the proxy server device is illustrated. The methodology 500 starts at 502, and at 504, a first communication from a first client computing device in a pool of client computing devices is received. The first communication comprises a request for a first resource and an application instance identifier (AID) that identifies, for example, the first client computing device and a user of the first client computing device. At 506, the first communication is selectively routed to a first server computing device in a pool of server computing devices. At 508, a second communication from the server computing device is received, wherein the second communication comprises a reply to the request received at 504. Additionally, the second communication can include the AID. At 510, the second communication is routed to the first client computing device. The routing can be based on, for example, using the AID from the second communication to identify the first client computing device in a registration database.

At 512, a second client computing device of the user is identified based on the AID. For example, the user of the first client computing device may also be the user of the second client computing device, and the proxy server can identify the second client computing device using the identification of the user in the AID in the second communication. At 514, the proxy server routes the second communication to the second client computing device (and optionally to the first client computing device). The methodology 500 completes at 516.

Referring now to Fig. 6, another exemplary methodology 600 that can be executed by a proxy server computing device is illustrated. The methodology 600 starts at
602, and at 604, a first communication is received from a first client computing device in a pool of client computing devices. The first client computing can execute a first client, and the first communication can include an AID that identifies the first client computing device and a user of the first client computing device. At 606, a first server computing device in a registration database is identified based upon the AID. For instance, the first server computing device can be registered in the registration database as executing a fist server configured to serve the first client.

At 608, a determination is made that the first server computing device is uncommunicative. At 610, a second server computing device from amongst the pool of server computing devices is identified, and at 612 the data is transmitted to the second server computing device that causes the second server computing device to execute a reproduction of the first server. In an example, a message can be transmitted to the second server computing device that comprises a request to reproduce the first server. In another example, a message can be transmitted to the first client computing device that comprises an indication that the first server is desirably reproduced. The first client can thereafter transmit a message to the proxy server computing device that comprises data usable to reproduce the first server, which the proxy server computing device then routes to the second server computing device. The methodology 600 ends at 614.

Figs. 7-8 illustrate exemplary methodologies that can be executed in a server computing device from amongst a pool of server computing devices used in connection with a distributed communications application. The server computing devices can include respective servers that leverage an API that generally conforms to a REST architecture to facilitate serving clients of the distributed communications application.

Referring now solely to Fig. 7, an exemplary methodology 700 that is executed at a server computing device is illustrated. The methodology starts at 702, and at 704, a determination is made that a server executing on the server computing device has not received a communication from a client served by the server for a threshold amount of time (e.g., the client is inactive). At 706, based on the determination, the server is de-activated. De-activation can comprise, for example, at least one of de-allocation of memory or processing resources, removal of resources, etc. At 708, a communication directed to the server from the client is received. The communication can comprise, for example, a request for a resource that supports a mode of communications supported by the distributed communications application.
[0070] At 710, responsive to receiving the communication, the server is re-activated, and at 712 a reply to the communication is generated by the server (and subsequently transmitted to the client by way of a proxy server). The methodology 700 completes at 714.

[0071] Referring now to Fig. 8, another exemplary methodology 800 that can be executed by a server computing device is illustrated. The method starts at 802, and at 802, a first communication is received, wherein the first communication comprises an AID and a request for a resource. Optionally, at 806, a determination can be made that the server computing device fails to comprise a server that is configured to serve a computing device identified in the AID. At 808, responsive to making the determination, a server on the server computing device is instantiated. Instantiating the server may comprise, for example, transmitting a first message comprising an indication that the server is desirably created to the client computing device via a proxy server, and receiving a second message comprising information to be used for creating the server. At 810, the server is caused to generate a second communication that comprises a reply to the request. The second communication can also include the AID. The server computing device transmits the communication to a proxy server, which can then route the second communication to the client computing device served by the server. The methodology 800 completes at 812.

[0072] Referring now to Fig. 9, another exemplary methodology 900 that can be executed on a server computing device is illustrated. The methodology 900 starts at 902, and at 904 a communication is received that comprises a hanging request for an events resource maintained by a server executed by the server computing device. At 906, a determination is made that a resource maintained by the server has been updated. At 908, data pertaining to the update is transmitted to the events resource. The data can comprise at least one of the update, metadata identifying a type of the update, an urgency of the update, and/or other information. At 910, the update as categorized as high-urgency, wherein a high urgency updates is an updates that a client computing device being served by the server is to be informed of immediately. At 912, a reply to the communication is transmitted to the client computing device, the reply comprising metadata that identifies the updated resource as available to the client computing device. In an example, the reply is transmitted to the client computing device via a proxy server. In another example, the reply is transmitted to the client computing device via a communications channel between the server computing device and the client computing device. At 914, a communication is received that comprises a request for the updated resource, and at 916 a communication
comprising the updated resource and information identifying the client computing device is transmitted to the proxy server, which routes the communication to the client computing device. The methodology 900 completes at 918.

[0073] Referring now to Fig. 10, a high-level illustration of an exemplary computing device 1000 that can be used in accordance with the systems and methodologies disclosed herein is illustrated. For instance, the computing device 1000 may be used in a system that facilitates execution of software for a distributed application that uses a REST-like API in connection with transmitting data between computing devices. The computing device 1000 includes at least one processor 1002 that executes instructions that are stored in a memory 1004. The instructions may be, for instance, instructions for implementing functionality described as being carried out by one or more components discussed above or instructions for implementing one or more of the methods described above. The processor 1002 may access the memory 1004 by way of a system bus 1006. In addition to storing executable instructions, the memory 1004 may also store a registration database, resources, etc.

[0074] The computing device 1000 additionally includes a data store 1008 that is accessible by the processor 1002 by way of the system bus 1006. The data store 1008 may include executable instructions, resources, a registration database, etc. The computing device 1000 also includes an input interface 1010 that allows external devices to communicate with the computing device 1000. For instance, the input interface 1010 may be used to receive instructions from an external computer device, from a user, etc. The computing device 1000 also includes an output interface 1012 that interfaces the computing device 1000 with one or more external devices. For example, the computing device 1000 may display text, images, etc. by way of the output interface 1012.

[0075] It is contemplated that the external devices that communicate with the computing device 1000 via the input interface 1010 and the output interface 1012 can be included in an environment that provides substantially any type of user interface with which a user can interact. Examples of user interface types include graphical user interfaces, natural user interfaces, and so forth. For instance, a graphical user interface may accept input from a user employing input device(s) such as a keyboard, mouse, remote control, or the like and provide output on an output device such as a display. Further, a natural user interface may enable a user to interact with the computing device 1000 in a manner free from constraints imposed by input device such as keyboards, mice, remote controls, and the like. Rather, a natural user interface can rely on speech recognition, touch and stylus recognition, gesture
recognition both on screen and adjacent to the screen, air gestures, head and eye tracking, voice and speech, vision, touch, gestures, machine intelligence, and so forth.

[0076] Additionally, while illustrated as a single system, it is to be understood that the computing device 1000 may be a distributed system. Thus, for instance, several devices may be in communication by way of a network connection and may collectively perform tasks described as being performed by the computing device 1000.

[0077] Various functions described herein can be implemented in hardware, software, or any combination thereof. If implemented in software, the functions can be stored on or transmitted over as one or more instructions or code on a computer-readable medium. Computer-readable media includes computer-readable storage media. A computer-readable storage media can be any available storage media that can be accessed by a computer. By way of example, and not limitation, such computer-readable storage media can comprise RAM, ROM, EEPROM, CD-ROM or other optical disk storage, magnetic disk storage or other magnetic storage devices, or any other medium that can be used to carry or store desired program code in the form of instructions or data structures and that can be accessed by a computer. Disk and disc, as used herein, include compact disc (CD), laser disc, optical disc, digital versatile disc (DVD), floppy disk, and blu-ray disc (BD), where disks usually reproduce data magnetically and discs usually reproduce data optically with lasers. Further, a propagated signal is not included within the scope of computer-readable storage media. Computer-readable media also includes communication media including any medium that facilitates transfer of a computer program from one place to another. A connection, for instance, can be a communication medium. For example, if the software is transmitted from a website, server, or other remote source using a coaxial cable, fiber optic cable, twisted pair, digital subscriber line (DSL), or wireless technologies such as infrared, radio, and microwave, then the coaxial cable, fiber optic cable, twisted pair, DSL, or wireless technologies such as infrared, radio and microwave are included in the definition of communication medium. Combinations of the above should also be included within the scope of computer-readable media.

[0078] Alternatively, or in addition, the functionally described herein can be performed, at least in part, by one or more hardware logic components. For example, and without limitation, illustrative types of hardware logic components that can be used include Field-programmable Gate Arrays (FPGAs), Program-specific Integrated Circuits (ASICs), Program-specific Standard Products (ASSPs), System-on-a-chip systems (SOCs), Complex Programmable Logic Devices (CPLDs), etc. The processor module and/or a
combination of the processor module and associated memory described herein is intended to encompass any of such hardware logic components.

What has been described above includes examples of one or more embodiments. It is, of course, not possible to describe every conceivable modification and alteration of the above devices or methodologies for purposes of describing the aforementioned aspects, but one of ordinary skill in the art can recognize that many further modifications and permutations of various aspects are possible. Accordingly, the described aspects are intended to embrace all such alterations, modifications, and variations that fall within the spirit and scope of the appended claims. Furthermore, to the extent that the term "includes" is used in either the details description or the claims, such term is intended to be inclusive in a manner similar to the term "comprising" as "comprising" is interpreted when employed as a transitional word in a claim.
CLAIMS

1. A computing device comprising:
   a processor module; and
   a memory that comprises a proxy server that is executed by the processor module,
   the proxy server being back-end computer-executable code for a distributed
   communications application, the distributed communications application supporting
   communications between a first client computing device in a pool of client computing
   devices and a first server computing device in a pool of server computing devices, the
   proxy server leveraging an application programming interface (API) generally in
   compliance with a representational state transfer (REST) architecture to support the
   communication between the first client computing device and the first server computing
   device, the proxy server routing a communication from the first client computing device to
   the first server computing device based upon a change in availability of at least one other
   server computing device in the pool of server computing devices.

2. The computing device of claim 1, wherein the communication comprises an
   application instance identifier (AID) for the first client computing device, the AID based
   on an identity of the first client computing device and an identity of a user of the first
   client computing device, the proxy server comprising:
      a registration database component that maintains a registration database that
      comprises an entry, the entry comprising the AID; and
      a routing service component that identifies the first server computing device from
   amongst the pool of server computing devices based on the AID in the communication and
   the AID in the registration database.

3. The computing device of claim 2, wherein the routing service component causes
   the first server computing device to instantiate a first server on the first server computing
   device responsive to receiving a previous communication from the first client computing
   device, the first client being executed by the first client computing device, the first server
   serving the first client, and the routing service component updating the registration
   database to cause the entry to be included therein.
4. The computing device of claim 3, wherein the routing service component determines that the first server computing device is uncommunicative and identifies a second server computing device in the pool of server computing devices responsive to determining that the first server computing device is uncommunicative.

5. The computing device of claim 4, wherein the routing service component further causes the second server computing device to instantiate a second server on the second server computing device responsive to determining that the first server computing device is uncommunicative, the second server being a reproduction of the first server.

6. The computing device of claim 3, wherein the routing service component determines that a second server computing device has been added to the pool of server computing devices and causes the second server computing device to instantiate a second server thereon responsive to determining that the second server computing device has been added to the pool of server computing devices, the second server being a reproduction of the first server.

7. The computing device of claim 2, wherein the first server computing device comprises a first server that serves a first client executing on the first client computing device, the first server de-activated due to inactivity of the first client, the routing service component routing a communication from the first client computing device to the first server computing device that causes the first server computing device to re-activate the first server.

8. The computing device of claim 1, the distributed communications application being a unified communications application.
9. A method comprising:

executing, at a processor of a proxy server computing device, a proxy server, the proxy server being back-end software of a distributed communications application, the proxy server supporting routing of communications between client computing devices in a pool of client computing devices and server computing devices in a pool of server computing devices, the proxy server leveraging an application programming interface (API) that generally complies with a representational state transfer (REST) architecture to facilitate the routing, wherein executing the proxy server comprises:

receiving a first communication from a first client computing device in the pool of client computing devices; and

selectively routing the first communication to a first server computing device in the pool of server computing devices.

10. The method of claim 9, wherein the first communication comprises:

a request for a first resource; and

an application instance identifier (AID), the AID identifying the first client computing device and a user thereof, wherein the first communication is routed to the first server computing device based upon the AID.
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