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ARTICLE UTILIZATION

CROSS REFERENCE TO RELATED APPLICATIONS

This application claims the benefit of U.S. Provisional Application No. 61/394,933, filed October 20, 2010.

TECHNICAL FIELD

The present application is generally directed to article utilization and, more particularly, to utilizing an article with assistance from a video image.

BACKGROUND

While users are becoming more sophisticated regarding the purchase of products through online vendors and the like, oftentimes users are naive regarding the products that best facilitate operation and/or treatment of an article in user's vicinity. As an example, a user may have a home appliance, but not know the products that may be purchased to ensure proper operation of the home appliance. Similarly, when there is an issue with an article, the user may not know what products may be purchased to properly address that issue. While the user can utilize a mobile computing device (or other computing device) to perform an online search for information and/or products regarding the operation of the article, it can become a cumbersome process to locate the appropriate information. Further, if an issue occurs with an article that requires treatment, the user may be again forced to perform an online search to attempt to locate products that provide a solution to the issue. As this can also become a cumbersome process, users oftentimes never resolve the issue.

SUMMARY

Included are embodiments for article utilization. One embodiment of a system includes a first image capture device that captures a first real-time video image of an article and a memory component that stores a computer application. The computer application may be configured to cause the system to identify the article from the first real-time video image, identify an action to be performed on the article, and provide data for performing the action via an altered version of the first real-time video image. The system may also include a display device for displaying the altered version of the first real-time video image.
Similarly, one embodiment of a mobile computing device for article utilization includes an image capture device that captures a first real-time video image of an article and a memory component that stores a computer application. The computer application may be configured to identify the article from the first real-time video image, identify an action to be performed on the article, and alter the first real-time video image to create an altered first real-time video image. Also included is a display device for displaying the altered first real-time video image.

Also included are embodiments of a non-transitory computer-readable medium for article utilization. At least one embodiment of a non-transitory computer-readable medium stores a computer application that, when executed by a computer, causes the computer to identify an article from a first real-time video image, identify an action to be performed on the article, and alter the first real-time video image to create an altered image. In some embodiments, the computer program provides the altered image for display, where providing the altered image includes providing data for performing the action.

BRIEF DESCRIPTION OF THE DRAWINGS

The following detailed description of specific embodiments of the present disclosure can be best understood when read in conjunction with the drawings enclosed herewith.

FIG. 1 depicts a computing environment, illustrating a system for article utilization, according to embodiments shown and described herein;

FIG. 2 depicts a mobile computing device, which may be utilized in the computing environment of FIG. 1 for article utilization, according to embodiments shown and described herein;

FIG. 3 depicts an interface for accessing a computer application for article utilization, according to embodiments shown and described herein;

FIG. 4 depicts an interface for providing a plurality of user options related to the article utilization application, according to embodiments shown and described herein;

FIG. 5 depicts an interface for providing a real-time video image of a kitchen, according to embodiments shown and described herein;
FIG. 6 depicts an interface of an altered real-time video image, further illustrating a close-up view of the refrigerator from FIG. 5, according to embodiments shown and described herein;

FIG. 7 depicts an interface of a real-time video image, illustrating a clothes closet, according to embodiments shown and described herein;

FIG. 8 depicts a plurality of interfaces that include an altered real-time video image of a clothes closet and a user, according to embodiments shown and described herein;

FIG. 9 depicts an interface of an altered real-time video image a user wearing clothes from the interface of FIG. 8, according to embodiments shown and described herein;

FIG. 10 depicts an interface of a real-time video image, showing a bathroom, according to embodiments shown and described herein;

FIG. 11 depicts an interface of a real-time video image of a sink from the bathroom from FIG. 10, according to embodiments shown and described herein;

FIG. 12 depicts a flowchart for providing data for utilizing an article, according to embodiments shown and described herein; and

FIG. 13 depicts a flowchart for use and treatment of an article, according to embodiments shown and described herein.

The embodiments set forth in the drawings are illustrative in nature and not intended to be limiting of the disclosure defined by the claims. Moreover, individual features of the drawings and disclosure will be more fully apparent and understood in view of the detailed description.

DETAILED DESCRIPTION

The following text sets forth a broad description of numerous different embodiments of the present disclosure. The description is to be construed as exemplary only and does not describe every possible embodiment since describing every possible embodiment would be impractical, if not impossible. It will be understood that any feature, characteristic, component, composition, ingredient, product, step or methodology described herein can be deleted, combined with or substituted for, in whole or part, any other feature, characteristic, component, composition,
ingredient, product, step or methodology described herein. Numerous alternative embodiments could be implemented, using either current technology or technology developed after the filing date of this patent, which would still fall within the scope of the claims. All publications and patents cited herein are incorporated herein by reference.

More specifically, embodiments disclosed herein may be configured as a system, mobile computing device, method, and/or non-transitory computer-readable medium for identifying an article from a real-time video image, as well as providing an altered version of the real-time video image. In some embodiments, the user may direct an image capture device, such as a camera at one or more articles. The articles can include inanimate objects (such as appliances, surfaces, computers, furniture, fixtures, consumer goods, and the like), a human body part (such as skin, teeth, hair, nails, feet, and the like), and/or a pet body part (such as coat, teeth, nails, and the like). The image capture device may be coupled to a mobile computing device and may be configured to capture a real-time video image of the article. The mobile computing device can receive the real-time video image from the image capture device and may identify the article from the image. The mobile computing device can alter the real-time video image to highlight the identified article. Additionally, the mobile computing device can further provide utilization information (such as use and/or treatment information) regarding the article. The mobile computing device may also provide products to use in combination with the article and/or products to treat the article.

Examples of such products may include household care products, beauty and grooming products, and health and well-being products. Some examples of household products include Pampers™ paper towels, Tide™ detergent, Dawn™ soap, Duracell™ batteries, Mr. Clean™ cleaning products, etc. Similarly, some examples of beauty and grooming products include Olay™ beauty products, Head and Shoulders™ shampoo, and Covergirl™ beauty products. Some examples of health and well-being products include Pringles™ potato chips, Vicks™ cough syrup, Tampax™ tampons, and Crest™ toothpaste. Other products and/or services are also included within the scope of this application.

As an example, in some embodiments, the user may direct the image capture device at a kitchen. The image capture device can capture a real-time video image of the kitchen and send the real-time video image to the mobile computing device. The mobile computing device can receive the real-time video image and may identify a refrigerator in the kitchen. The mobile computing device can alter the real-time video image to highlight the identified refrigerator. The mobile computing device may determine usage information for the refrigerator, such as information...
regarding changing of filters on the refrigerator, products to use in conjunction with the refrigerator (e.g., cleaning products), etc. Other information may also be provided, such as treatment information. Treatment information may include information regarding treating an issue with the refrigerator, such as cleaning of the refrigerator, addressing a malfunction, etc. The usage and treatment information may be provided as a further alteration to the real-time video image. Further, the mobile computing device may recommend products used in conjunction with the article and/or for treatment of that article.

As another example, in some embodiments, the user may direct the image capture device at the user's skin (or other human and/or pet body part). As in the previous example, the image capture device can send a real-time video image to the mobile computing device, which can then identify the skin as an article. The mobile computing device may further alter the video image to highlight the skin. Additionally, the mobile computing device can provide treatment information regarding any detected skin conditions (dry skin, oily skin, dirty skin, rashes, scrapes, skin color, wrinkles, tattoos, etc.). The treatment information may include text instructions, video instructions, product recommendations, product purchasing options, etc. Additionally, in some embodiments an improvement promise may be provided to the user if the user follows treatment information. The mobile computing device may further alter the real-time video image to provide the treatment information.

Referring now to the drawings, FIG. 1 depicts a computing environment, illustrating a system for article utilization, according to embodiments shown and described herein. As illustrated in FIG. 1, a network 100 may include a wide area network, such as the Internet, a local area network (LAN), a mobile communications network, a public service telephone network (PSTN) and/or other network and may be configured to electronically couple a mobile computing device 102, a user computing device 104, and a remote computing device 106.

More specifically, the mobile computing device 102 may include a mobile telephone, personal digital assistant, laptop computer, tablet, and/or other mobile device. Additionally, the mobile computing device 102 may include and/or be coupled to a first image capture device 102a and a second image capture device 102b. The first image capture device 102a may be positioned on a back side of the mobile computing device 102 (as indicated by the dashed circle) and may be configured to capture real-time video images, still images, and/or other images. Similarly, the second image capture device 102b may be positioned opposite the first image capture device 102a and may also be configured to capture still images, real-time video images, and/or other images.
Further, it should be understood that, while the example of FIG. 1 illustrates the image capture devices 102a, 102b as being physically part of the mobile computing device 102, some embodiments may be configured such that the first image capture device 102a and/or the second image capture device 102b reside external to the mobile computing device 102. In such embodiments, the image capture devices 102a, 102b may communicate image data to the mobile computing device 102 via a wired and/or wireless protocol. Similarly, while the mobile computing device 102 of FIG. 1 may be illustrated with an attached display, this is also merely an example. In some embodiments, the display may reside external to the mobile computing device and may communicate with the mobile computing device 102 via a wired or wireless protocol.

Also included in the mobile computing device 102 is an article utilization application 144, which includes article identification and tracking logic 144a, product selection logic 144b, and real time image rendering and altering logic 144c. As described in more detail below, the article identification and tracking logic 144a may be configured to receive image data (such as real-time video images) and identify, from the received image data, at least one article. Additionally, the article identification and tracking logic 144a may be configured to track the location of the identified article within the image, regardless of movement of the article or the mobile computing device 102. Similarly, the product selection logic 144b may be configured to cause the mobile computing device 102 to determine and/or recommend a product that may be used in conjunction with and/or to treat the identified article. Similarly, the real-time video rendering and altering logic 144c may be configured to render a real-time video image for display, as well as alter the imagery, as described in more detail below.

Also illustrated in FIG. 1 is the user computing device 104. More specifically, the user computing device 104 may be configured to communicate with the mobile computing device 102 via the network 100. In some embodiments, the mobile computing device 102 may send stored data to the user computing device 104 for backup. Similarly, in some embodiments, a user may make one or more preference selections (such as favorite products, allergies, etc.) on the user computing device 104. This data may be sent to the mobile computing device 102 to enhance accuracy of determinations made by the mobile computing device 102.

Similarly, the remote computing device 106 may also be coupled to the network 100 and may be configured to communicate with the mobile computing device 102 (and/or with the user computing device 104) to receive usage data, statistics, purchases, etc. for tracking a success metric
(such as related to the article, to the real-time video image, and/or to the altered version of the real-time video image), of the user to further enhance performance of the mobile computing device 102.

It should be understood that while the mobile computing device 102, the user computing device 104, and the remote computing device 106 are depicted as PDAs, personal computers and/or servers, these are merely examples. More specifically, in some embodiments any type of computing device (e.g. mobile computing device, personal computer, server, etc.) may be utilized for any of these components. Additionally, while each of these computing devices is illustrated in FIG. 1 as a single piece of hardware, this is also an example. More specifically, each of the computing devices 102 - 106 may represent a plurality of computers, servers, databases, etc.

FIG. 2 depicts a mobile computing device, which may be utilized in the computing environment of FIG. 1 for article utilization, according to embodiments shown and described herein. In the illustrated embodiment, the mobile computing device 102 includes a processor 232, input/output hardware 230, network interface hardware 234, a data storage component 236 (which stores the user data, product data, and/or other data), and a memory component 240. The memory component 240 may be configured as volatile and/or nonvolatile memory and, as such, may include random access memory (including SRAM, DRAM, and/or other types of RAM), flash memory, secure digital (SD) memory, registers, compact discs (CD), digital versatile discs (DVD), and/or other types of non-transitory computer-readable mediums. Depending on the particular embodiment, these non-transitory computer-readable mediums may reside within the mobile computing device 102 and/or external to the mobile computing device 102.

Additionally, the memory component 240 may be configured to store operating logic 242 and an article utilization application 144. The article utilization application 144 may include a plurality of different pieces of logic, some of which include the article identification and tracking logic 144a, the product selection logic 144b, and the real-time video image rendering and altering logic 144c, each of which may be embodied as a computer program, firmware, and/or hardware, as an example. A local interface 246 is also included in FIG. 2 and may be implemented as a bus or other interface to facilitate communication among the components of the mobile computing device 102.

The processor 232 may include any processing component operable to receive and execute instructions (such as from the data storage component 236 and/or memory component 240). The input/output hardware 230 may include and/or be configured to interface with a monitor, keyboard, mouse, printer, image capture device, microphone, speaker, gyroscope, compass, positioning system,
and/or other device for receiving, sending, and/or presenting data. The network interface hardware 234 may include and/or be configured for communicating with any wired or wireless networking hardware, including an antenna, a modem, LAN port, wireless fidelity (Wi-Fi) card, WiMax card, mobile communications hardware, and/or other hardware for communicating with other networks and/or devices. From this connection, communication may be facilitated between the mobile computing device 102 and other computing devices. Similarly, it should be understood that the data storage component 236 may reside local to and/or remote from the mobile computing device 102 and may be configured to store one or more pieces of data for access by the mobile computing device 102 and/or other components.

Included in the memory component 240 are the operating logic 242 and the article utilization application 144. The operating logic 242 may include an operating system and/or other software for managing components of the mobile computing device 102. Similarly, as discussed above, the article utilization application 144 may reside in the memory component 240 and may be configured to cause the processor 232 identify an article from a received real-time video image, determine a potential product for treating and/or using the article, and alter the real-time video image, based on whether the potential product is in the real-time video image. Other functionality is also included and described in more detail, below.

It should be understood that the components illustrated in FIG. 2 are merely exemplary and are not intended to limit the scope of this disclosure. While the components in FIG. 2 are illustrated as residing within the mobile computing device 102, this is merely an example. In some embodiments, one or more of the components may reside external to the mobile computing device 102. It should also be understood that, while the mobile computing device 102 in FIGS. 1 and 2 is illustrated as a single device, this is also merely an example. In some embodiments, the product identification and tracking functionality, the product selection functionality, and the real-time video image rendering and altering functionality may reside on different devices.

It should also be understood that while the mobile computing device 102 is illustrated with the article identification and tracking logic 144a, the product selection logic 144b, and the real-time video image rendering and altering logic 144c, within the article utilization application 144, this is also an example. More specifically, in some embodiments, a single piece of logic may perform the described functionality. Similarly, in some embodiments, this functionality may be distributed to a plurality of different pieces of logic, which may reside in the mobile computing device 102 and/or elsewhere. Additionally, while only one application is illustrated as being stored by the memory
component 240, other applications may also be stored in the memory component and utilized by the mobile computing device 102.

FIG. 3 depicts an interface 302 for accessing the article utilization application 144, according to embodiments shown and described herein. As illustrated, the mobile computing device 102 is configured to provide an interface 302 (e.g., via the operating logic 142). The interface 302 may be configured to provide the user with access to one or more computer applications that are stored on the mobile computing device 102 and/or elsewhere. As illustrated, the mobile computing device 102 may include and provide options to access a contacts application, a settings application, a camera application, a maps application, a calendar application a clock application, and the article utilization application 144. As illustrated, the article utilization application 144 may be accessed by selection of an article utilization option 304. Access to other applications may also be provided.

It should be understood that while the mobile computing device 102 from FIG. 2 illustrates the article utilization application 144 as the only application stored in the memory component 240, this is merely an example. More specifically, as discussed above, the article utilization application 144 may provide additional functionality, such as that provided by the computer applications of FIG. 3.

FIG. 4 depicts an interface 402 for providing a plurality of user options related to the article utilization application, according to embodiments shown and described herein. As illustrated, the interface 402 may provide an "article use" option 404 and an "article treatment" option 406. As described in more detail below, by selecting the article use option 404, the mobile computing device 102 may provide options for using an article, such as using a kitchen appliance, selecting clothing to wear, etc. Similarly, by selecting the article treatment option 406, the mobile computing device 102 may provide options for treating an article, such as cleaning a surface, treating a stain, repairing the article, applying makeup, changing hair color, changing skin tone, repairing skin, etc.

FIG. 5 depicts an interface 502 for providing a real-time video image of a kitchen, according to embodiments shown and described herein. As illustrated, in response to selection of the article use option 404, from FIG. 4, the mobile computing device 102 can begin receiving a real-time video image from the first image capture device 102a. In the embodiment of FIG. 5, the first image capture device 102a is capturing a real-time video image of a kitchen. Additionally, as discussed herein, the mobile computing device 102 can identify, from the real-time video image, one or more articles. The articles in FIG. 5 include a refrigerator 504, an oven 506, a microwave 508, and a kitchen sink 510.
The mobile computing device 102 can alter the real-time video image by highlighting the identified articles, as illustrated with virtual dashed boxes. Additionally, as the user can change the position of the first image capture device 102a, the position of the articles in the real-time video image may also change. Accordingly, the mobile computing device 102 may further utilize a compass and/or gyroscope to track the identified articles despite this movement.

It should be understood that while the embodiment of FIG. 5 illustrates that the real-time video image may be altered by an outline around one or more of the identified articles, this is merely an example. More specifically, any alteration of the real-time video image to highlight the identified articles and/or reduce visibility of non-articles in the real-time video image may be utilized including, graying out non-articles, directing virtual arrows to articles, changing the color of articles, etc.

It should also be understood that in some embodiments, the mobile computing device 102 may be configured to automatically determine a product associated with the articles present in the real-time video image without input from the user. As an example, the mobile computing device 102 can recommend dishwashing detergents, oven cleaners, bacterial wipes, odor scrubbers, microwavable dinners, etc. and provide options to view additional information regarding these products, as well as provide purchasing options, etc.

FIG. 6 depicts an interface 602 of an altered real-time video image, further illustrating a close-up view of the refrigerator 504 from FIG. 5, according to embodiments shown and described herein. As illustrated, in response to the user selecting the refrigerator 504, from FIG. 5, the mobile computing device 102 can provide a close-up version of the selected article via a zoom function, by accessing a stored image of the article, etc. Additionally, one or more options may be included to provide usage information for the selected article. More specifically, a user guide option 604 may be provided, as well as a filter replacement option 606. By selecting the user guide option 604, the mobile computing device 102 may access an electronic version of the user guide associated with the selected article. The user guide may be stored locally and/or may be accessed from the remote computing device 106.

Additionally, in some embodiments, as the mobile computing device 102 identifies the refrigerator 504 as an article, the mobile computing device 102 may also identify the make and/or model of the refrigerator 504 to locate the proper user guide. Such identification may be performed
utilizing a marker that is affixed to the article, such as a bar code, radio frequency identifier (RFID),
and/or other marker. Similarly, some embodiments of the mobile computing device 102 may be
configured to identify an article via a markerless process, by instead analyzing the shape, size, and
other characteristics of the article.

Similarly, by selecting the filter replacement option 606, the mobile computing device 102
may provide the user with instructions for replacing the filters on the refrigerator 504. Further, the
mobile computing device 102 may determine a vendor that sells filters for this particular refrigerator
504 and provide an option to purchase the filters. Still some embodiments may be configured to
recommend a product to use in conjunction with the article. As an example, with FIGS. 5 and 6, the
mobile computing device 102 may determine that a particular brand of baking soda may be used to
reduce odors in the refrigerator 504 and may recommend this product to the user. Options for online
purchasing and/or including in an electronic shopping list may also be provided.

It should be understood that while the embodiments described with regard FIGS. 5 and 6 refer to kitchen appliances, these are merely examples. In some embodiments, a human body part, a
pet body part, and/or another inanimate object may be identified as articles. As an example, the user
may capture an image of the user’s hair via the image capture device 102a and/or 102b. The mobile
computing device 102 can identify the hair as an article and provide information related to combing,
braiding, and/or otherwise using the hair via an altered version of the image.

Similar use information may be provided for other inanimate objects. As an example, the
article may be a "once a month" toilet bowl cleaner. In such an embodiment, once the toilet bowl
cleaner is recognized as the article, the mobile computing device 102 can alter the real-time video
image to show how to attach the article to the toilet bowl, whereto place the toilet bowl cleaner it in
the toilet, and describe how frequently it needs to be changed. The mobile computing device 102
may also be configured to remind the user to change the bowl cleaner once the recommended time
period has expired.

Other examples of inanimate objects include a water filter inside a refrigerator and a lint filter
within a dryer. Once either filter is identified as the article, mobile computing device 102 can
provide the altered version of the real-time video image to show a replacement guide for indicating a
process for changing and/or cleaning the filter. Similarly, the mobile computing device may be
configured to give a replacement time recommendation for the filter; give a cleaning time
recommendation for the filter; and/or remind the user to change the filter once a certain period of
time has elapsed. Similarly, the mobile computing device 102 may be configured to suggest to the
user to purchase a replacement filter when the period of time has elapsed. Similarly, in some
embodiments, the mobile computing device may automatically include the filter in an electronic
shopping list a predetermined time before the expected filter life has been reached. In still some
embodiments, the mobile computing device 102 can provide an option to reorder the article before a
recommended life of the article has expired.

Similarly, in some embodiments, the mobile computing device 102 can determine a manner
in which an article is being used and recommend products customized for that use. As an example, if
the product is a washing machine, the mobile computing device 102 can determine that the user is
utilizing a cold water cycle. This determination can be made from a user input, a communication
with the washing machine, and/or via other mechanisms. Regardless, upon determining that a cold
water cycle is being utilized, when the first image capture device 102a is directed to the washing
machine, recommendations for cold water detergents may be provided to the user. The user may
also be provided with options to add the product to the shopping list and/or options for immediate
purchase.

FIG. 7 depicts an interface 702 of a real-time video image, illustrating a clothes closet,
according to embodiments shown and described herein. As illustrated, in response to selecting the
article use option 404, from FIG. 4, and directing the first image capture device 102a to a clothes
closet, the interface 702 may be provided. More specifically, the mobile computing device 102 can
identify a plurality of articles (including identifying a color of an article), including a desired article
704 and highlight the articles in the real-time video image. In response to selection of the desired
article 704, the mobile computing device 102 can provide an interface, as illustrated in FIG. 9. Also
included is a 2-way image option 706. Selection of the 2-way image option 706 can provide an
interface, as illustrated in FIG. 8.

FIG. 8 depicts a plurality of interfaces 802, 804 that include an altered real-time video image
of a clothes closet and a user, according to embodiments shown and described herein. As illustrated,
in response to selection of the 2-way image option 706, the mobile computing device 102 can receive
image data from the first image capture device 102a, as well as from the second image capture
device 102b and provide the imagery in the first interface 802 and the second interface 804,
respectively. Additionally, in response to selection of the desired article 704, an interface as shown in FIG. 9 may be provided.

FIG. 9 depicts an interface 902 of an altered real-time video image of a user wearing clothes from the interface of FIG. 8, according to embodiments shown and described herein. As illustrated, in response to selection of the desired article 704, from FIGS. 7 and 8, the mobile computing device 102 can provide the interface 902. The interface 902 may include an altered version of the image received from the second image capture device 102b. More specifically, the second image capture device 102b may capture an image of the user (as illustrated in the second interface 804). Additionally, an image of the article 704 may be superimposed onto that image of the user so that the user can determine how the article looks.

It should be understood that in some embodiments, the mobile computing device 102 can identify the article and, from that identification, access stored imagery for the article. The stored imagery may then be altered to fit the image of the user and then superimposed onto the image of the user. Similarly, in some embodiments, the image of the user is a real-time video image. In such embodiments, the mobile computing device 102 can further alter the image of the article to correspond with the motion of the user.

Also included in the interface 902 are a recommendations option 904 and a 2-way image option 906. More specifically, the recommendations option 904 may be configured to provide suggested products for the user to try (and/or purchase). As an example, the mobile computing device 102 can determine environmental conditions (such as season, location, weather, temperature, humidity, elevation, etc.), the user’s calendar, and/or other information to determine an appropriate product. Further, in some embodiments, the mobile computing device 102 can prompt the user with one or more questions to further customize the product recommendation. The suggested products may then be placed on an electronic shopping list on the mobile computing device 102. Additionally, if the recommended article is not currently owned by the user, the mobile computing device 102 can provide an option to purchase the recommended article. Additionally, selection of the 2-way image option 906 can provide the user with the first interface 802 from FIG. 8.

Similarly, in recommending one or more suggested articles, the mobile computing device may determine a current physical condition of the user, a current emotional condition of the user, and/or other data. The physical and/or emotional condition of the user may be determined by the
article utilization application 144 and/or via another computer application. Similarly, in some embodiments, the mobile computing device 102 can determine such conditions via a questionnaire, via body temperature, calendar data, environmental data, etc.

It should be understood that while the embodiment described with regard to FIGS. 7 - 9 refers to an article of clothing, this is merely an example. In some embodiments, an article may include other a human body part, a pet body part, and/or an inanimate object. Examples of such articles include appliances, devices, fixtures (such as sinks, toilets, mirrors, lights, drains, tubs, showers, etc.), flooring materials (such as carpets, tile, wood, linoleum, concrete, area rugs, etc.), countertops and other hard surfaces (such as Formica, granite, porcelain, glass, plastic, etc.), clothing (such as shirts, pants, dresses, undergarments, outer garments, shoes, socks, etc.). Similarly, articles may also include hair, skin, teeth, fingernails, toenails, buttocks, etc.

As an additional example, a user may be provided with a makeover option. In such an embodiment, the mobile computing device 102 may receive a real-time video image of a plurality of make-up products (such as lipsticks, eye shadow, etc.), as well as an image of the user's face. Additionally, the mobile computing device 102 may receive information regarding the reason for the makeover (e.g., party, business meeting, sporting event, etc.). With this information, the mobile computing device 102 can identify the user's face as the article, determine which of the plurality of products to use, provide information on how to utilize those articles, and provide options for products that would complete the makeover. Similarly, in some embodiments, the user may simply use a single image capture device (indicating that the user's face is the article). In such embodiments, the mobile computing device 102 can then recommend products (e.g. lipstick, eye shadow, etc.) for completing the makeover.

FIG. 10 depicts an interface 1002 of a real-time video image, showing a bathroom, according to embodiments shown and described herein. As illustrated, the interface 1002 may be provided in response to selection of the article treatment option 406, from FIG. 4 and directing the first image capture device 102a toward a bathroom. More specifically, the mobile computing device 102 can receive a real-time video image from the first image capture device 102a and identify one or more articles in the real-time video image. Additionally, the mobile computing device 102 can highlight one or more of the identified articles. In the example of FIG. 10, the identified articles include a porcelain toilet 1004, a porcelain sink 1006, a ceramic bathtub 1008, and a tile floor 1010.
FIG. 11 depicts an interface 1102 of a real-time video image of a sink from the bathroom from FIG. 10, according to embodiments shown and described herein. As illustrated, the sink 1006 is zoomed to illustrate a stain 1104 on the sink. From the image in FIGS. 10 and/or 11, the mobile computing device 102 can identify the article (in this case a sink), the material of the article (in this case porcelain), and the nature of the stain (in this case soap scum). With this information, the mobile computing device 102 can determine a product for treating the article (in this case cleaner 1106) and alter the real-time video image to illustrate a predicted image the skin if the user uses the determined product.

The mobile computing device 102 can additionally alter the real-time video image to provide information regarding a process for removing the stain, instructions on utilization of the cleaner 1106, and/or other data. More specifically, in response to selecting the sink 1006 in FIG. 11, this information may be provided. In such embodiments, the real-time video image may be altered to provide a text overlay of the information utilized to determine the product for treating the article. Similarly, by selecting the cleaner 1106, the mobile computing device 102 can further alter the real-time video image to provide usage instructions, product instructions, purchasing instructions, purchasing options, etc. related to the product.

It should be understood that while the mobile computing device 102 may be configured to automatically make product recommendations, in some embodiments, the mobile computing device 102 may prompt the user with questions to further customize the user experience. As an example with FIG. 11, in some embodiments, the mobile computing device 102 can prompt the user regarding whether the user prefers a particular brand of cleaner, a particular type of cleaner (gel, spray, powder, etc.), and/or other information to further provide a custom product recommendation. Additionally, in some embodiments, the mobile computing device 102 may be configured to access an electronic shopping cart, and/or determine past selections to make these determinations.

Additionally, in some embodiments, the mobile computing device 102 can determine a malfunction with the article. Referring again to FIG. 11 as an example, if the faucet is dripping, the mobile computing device 102 may be configured to identify the drip. In response to identifying the drip, the mobile computing device 102 can alter the real-time video image to highlight the dripping faucet. The mobile computing device 102 can additionally provide instructions and/or products for fixing the dripping faucet. Such information may include text instructions, video instructions, online purchasing options, plumber contact information, etc.
It should be understood that while the embodiments described with regard FIGS. 10 and 11 identified bathroom fixtures as articles for treatment, these are merely examples. More specifically, in some embodiments, a human body part, a pet body part, and/or other inanimate objects may be identified as articles. As an example, if the article is the teeth of the user, the user may use the first image capture device 102a and/or the second image capture device 102b to capture an image of the teeth. The mobile computing device 102 can then alter the image to provide options for cleaning, whitening, flossing and/or otherwise treating the teeth. Similarly, other articles that could be identified for treatment include appliances, devices, fixtures (such as sinks, toilets, mirrors, lights, drains, tubs, showers, etc.), flooring materials (such as carpets, tile, wood, linoleum, concrete, area rugs, etc.), countertops and other hard surfaces (such as Formica, granite, porcelain, glass, plastic, etc.), clothing (such as shirts, pants, dresses, undergarments, outer garments, shoes, socks, etc.), and body parts, such as hair, skin, teeth, fingernails, toenails, buttocks, etc.

It should also be understood that in some embodiments, the mobile computing device 102 may be configured to store image data of an article. Referring back to FIG. 11 as an example, the image of the sink may be stored such that after the user applies the recommended product, the user may direct the image capture device 102a to the treated sink. With the new image data, the mobile computing device 102 can determine and/or show the improvement. Additionally, the mobile computing device 102 can determine whether the treatment is successful and, if not, provide instructions for subsequent treatments, other products to treat the issue, etc.

FIG. 12 depicts a flowchart for providing data for utilizing an article, according to embodiments shown and described herein. As illustrated in block 1250, a real-time video image of an article can be received. As discussed above, the article may include an inanimate object, a human body part, a pet body part, etc. Additionally, at block 1252, the article can be identified from the real-time video image. At block 1254, an action to be performed on the article can be determined. As also discussed above, the action may include a treatment option and/or a use option. At block 1256, data for performing the action can be provided via an altered version of the real-time video image. Additionally, product information and product purchasing options may also be provided.

FIG. 13 depicts a flowchart for use and treatment of an article, according to embodiments shown and described herein. As illustrated in block 1350, a determination can be made regarding whether the user desires data regarding article treatment or article use. In response to a determination that article use is desired, at block 1352 a real-time video image that includes at least
one article may be received. At block 1354, the at least one article may be identified from the real-time video image. At block 1356, the real-time video image may be altered to highlight the identified at least one article. At block 1358, usage data for the at least one article may be provided as part of the altered real-time video image. Additionally, product information and product purchasing options may also be provided.

Additionally, returning to block 1350, if a determination is made that article treatment is desired, at block 1360 a real-time video image that includes at least one article may be received. At block 1362, the at least one article can be identified from the real-time video image. At block 1364, the real-time video image can be altered to highlight the at least one article. At block 1366 at least one issue with the at least one article may be determined. At block 1368 a product for treating the issue may be determined. At block 1370 data related to the product may be provided via the altered real-time video image. Additionally, product information and product purchasing options may also be provided.

It should also be understood that, unless a term is expressly defined in this specification using the sentence "As used herein, the term "" is hereby defined to mean. . ." or a similar sentence, there is no intent to limit the meaning of that term, either expressly or by implication, beyond its plain or ordinary meaning, and such term should not be interpreted to be limited in scope based on any statement made in any section of this patent (other than the language of the claims). No term is intended to be essential to the present disclosure unless so stated. To the extent that any term recited in the claims at the end of this patent is referred to in this patent in a manner consistent with a single meaning, that is done for the sake of clarity only so as to not confuse the reader, and it is not intended that such a claim term be limited, by implication or otherwise, to that single meaning. Finally, unless a claim element is defined by reciting the word "means" and a function without the recital of any structure, it is not intended that the scope of any claim element be interpreted based on the application of 35 U.S.C. § 112, sixth paragraph.

Every document cited herein, including any cross referenced or related patent or application, is hereby incorporated herein by reference in its entirety unless expressly excluded or otherwise limited. The citation of any document is not an admission that it is prior art with respect to any invention disclosed or claimed herein or that it alone, or in any combination with any other reference or references, teaches, suggests or discloses any such invention. Further, to the extent that any meaning or definition of a term in this document conflicts with any meaning or definition of the same
term in a document incorporated by reference, the meaning or definition assigned to that term in this
document shall govern.

While particular embodiments have been illustrated and described, it would be understood to
those skilled in the art that various other changes and modifications can be made without departing
from the spirit and scope of the disclosure. It is therefore intended to cover in the appended claims
all such changes and modifications that are within the scope of this disclosure.
CLAIMS

1. A system for utilization of an article, characterized by comprising:
   a first image capture device that captures a first real-time video image of the article;
   a memory component that stores a computer application, the computer application causing the system to perform at least the following:
   identify the article from the first real-time video image;
   identify an action to be performed on the article; and
   provide data for performing the action via an altered version of the first real-time video image; and
   a display device for displaying the altered version of the first real-time video image.

2. The system of claim 1, wherein identifying the action to be performed on the article includes determining whether the action includes at least one of the following: treating the article and using the article.

3. The system of claim 1, wherein the computer application is further configured to facilitate tracking of a success metric over time, the success metric including at least one of the following: data related to the article, data related to the first real-time video image, and data related the altered version of the first real-time video image.

4. The system of claim 1, wherein providing data for performing the action includes at least one of the following: recommending a product for performing the action and altering the first real-time video image to create the altered version of the first real-time video image.

5. The system of claim 1, wherein the article includes at least one of the following: a human body part, a pet body part, and an inanimate object.

6. The system of claim 1, wherein altering the first real-time video image includes at least one of the following: highlighting the article in the first real-time video image, providing instructions for treating the article, providing instructions for using the article, providing a predicted image of the article if treatment is performed, providing a replacement time recommendation for the article, providing a replacement guide for the article, providing an option to reorder the article before
a recommended life of the article has expired, and providing an option to order a product for performing the action.

7. A mobile computing device for utilization of an article, characterized by comprising:
   a first image capture device that captures a first real-time video image of the article;
   a memory component that stores a first computer application, the first computer application causing the mobile computing device to perform at least the following:
   identify the article from the first real-time video image;
   identify an action to be performed on the article; and
   alter the first real-time video image to create an altered first real-time video image;

   and

   a display device for displaying the altered first real-time video image.

8. The mobile computing device of claim 7, wherein identifying the action to be performed on the article includes determining whether the action includes at least one of the following: treating the article and using the article.

9. The mobile computing device of claim 7, wherein the first computer application further causes the mobile computing device to recommend a product for performing the action.

7. The mobile computing device of claim 7, wherein altering the first real-time video image includes at least one of the following: highlighting the article in the first real-time video image, providing instructions for treating the article, providing instructions for using the article, providing a predicted image of the article if treatment is performed, and providing an option to order a product for performing the action.

8. The mobile computing device of claim 7, wherein the memory component stores a second computer application that facilitates storage of user data, the user data including information regarding at least one of the following: a physical condition of a user and an emotional condition of the user, wherein the second computer application provides the user data when executed in conjunction with the first computer application.
9. A non-transitory computer-readable medium for utilization of an article that stores a
computer application that, when executed by a computer, causes the computer to perform at least the following:

- identify the article from a first real-time video image;
- identify an action to be performed on the article;
- alter the first real-time video image to create an altered image; and
- provide the altered image for display, wherein providing the altered image includes providing data for performing the action.

10. The non-transitory computer-readable medium of claim 9, wherein identifying the action to be performed on the article includes determining whether the action includes at least one of the following: treating the article and using the article.

11. The non-transitory computer-readable medium of claim 9, wherein providing data for performing the action includes recommending a product for performing the action.

12. The non-transitory computer-readable medium of claim 9, wherein altering the first real-time video image includes at least one of the following: highlighting the article in the first real-time video image, providing instructions for treating the article, providing instructions for using the article, and providing a predicted image of the article if treatment is performed, providing an option to order a product for performing the action.
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