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(57) Abstract: Examples of systems, apparatuses, and methods for classification of electrocardiogram signals during cardiopulmon -
ary resuscitation are described. An example system may include a defibrillator comprising an electrocardiogram analyzer. The elec -
trocardiogram analyzer may be configured to apply a prediction modeling technique to an electrocardiogram signal to generate a pre -
dicted signal. The electrocardiogram signal may be captured from a patient undergoing cardiopulmonary resuscitation. The electro -
cardiogram analyzer may be further configured to subtract the predicted signal from the electrocardiogram signal to generate an error
signal and to classify a rhythm of the electrocardiogram signal as one of a shockable rhythm or non-shockable based on the error sig -
nal. Decision parameters derived from the signals may be used in conjunction with a machine learning technique to classify the elec -
trocardiogram signal.
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APPARATUSES AND METHODS FOR CLASSIFICATION OF
ELECTROCARDIOGRAM SIGNALS DURING CARDIOPULMONARY
RESUSCITATION

CROSS-REFERENCE TOQ RELATED APPLICATION{R)

001} This apphication claims the benefit of the earlier filing dates of LLS. Provisional
Application No. 61I/886, 198, filed October 3, 2013, emiitled “Classification of
Electrocardiogram Signals Using Linear Predictive Coding Ervor,” which 15 hereby

incomporated by reference in s entivety for any purpose.

TECHNICAL FIELD

janzi Examples  desonibed  herein  velate  generally  to olassification  of

electrocardiogram signals dwring cardiopalmonary resuscitation.

BACKGROUND

003} Cardiopulmonary resuscitation {CPR), combined with defibrillation, i an
essential weatment of cardige arvest and involves chest compressions designed o
perfuse the heart, brain and other organs durng the arrest. In some instances, automatic
external defibrilfators (AED) may be designed (o analvze an electrovardiogram (ECG)
signal during a cardiac arest through two electrode pads atached 1o the chest of the

patient 1 ordey to determine whether to provide a shock to the patient via the two pads.

An ECG signal provides an mdication of electrical activity of the heart. The two pads

attached {o the patient may detect electrical pulses generated by the polanzation and

depolarization of cardiac tissue, and translates the electrical pulses into a waveform.

The wavelorm can be ysed to measure rate and regelarity of heantbeats, as well as size

and position of the chambers, the presence of any damage to the heart, and the effects

of drugs or devices used 1o regulate the heart.

UIEY] During a cardiac arvest, an AED may anslyze the ECG signgl to detect whether
the patient’s heart is exhibiting a shockable ECG rvhythm. An example of o shockable
thythm may melude ventricslar fibnllation (e, a condivon where there is
uncoordinated contraction of the cardiac muscle of the ventricles of the heart, causing

the cardhac muscles to quiver rather than contract in a coordinated fashion), Examples
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of non-shockable ECG rhythms may inchude asystole (Lo, Hatline or state of no cardiac
electrical activity), organized cardiac electrical getivity (nchading rhyvthims that produce
blood flow), or pulseless electrical actvity (ve., electrical sigoals indicate hewet rhythun,
bat no polse s produced). Thas, prior to delivering a shock, an AED must first
determine if the underlying ECG signal indicates a shockable vhyihm with reasonable

cerlpinty, 1o avoid administering a shock 1o a patient with a non-shockable thythm,

UL Conventional AEDs mstruct a responder to provide CPR chest compressions
and artificial ventilation during the arrest. Provision of CPR introduces artifacts into an
ECG signal, obscuning the ability of the AED to detect an ECG rhythm of the heart of
the patient, Thus, conventional AEDs periodically reguire the responder to cease CPR
{e.g., for 7 or more seconds) to allow for analysis of the BCG rhytlms via the BCG
signal. 1f a shockable rhythm s detected, the AED may deliver a shock. Cessation of
CPR for analysis, even For a short while, may significantly reduce chances of survival

dus 10, arnong other issues, loss of perfusion pressure.

SUMMARY

{606} Examples of svstems, apparabuses, and methods  for  classification of
electrocardiogram signals during cardiopulmonary resuscitation are described heremn.
An example sysiem may mehude a defibrillator comprismg an electrocardiogram
analyrer. The electrocardiogram analyzer may be configured to apply 8 prediction
modelng technique to an electrocardiogram signal {0 generate a predicied signal. The
electrocardiogram signal may be captured from a pattent undergoing cardiopulmonary
resuscitation. The electrocardiogram analyrer may be further configured to subtract the
predicted signal from the electrocardiogrim signal to generate an evvor signal and to
classify a rhythm of the electrocardiogram signal as one of a shockable thyvthm or a
non-shockable rhvthm based on the error signal.

007} An example method may include generating a vesidual error signal by
sublracting a predicted signal from an electrocardiogram signal. The electrocardiogram
signal may nclude artifacts associated with a patient wndergong cardiopulmonary
vesuscitation. The example method may further include generating decision parameters

Based on the residunt evvor signal. The decision parameters pray indicate characteristics

13
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of the residual error signal. The example method may further include determining a
regpective probability value gssovisted with each of at least one electrocgrdiogram
rhythms based on the decision parameters using @ decision modale, and classifying the
electrocardiogram signal based on the probability value. The decision module may be
trained using previously captured electrocardiogram signals,

{008} Ancther example method may include applying a prediciive modeling techoigque
1o an electrocardiogram signal o geverate a predicted signal. The electrocardiogramn
signal may include artfacts assoctated with a patient eadergoing cardiopulmonary
resuscitation. The example method may further include subiracting the predicted signal
from the electrocardiogram signal {o generate an error signal. The example method may
further include clussifving a vhythm of the electrocardiogram signal as one of a

shockable rhvihm or non-shockable thythun based on the ervor sigual.

BRIEF DESCRIPTION OF THE DRAWINGS

{009} The foregoing and other features of the present disclosare will become more
fully apparent from the following description and appended claims, taken in
conjunction with the accompanying drawings. Understanding that these drawings
depict only several examples in accordance with the disclosure and are, therefors, not
o be considered Hmiting of its scope, the disclosure will be described with additonsl

specificity and detail through use of the accompanying drawings, in which:

{010 Figare 1 is an exemplary ustration of an awtomatic external defibeiliator

svstens applied to a patient according fo an embodunent of the present disclosure.

{011} Figiwe 2 i3 a block diagram of a defibriliation system according to an

embodiment of the present disclosure.

{812} Figure 3 15 a block dagram of an electrocardiogram analyveer according o an

embodiment of the present disclosure,

013} Figwe 4 is a flow chart of an exemplary method for classifving an

electrocardiogram rhythm sccording to sy embodiment of the present diselosure.
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ja14} Figwre & i3 a flow chart of an exemplary method for classifving an

electrocardiogram rhvthm according 1o an embodiment of the present disclosure.

{815} Figure ¢ 15 a block diagram illustrating an example computing device that

includes an BCO analyzer an embodiment of the present disclosure.

DRETAILED DESCRIPTION

{016} In the following detatded deseription, reference s made to the accompanying
drawings, which form a part hereof. In the drawings, sinular symbols typically wdentify
similar components, unless context dictates otherwise. The illastrative examples
described in the detatled description, drawings. and claims are not meant to be Jniting.
Other examples may be utilized, and other changes may be nade, without departing
from the spivit or scope of the subject matier presenied heremn It will be readily
wnderstood that the aspects of the present disclosure, as generally desonbed hevein, and
Hustrated i the Figures, can be amanged, substitied, combined, separated, and
designed i a wide variety of different configurations, all of which are implicitly
contenmplated herein,

{6171 Examples described heremn relate geverally o appuatuses, svstems, and
methods for classification of thythms of ECG signals duriny a medical procedure, such
as during cardiopulmonary resuscitation or artificial ventilation. While the examples
described bherein are pninarily discussed in the comtext of automatic extermal
defibriflators, & will be understood that the apparatuses, svstems, and methods
disclosed are equally apphicable and can be used in the comtext of any other therapeutic
or chinical device, such as with hospital monitors, implaniable defibrillators, or other
defibritlators with a capabibity of classifving a rhyvthm of an BCG signal. Generally,
examples of the present Invention may be used with any ECG signal. Accordingly, the
particalar examples provided herewn are for illustration purposes only and are not to be
taken m a hnuting sense.

{018} Figure | is an tlustration of a responder 1260 performing CPR on a pavent 140
that 15 conpected {o an AED 1100 In thus scenario, the patient 140 may be exbibiting
signs of cardiac amrest, The responder 120 may be g person that is tained m proper

CPR techuiques. in this example, the patient MO may have two clectrodes 104(0-1)
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applied (o histher chest. The two electrodes H4{0-1) may be attached o the skin of the
patient 140 at conventiona! locations, such as one glectrode 104D} applisd under the
right collar bone and the other electrode 104(1) applied 1o left lower chest, The two

electrodes 134(0-1) may be coupled to the AED 118 via a cable.

{619} The AED 110 mav detect an ECG signal from the patient 140 via the two
electrodes 104(0-1), mcluding while the responder 126 is performing CPR. The AED
110 may analvze the ECG signal to classify the ECG rhythm of the patient 140 as
shockable or no-shockable. The AED 1O may apply lugh-voltage {e.g. 1.300-1 804
volts) shocks responsive to the classification of 8 shockable rhythm. While the AED 18
connected to the two electrodes 104(0-1) o detect the BCG signal, the responder 120
may perform CPR by applving downward forces or compressions to the stermun of the
patient 140, In some mstances, CPR may also welude the responder 120 blowimng air
mio the mouth or nose of the patient 140 by mouth-to-mouth or mouth-{o-nose
breathing. In some examples, the AED 118 may prompi the responder 120 to stop CPR

to allew for a shoek to be admimistersd to the patient 140,

{920} The AED 110 may melude an ECG analyrer 0 classify the ECG shythim of the
patient 140 as shockable or non-shockable while the responder 120 1s admunistering
chest compressions. Nommally, chest compressions may introduce artifacts into the
ECO signal, which may mask or obscure the underlying ECG shythm, making
classitication of an ECG rhythm of the patient 120 difficalt. The ECG analyzer of the
AED 110 may apply signal processing techaigues 1o the BCG signat to classily an BCG
thythim despite the artifacts introduced by the chest compressions. In some examples,
the ECG analvzer may use a predictive modeling (schnigee (o generate g predicted
signal from a captured portion of an ECG signal {e.g., a clip), and to subtract the
predicied signal from the BECG signal to provide an error signal E. An example of a
predictive modeling technique may include lmear predictive coding (LPC) filtering

techniques. In some exarples, the ECG signal olip may be less than § seconds, such as

3.8 seconds. The ECG analyrer puay further process the BECG sigoal, and the error
signal £ {o derive parameters for use i the ECG classification method. In some
embodiments, the AED 10 mayv apply a bandpass filter {0 the error signal E to

venerate a bandpass error signal EBP.

L
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1821} The ECO analyrzer may generate parameters from the BCG signal 8, the emvor
sipmal E. andfor the bandpass error signal E which can be used to isolate o
enbance/highlight certain characteristics of the signals. The ECG analyzer may classify
the ECG signal clip as a shockable or non-shockable thythm based on the derived
parameters. In some embodiments, the decision module may inchude an artificial newral
network. The ariificial neural network may be trained using previously captured and
classified ECG sipngd chps from multiple patient recordings. In some examples, the
neaal network may be trafned using more than 1000 sample ECG signal captures. Tn
some examples, the ECG analyzer may also be capable of classifving an ECG signal

chip that does not contamn artifacts related to CPR or another medical procedure.

j022} I some embodiments, the ECG analyzer may bBwlude wther or differemt
decision making methodologies. While the above describes the classification of an
ECG rhythm m an AED 110, the classification may be performed in other devices, such
as an implantable defibrillator or an ECG moniter in a hospital setiing that constantly av
periodically monitors ECG signals o classify ECG rhythms for evaluations over time,

andfor momtors BOG rhvthms daring a medical event.

{023} While AED 110 15 described as an automatic external defibriliator, which is
genevally designed for small phyvsical size, light weight, and relatively simple user
interface capable of being operated by personnel without high training levels, in other
embodiments, the AED 110 may additionally or altematively include other
defibrillators, such as a manual delibrillator, s ymplantable defibrillator, a paramedic
defibriflator, andfor a choweal  defibriflator.  Generally, paramedic or  cluniesl
defibriflators may be carvied by an emergency meadical service (EMS) responder, and
tend to be larger, heavier, and have a more complex user interface capable of

suppotting a larger sumber of manual monitoring and analysis functions.

[024% Figure 2 s a block diagram of defibrillation system 200 according to an
embodiment of the disclosure. The defibrillation system 200 may inchide a pair of
electrodes 204(0-1) coupled to an AED 218, The AED 210 may be implemented 1 the
AED 110 of Figure 1.

6
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825} The AED 210 may be mclude an ECG detection crrouit 220 coupled to the pair
of electrodes 204{0-1). The pair of elecirndes 204(06-1) may be connacted woross the
chest of a patient, such as the patient 140 of Figure 1. The BCG detection circuit 220
may amplify, bufler, andior filter and digitive an electrical ECG signal generated by the
patient’s heart o produce a stream of digitized BCG samples. The ECG detection
circuit 220 may provide the digitized ECG samples o a coniroller 240, The controller
240 may include an ECG analyrer 242 that performs an apalyvsis of a subset of digiized
EGC samples (e.g., an BCG signal clip) o classify the BCG vhythm of the patient as
shockable or non-shockable. IF a shockable dhvthm 15 detected {(e.g., o combunation
with determination of a {reatment regunen that indicates immediate defibrillation
shock), the controller 240 may send a signal to high voltage (HV) shock civeuit 230 w
charge in preparation for delivermg a shock. The AED 210 may include a wser interface
250 that provides an indication fo the controller 240 to administer the shock responsive
1o a user input. For example, responsive 1o veceiving an indication that a wser bas
pressed a shock button on the user interface 250, the controller 240 may command the
HYV shock cwrcuit 230 to mitate a shock of the patient via the pair of electrodes
204¢0-11. The AED 210 may frther include 3 memory 260 that is configured o store

ECG signal dasta vsed by and BCG parameters peverated by the BCG analyrer 242,

{926} In operation, the pair of elecirodes 204{0-1) may be attached to 8 pabent
axperiencing a medical event, such as cavdiac arest. The ECG datection circuit 2320
may receive an ECG signal ndicating electrical activily of the heart of the patient via
the pair of electrodes 204(0-1). The ECG detection circuit 220 may continuously sense
the BOG signal of the patient, including while the patient is receiving CPR or other
medical care. The BECG detection circuit 220 may apply signal processing techniques
the ECG signal (o provide digitized samples of the ECG signal to the controller 240, In
sone examples, the BCG sipnal may be sampled at 230 Hz, but other sample rates nay
be used. The ECG analyrer 242 muay analvze g predetermined nomber of samples (eg.,
a olip} of the digitized ECG signal (e.g., over a specified time length) to classify the
ECG rhythm of the patient as shockable or non-shockable. An example of a shockable
rhythm may include venivicudar fibrillation. Examples of non~shockable shythms mav

nclude asvstole {eg., flatline or state of no cardiac electrical activity), organized

"
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cardiac activity {e.g. normal sinugs rhythm), or pulseless electnical activity (&

5
"3

electrical signals ndicate heart rhyvthny, but no palse is produced). I a shockable
classification is determived, the controller 240 nay send a conunand to the HV shock
eireust 230 o begin charging. Responsive to an input at the aser interface 230, the HV
shock circuit 230 may release the high voliage 1o the electrodes 204(0-1) fo administer
ashock to a patient.

10271 While a patient is being admimistered CPR, classification of the ECG thytlun of
the ECG signal clip by the ECG analyzer 242 may include preprocessing of the
digiized samples of the ECG signal to provide 8 preprocessed ECG signal S, For
example, the ECG analyzer 242 may apply 3 window function (e.g.. tapered cosine
window? andior a bandpass filter to the digitized samples of the ECG signal. In some
examples. the upper corer frequency may be less than 50 or 60 Hz to filter out
glectrical noise, and the lower corper frequency may be less than 1Hr to remove
baseline drif} in the signal. The preprocessing may filter out noise and other exiraneous

daia frovn the digitized samples of the ECG signal.

{028} The ECG analyzer 242 may apply a predictive modeling technigue to gengrate a
predicted signal from an ECG sigaal clip. An example of the predicted modeling
technique may inchede an LPC {ilter. In an embodiment that uses LPC filter techniques,
the LPC filter may be adapled for ECG processing to the preprocessed ECG signal S to
penerate the predicted signal. LPC filtermy is typically used m audio signal and speech
processing to represent the spectral envelope of a digital signal of speech in compressed
form using information of a lmear predictive model. Thos, LPC filler techmigues
applied 1o the preprocessed ECG signal may be adapted for BCG signal characteristics,
which may encompass a different spectral envelope than human speech, 1o generate

LPC coefficients. In some examples, the ECG analyzer 242 may apply obtain 2** order

LPC filer coefficients, but other orders may be used.
j029} Lise of the LPC {iher 15 different [rom some other processing approaches in that

the LPC filter may adapt differently to each ECG signal clip. Typically, a filter design
vany be fixed and perform the samie operations on all mput signals. The LPC filier may

adapt to create a different filter Tor cach BCG sipnal cbip, and thus, the difference
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between the BCG signal 5 and the predicted signal may be more closely representative
of random activity a specific ECG signal ¢lip. In some exanples, the LPC filier may be
applied to an entire ECG sigoad chip. In other embodiments, the LPC filter may be

applied to overlapping windowsd ssctions of the ECG signal ship.

{030} The BCG analyzer 242 may subtract the predicted signal from the preprocessed
ECG signal S 1o generate an ervor signal B, The ECG analyrar 242 may further apply a

bandpass filier to the error signal E (o gensrate the bandpass ervor signal EBP.

{031} The BECG analyzer 242 may generate decision parameters based on the ECG
signal S, the ervor signal k. andfor the bandpass error signgl EBP. The decision
parameters way be stored at the memory 260, andfor may be stored at the ECG
analyzer 242, One of skill i the art would appreciate that the decision parameters may
be generated using differemt methods or inputs {eg., filter orders, constraints, cutoffs,
etc.}, and/or that the decision parameters may be derived in different ways. Examples of
the decision parameters mway include standard deviations, standard deviation tatios of
the signals andfor frequency subbands of the signals, indicanions of magmiinde within
the signaks or Hequency subbands of the signals, indications of frequency of common

or similar values within the signals or frequency subbands of the signals, eto.

1032} The decision parmmeters may be provided to a deasion module of the ECG
analyrer 242 1o classify the BCG rhvthm of the patient as shockable or non-shockable.
The decision module may be an artificial neural network srained using previously
captured and classified ECG signals, Other decision module implemeniations based on
machine legrning may be used, such as support vector machives or logistic regression.
In some examples, the decision modude may generate probabilities for various ECG
signal rhvthms, and may select the ECG rhythim having the highest probability. For
example, the decision module may generate probabilities for ventricelar fibrillation,
asystole, and’or organized electrical activity. The decision module mav provide a
shockable or non-shockable deternmnation based on whether the selected ECG thythm
i & shockable rhythm or a non-shockable thython In some examples, the ECG analyzer
242 may also be capable of classifying an BCG signal olip that does not contain

artifacss related to CPR or another medical procedie,

Q
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1833} The controlier 24¢ may imuate 3 shock of the patient based on the classification of
the ECG rhythm by the ECG analvrer 242 (e.g.. initiate § shock responsive to a
shockable vhythm being detected). The shock nay be delivered via the pair of
electrodes 204{0-1) using an electrical charge stored at the HV shock cirawt 236, An
ability to classify the ECG rhythm of a patient while CPR or another medical procedure
such s artificial ventilation is being performed may increase a likelihood of a patient
sxperiencing a medical event o recover from the medical event by mamlaming
petfasion pressare, especially 1o brain tssue and cardiae muscle tissue, in the patient

while the ECG thyvthun 1z being analyzed.

{034} Other technigues or algorithuns for generating the error signal may be
implemented in addition to or in lisu of the LPC filter technique. For example, in
another embodiment, the error signal, E, may be obtamed by using principal component
anadysis (PCA), performing eigenvalue decomposition of the signal, S, to first obtain an
ntermediate signal composed of only those eigenvectors that comespond to the larger
eigenvalues, and then subtracting this inlermediate signal from § {o obtain the residual
or ervoy signal, . The intermediate signat 1s sinnlar fo the predicied signal in the case
of the LPC approach. Figure 3 i3 a block diagram of an BECG analveer 300 according to
an embodiment of the disclosare. The ECG analyzer 300 may be implemented in the
FCG analyzer 242 of Figare 2. The BECQ analvzer 300 mav include a prediction module
310, an aualvzer 326, and a decision modude 330. The prediction module 310 may
regeive 3 digitized ECG signal clip and preprocess the digitized ECG signal clip to
provide a preprocessed ECG signal 8. The prediction module 310 may spply a
predictive modeling technique to generate a predicted signal from an ECG signal clip.
The prediction module 310 may subtract the predicted signal from the preprocessed
ECG signal § to generate a residual ervor signal B Note that one of skill in the art
winld understand that the preprocessed BECG signal 5 may be subtracted from the
predicied signal is within the scope of this disclosure. The preprocessed BOG sipnal S
and the error signal E may be provided to the snalyzer 320, The analyzer 320 may
apply a bandpass filter to the error signal E {o generate a bandpass error signal EBP,
and mav generate decision parameters based on the preprocessed BECG signal 8, the

ervor signal E, and the bandpass error signal EPB. The devision parmumeiers may

H
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mdicate characteristics of the ECG signal that are used by the decision modude 330 1o
classidy the ECG rhyvthm of the BECG signal clip, The decizsion module 330 may include
anartificial neural network configured o receive the decision parameters, and to
generate a classification of the ECG signal based on application of the decision

parameters within the antificial newral network.

{835} In operation, the BECG analyrer 300 may be configured to classify an ECG
siznal clip that s reveived from a patient wundergoing CPR fesg., o anpthey procedurs
that introduces artifacts into the ECG signal, such as breathung or artifici] ventilation).
Thus, while a pattent is being admimstered CPR, the predichion module 310 may
preprocess the digitized ECG signal elip to generste a preprocessed ECG signal 8. For
example, the prediction module 310 may apply & window function (e.g., tapered cosine
window} andfor a bandpass Blier 1o the digitized samples of the ECG signal. In some
embodimenis, an upper corner freguency may be less than 30 or 80 Hx o remove
envirmunenial electrical noise {e.g., from power systemy). The preprocessing may filter

out noise and other extraneous data from the digitized samples of the ECG signal.

{936} The prediction module 310 may turther apply & prediciive modeling technique
to the preprocessed BCG signal S {o generate a predicied signal. The prediction module
310 may subtract the predicted signal from the preprocessed BECG signal S o generate a
residual error signal £, An example of a predictive modeling techmque may melude an
LPC filter andfor another predictive modeling technique. in embodiments using LPC
filter technigues, the LPC filter may be adapted for BECG processing. In some examples,
the pradiction module 310 may apply 2™ order LPC filter coefficients, but other orders
may be gsed, Alternatively, PCA may use orthogonal fransionmation to convert an BECG
signal clip o a set of valees of lneardy wocorrelated variables, e.g. principal
components, and produce an modeled intermediate signal that can be subtracted from

the preprocessed signal 5 o generate the ervor signal £,

1837} The predictive modeling technigue ased to gengrate the predicted signal may
provide the predicied signal with most of the CPR artifacts, as well as any other low
frequency behavior in the preprocessed BCG signal §, removed in an adaptive way that

changes or adapts based on characteristics of the ECG signal S. This may provide the

i
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error signal E that1s strongly atfected by the presence of characteristics of an organized
ECG rhythm (e, QRS complexes), as well ax smoothness @ allow fir detection of
asystole and venticular fibrillation {e.p., asystole 15 smwoother than ventricular
fibrillation). That 13, quantifying the ervor signal may help distinguish these ECG

thythms from each other within an ECG signal clip.

{038} The analyrer 320 may apply a bandpass filter to the error signal E o provide a
bandpass error signal EBP. In somie embodiments, the bandpass may filter the ervor
signal E 1o isolate g frequency band of the ervor signal E having a bandwidth between
10 Heto 50 He The lower frequency of the filter may be between S Hz and 15 Hz In
other embodiments, the prediction module 310 may generate several error signal E

bandds centered at different frequencies using multiple bandpass filters.

{6939} The amalvzer 320 way further generate decision parameters based on the
digitized ECG signal, the preprocessed ECG sigaal S, the ervor signal E, andfor the
bandpass error signal ERP. The decision parameters may indicate characteristics of the
signals that are used by the decision module 330 10 olassify the BCG shythm of the
patient as shockable or nom-shockable, The ECG rhythins, while generally exhibriing
distinetly different characteristics i an ideal case, operate on a continwng in the resl
world that mav nclade overlap of various characteristics or indicators. Thas, i may be
challenging to classify an ECG rhythm using a single indicator or characteristic. For
example, VF or orpanized electnical activity may result m a higher energy ervor signal
E than asystole due to difficulty of the predicuve modebng technique’s ability o model
either of these rhythuns in a stenal, including 3 signal that & tareely artifacted by CPR
{or another medical procedure). However, because the ervor of the energy signal for VF
and orgmuized elecirical activity may largely overlap, it may prove uarehiable to use the
energy of the error signal E to distinguish between VF and organived electrical activity.
The decision parameters may atiempt 1o isolate or enhancehiphlight various
chargcteristics that collectively may prove to be valuable indicators to identify g highest
prohability ECG rhythre. Examples of the decision parameters are described below.
Oue of skill in the artCwould appreciate that the decision parameters may be generated
using different methods or inpuis {e.g., filter orders, constramnts, cutofls, elc.), andior

that the decision parameters may molude all or any sub-combination of the described
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parameters, andior additional anddor different parammeters than the  deseribed

paranieters,

{840} For exampde, the analvesr 320 may determine standard deviations of the
preprocessed ECG signal & {eg., sy, the error signal § {eg., sudy), andior the
bandpass error signal EPB (e.g., stdepp). The ECG analyzer 242 may further determine
a ratto of the standard deviation of the ervor signal £ o the standard deviation of the
preprocessed ECG signal S {e.p., sidedsidy). The standard deviations may estimyate how
nuich energy is 0 a signal, and the stdpSeds ratio may indicate & portion of the gnergy

of that could not be modeled by the predictive model.

{041} Additona! parameters may be determined (o further distinginsh between vanous
ECG rhythms. For example, one or more of the following parameters may be generated
from the ervor signal B andior the bandpass ervor signal EBP. Note that thewse of K 1
Table 1 may refer to either or both of the error signat E and the bandpass ewvor signal

EBP.

Table I Example Decision Parameters

1 . 3 . ~ .
swninvdbsy = 3, e 1 some examples a median filter mav be applied
HR
to £ priov to caloulatimg suminvAdbsy. Further, in some examples,
wolated  rero  values may  be removed In some  examples,

tog{suminvdbsy ) may be used mstead of suminvdbsg.

suminvNormdbsy = swminvdbsg » max{{f])

I some examples, the siandard deviation or variance of £ may be used
place of max{(]E}]) o normalize suminvdbsg.
In some examples, log(sumineNormadhs,) may be used instead of

suminvAbsg.
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Smaothiavdhsy may be calculated as Tollows:
. - 1) . ; P . ;
L filty = filter (iT) filter may be 2 smoothing Slter such as & boxcar or

hanmuning filier,

Filte is sorted by absolute magnitede and suhsortfilyy = largest x3%% of

]

vabues, where <% may be 30% or another percentage.

"

smoothinvAbs, = log(} subsortfiltE)

)

smoothlnvNormAbs, = log (Z {subsortfiltsp » max(IE{)

probAbsddoy; may be caleulated as follows:
1. logabsy = log(JE].

2. Generate a histogram using fogadsy.

Note; In some embodimenis, to avoid random noise, the bistogram may
be smoothed prior to selecting the value {or probdbsMaxe. For example,
the histogram may be represented as probability distribution, and the
astimate of the maxinsen poing from the disinibution corve may be drawn
for probdbsMaxey. In one ambodiment, a ~log{]F}) {e.g., or another
means) may be taken and {it to a gamma distribution. Then, the value of
the —log(1E]) values that cormresponds 1o the maxionan value of the
probability distribution is selected as proddhsddane. In some examples,
zeroes may be removed and negative values may be clinunated by

applyving a constant prior to determining the —log(JF]) values. The

14
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gamma distribution’s parameter values, alpha and beta, may also be used
as parameters, because they also quantify the distribution shape. Other
probability distmbutions, such as the Rayleigh distribution as an example,

may also be used to characterize the histogram shape of the {E} values.

prehNormAbsdMaxy may be calculated as follows:

1. logNoermabsy = log (;;%5)

[

Generate a histogram waing logNormabse.
3. probdhsMarysmaimum point in histogram.

Mote: In some embodiments, to avoid random noise, the histogram may
be smoothed prior to selecting the value for prodNormdbsMoxg For
example, the histogram may be represented as probabality distribution,

and the estimate of the maximum poind from the disitnbation curve may

- s . £ 3ED N
be drawn for prodNermdbsdaxg. In one embodiment, a ~log {W)
(iR

{e.g., or anther means) may be taken and it to a camma distribation.

Then, the value of the —~log ( ik ) vatues that corresponds to the

maximum  value of the probabiliy  distribution 13 selected  as
probAbsMaxy. In some examples, zeroes may be removed and negative
values may be elinunated by applying a constant prior to determiming the

—log (m) values. The gamma distrbotion’s parameler values,

alpha and beta, may also be used as paramsiers, because they also
quantify the distribution shape. Other probability distributions, such as
the Rayleigh distribution as an example, may also be used o characterize

the histogram shape of the |E] values.

ot
(¥
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doHiberteee ay be calculated as follows:
1. Generate the Hilbert envelope of EBP,

2. doHutberippe=the first coefficient (eg., DU componenty of the Fourier

wransform of the Hilbert envelope.

jo42} As previously described, the parameters may isolate characteristics of the error
signal E andifor the bandpass error signal EBP that may be uselu] in classifying the
highest probability ECG rhythm of the BECG signal clip. As such, becasse the ECG
rhytluns operate on contimmms, the following discussion may reflect a gengral case,

and may not be wrue for all cases.

{043} suminvdbs; way be indicative of low levels of a signal, Asysiole, which s a
panerally flathne ECG signal, way have more low fevels than VF or organized

lectrical activity, and thus, may result in g larger parameter value, and VF, which s

.

wneoordinated elecirical activity (eg., essentally weoordinated nodse) may have a
fowest value as the predictive model may have difficully modehng wceoordimated noise
on a signal. sumfneNormabs, may be similar o sumlnvAdbs, , but the normalization
may result in the asysiole error having a small valee, with organized elecirical activity
resulting in a higher parameter value, and VF resulting in a lowest parameter
value. This may be due o asysiole being normalized by & small masonuam absolate
valug, wiile organived electrical activity i normalized by a relatively large masimum
absolute value, and VF sormalized by an intermediate maxiouan absolute value, A

similar analysis may apply for the smoothinvdbs, and smocthinvNormabs,

parameters.

{044} probabyMoxy may estimate a range of magnitudes of the most fraquent ervor
signal E values, which may he related to the ECG rhythm due to the ability or inability
of the predictive model to predict the behavior of centain ECG rhythms, Because

maxiteen values of a hislogram may generally correlate to a relatively low signal

16
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valuss {e.g., since an ECG signal may mostly reside at a how signal value regardless of
an ECQ rhythm), the histogram may be manipulated in such a way o mchude additional
values other than the absolute fowest values o distinguish between the BCG vhytduns.
probabhsNormMaxy may provide another data point to further distinguish between the

ECG chythms based on {requent error signal E values,

{045} deblilberizgr may indicate energy around a center frequency of the bandpass lilar
used to generate the bandpass error signal, which may be generally larger &w VF than

for asystole or orpanized elecirical activity.

{046} The demision parameters may be provided to the decision module 330 to classify
the ECG vhythm of the patent as shockable or won-shockable. The decision module
may be an arificial newral petwork trained wsing previously captured and classified
ECG signals. The artificial newral nehwork may compute the prediction levels of twes
signal classes {e.g., VF {shockable}, orpanized electical activity (non-shockable), and
asysiole (non-shockable)) based on the decision parameters computed from the
preprocessed ECG signal S, the error signal B, and the bandpass ervor signal EBP. The
artificial neursl network may include cosfficientsweighis determined based on the
training via the pre-classified, CPR-anifacted BCG signals. Traming way also oceur
using non-artifacted BCG signals {e.g., not artifacted by CPR, antilicial ventilation,
and/or anther medical procedwre). The decision madule 330 may select the ECG
rhythm classification having a highest probability or a probability in relation 1o 2
predefined decision thresheld, Based on the selected BECG vhythm, the decision module

330 may provide a shockable or non-shockable indication at an ovtput.

j0471 T some embodiments, rather than providing the threg-class probability ougput, the
antificial vewsal network may provide a shockable vhvihmw/non-shockable vhythm
decision by ignonng the asyvstole and organized electrival activity predictions (e.g., only
observing the probability of VF) The artificial network may also be wammed on
shockable versus non-shockable signals {as opposed 10 asystole vs organtzed electvical
activity vs VF} 1o produce a shockablenon-shockable decision based on the
probability value associated with VE. The nuwber of ludden layers in the network, the

mnmber of hidden nodes in each hidden laver, the wumber of input parameters, and the
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numbaer of rhythm classes may be varied to optimize performance depending on the

specific applivation of the aeeifivisl newral network.

{848} In other embodiments, the deciion module 330 implemeniations based on
machine learning other than or in addition to the artificial peural network may be used,
such as support vector machines, deep learning neural networks, or logistic regression.
Farther, in some exanples, the ECG analyzer 300 may also be capable of classifving an
ECG signal chp that does not contain artifacts related o UPR or another medical

procedure.

{049} Figure 4 15 a fow chart of gn examplary method 400 according @ the present
disclosire, The method 400 may be tmpleented in the AED 100 of Figure 1, the
controller 240, the BCG analyvzer 242, andior the memaovy 260 of Figwre 2, the ECG

anadvrer 300 of Figure 3, or any combination thereol

T The method 400 may include applving a predictive modeling technique to an
ECG signal 1o generate a predicted signal, at 414 The ECG signal mayv include artifacts
associated with a patient undergoing CPR. Applicstion of the predictive modeling
technique may be performed by the ECG analyrer 242 of Figure 2 andior the prediction
module 319 of Figure 3. The predictive modeling technique may inchade an TPC filter,
or anather predictive modeling technigque. In some embodiments, the method 400 may
further include preprocessing of the ECG signal prior to applying predictive modeling
technigae 10 the BCG signal. For example, the method 400 may mclode applying a
window function (e.g.. tapered cosine window} andéor a bandpass {ilter o the ECG
signal. The preprocessing may filter ont noise and other extrancous data from the

digitived samples of the ECG signal.

051} The method 400 nay furthey include subtracting the predicied signal from the
ECG signal to provide an errov stgnal, at 420, Subtraction of the predicted signal from
the ECG signal may be performed by the ECG analvzer 242 of Figure 2 andior the
prediction module 310 of Figure 3. In some embodiments, the method may further

nclude applving a bandpass Glier to the error signal fo penerate a bandpass arvor signal.
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Application of the bandpass filter to the srror signal may be performed by the ECG

analvrer 242 of Figure 2 andior the anabyrer 320 of Fiare 3,

{052} The method 4 may further inchude classifving the electrecardingran signal as
one of a shockable rhytlun or a non-shockable rhythny, ai 430, Classification of the
£CG signal may be performed by the ECG analyrer 242 of Figure 2 andfor the analyzer
320 and the decision modufe 330 of Figure 3. In some embodiments, the method 400
may further mchude gepnerating decsion parameters from the ECG signal, the error
signal, andfor the bandpass error signal The decision pavameters may indicate
characteristics of the signals that ave used to classify the ECG rhythm of the patient as
shockable or noweshockable. Examples of the decision parameters may include side,
stede, stdpra, @ studyistdy vatio, suminvdbsg, suminvAbsg, smoothinvdbse,
smocthinvNormdbsy, probabsdaxy, probdbsNormddaxe, dellilberipge, different

additional parameters, or any combination thereof.

83} In some embodiments, the method 400 may fwther mclude generating
probabilities associated with each of various ECG rhythms (e.g., VF, asystols, o
organired elecirical activity) based on the decision parameters. The method 400 may

further include selecting an BECG rhythn having a hughest probability.

54} In some embodiments, the method 400 may Drther include generating a
respeciive probability associated with each of a shockable rhythom and a non-shockable
rhytbm based on the decision parameters. The method 400 may further include
selecting one of a shockable thythm or non-shockable rhythm hased on that which has a

higher probability,

{055} Generating the probabifities may be performed by the ECG analvrer 242 of
Figure 2 and/or the decision module 330 of Figure 3. Generation of the ECG rhythm
probabilities and/or the shockable/non-shockable rhvthm  probabiities may be
determined using machine learning techniques such gs an anificial neural petwork,
support vector machines, logistic regression, or any combination thereof, which may be

grained using pre-classified ECG signal clips.
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56} Figae § 13 a flow chart of an exeruplary mathod S8 according fo the present
disclosurs, The method SG0 may be inplemented in the AED 100 of Figure 1, the
controfier 240, the BCG analyzer 242, and/or the memory 260 of Figure 2, the 300 of

Figure 3, or any combination thereof

{087} The method 500 may include applving a predictive modeling technique 0 an
ECG signal to generate a predicted sigaal, at 510, The ECG signal may include arufacts
assogiated with a patient undergomng CPR. Application of the predictive modeling
technique may be performed by the ECG analyvzer 242 of Figure 2 andfor the prediction
module 310 of Figure 3. The predictive modeling techmique may inclade an LPC filer,
PCA, or another predictive prodeling techiique. Tn some embodiments, the method 500
may forther include preprocessing of the ECG sigmal prior to applying predictve
modeling techmque 1o the ECG sigoal For example, the method 500 may nchude
apphving a window funcuon {e.g., tapered cosine window) and/or a bandpass filter 1o
the ECG signal. The preprocessing may filter oul noise and other exiraneous data from

the digitired samples of the ECG signal,

{058} The method 300 may farther inclade sublracting the predicted signal from the
ECG signal to provide an error signal, at 520, Sebiraction of the predicted signal from
the ECX signal may be performed by the BECG analyrer 242 of Figure 2 andfor the
pradiction module 310 of Figure 3. The method 300 may further mclude applying a
bandpass filter to the error mignal {o generate a bandpass error signal, at 525
Apphication of the bandpass filter o the ervor signal may be performed by the BCG

analveer 2432 of Figure 2 anddor the analyzer 320 of Figure 3,

0391 The method 500 may further inddade generating deaision parameters from the
ECG sigond, the error signal, andior the bandpass ervor signal, at 330, The decision
parameters may indicals charaoteristics of the signals that are used to classify the ECG
thyvthm ol the patent as shockable or non-shockable. Examples of the decision
parameters may inchude sidy, stdle, Stclpen, a Sid/séds ratio, suminvdhsg, suminvAbsg,
smoothinvdbsg, smeothineNormAbsg,  probdbsMayy,  probAbsNormdaxg,
deHithertgge, different sdditional parsmeters, or any combination thereof. The methoed

300 may Turther inchede applving the deaision pavametars to 4 decision modale, at 540

20
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The decision module sy include the decision module 330 of Figure 3. The decision
modale may include an artificial neural setwork, a support vector machine, or may

erploy logistic regression or other techiiques based on machine learning.

{960} In smme embodiments, the method 500 may further include generating
probabilities associated with each of various BECG rhythins {eg., VF, asystole, or
organized elactrical activity) based on the decision parameters. The method 306 may

further include selecting an ECG rhyihm baving a highest probability.

{061} The method 500 may further include determining whether the decision module
indicates whether the ECG rhythim is shockable or non-shockable, at 330, Responsive
10 the decision module indicating a shockable rhvthm, the method 508 may inchude
classifying the electrocardiogrim signal as a shockable rhythm, at 560, Responsive to
the decision module indicating a non-shockable rhyvthiy, the method 53¢ may mchude

classifving the electrocardiogran signal as a non-shockable rhvithm, al 570,

{962} The method 400 and the method 300 may also be parformied on an ECG signal
clip that does not contain artifacts related 1o CPR or another medical procedure. The
method 400 andior the method 300 mav be Iimplemented by g feld-programmable gate
array {FPGA) device, an application-specific integrated cirenit {ASID), a provessing
unit such as a central processing unit {CPL), a digatal signal processor {(DSP), a
coutroller, another hardware device, & finnwiwe device, or any combination thereof. As
an exampls, the method 400 andior e method 500 may be implementad by a
computing system using, for exampie, ane or more processing units that may execuie
instructions for performing the method that wmay be encoded on & vomputer readable
medam. The processing units may be implemented using, g processors or other
circuitry capable of processing {e.g. one or move controllers or other civcuiry). The
computer readable mediem may be fransitory or non-transttory and way be
mplemented, Tor exanple, using any suitable electronic memory, including but not
fimited to, system memory, flash memory, solid state drives, hard disk drives, etc. One
of more processtng wmits and compuier readable mediums encoding executable
instructions may be used to implement all or portions of woise filter systems, encoders,

andior encoding svstems desoribed heretn.
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863} Figre 6 ix a block diagram illustrating an example computing device 6600 that &
arranged (o implement remote display conirol according © 3t feast some embodiments
described bherein. In a very basie configuration 602, conputing device 600 typically
mchudes one or more processors 604 and a system memory 606, A niemory bug 603

may be used for conummanicating between processor 604 and svsiem memory 606,

a6} Depending on the desiwed configuration, provessor 604 may be of any type
including but not houied to 2 oucroprogessor (P, 2 microcontroller (g, a digital
signal processor (DSP), o any combination thereof. Processor 604 may include one or
more fevels of caching, such as a level one cache 610 and a level two cache 612, a
processor core 614, and registers 616, An example processor core 614 may include an
arithnietic logic unit {ALUY, a floating point unit (FPUY, a digital signal processing core
{DSP Core), or any combination thereof. An example memory controller 618 may also
be used with processor 4, or in some implementations memory controller H18 may be

an internal part of processor 614,

{865} Depending on the desired configuration, system memory 606 may be of any type
including butl not limited o volatile memory {such as RAM), non-volatile memory
{such as ROM, flash memory, efc.} or any combination thereofl System memory 606
may tnclade an operating system 620, one or more applications 622, and program data
624, Application 622 may inclade an ECG analyzer 626 that is arranged o perform the
functions as described herein including those described wath respect to the method 400
of Figure 4 andior the method 500 of Figure 5. The BCG analyrer 626 may include the
AED 116 of Figre 1, the controller 248, the ECG analyzer 242 the ECG data 262,
and/or the ECG parameters 264 of Figwe 2, the BECG analyzer 300 of Figuwre 3, or
combinations thereof. Program data 624 may include HECG data 628 that may be useful
for operation with the remote display control algorithm as 1s deseribed herein. The ECG
data 628 may include the BCG data 262 andfor the BCG parameters 264 of Figwre 2,
and/or data from the ECG analvzer 242 of Fugure 2 andfor the ECU analyzer 300 of
Figure 3. In some embodiments, spplication 622 may he wranged to operate with
program data 624 on operating system 620 such that implemestations of convenient

remote display control may be provided as described herein. This descnibed basic
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configuration 602 s illystrated in Figure 6 by those components within the inner

dashed line.

LY Compuling - devige G may have additional festures or functionality, and
additional interfaces {0 facibiate communications between basic vonfiguration 602 and
any required devices and interfaces. For example, a bus/interface controller may be
used to factliiate conmmunications between basic configuration 902 and one of morg
data storage devices via a storage interface bus. Data storage devices may be removable
storage devices, non-~removable storage devices, or 8 combination thereof. Examples of
removable storage and non-removable storage devices nclude magnenic disk devices
such as flexible disk drives and hard-disk drives (HED), optical disk drives such as
compact disk (D) drives or digital versatile disk {DVD) drives, solid state deives
{SSD}, and tape drives to name a fow. Example computer storage media may nchude
volatile and nonvolatile, removable and non-removable media muplemented i any
method or iechnology for storage of mforivation, such as compuier readable

mstractions, data structures, programn modules, or other daia.

{967} System memory 606, removable storage devices and non-removable storage
devices are exaraples of computer storage media. Computer storage media includes, but
is not limited to, RAM, ROM, EEPROM, flash memory or other memory technotogy,
CD-ROM, digital versatile disks {DVD) or other optical storage, magnetic cassettes,
magnetic tape, magnetic disk storage or other magnetic storage devices, or any other
mediwmn which may be used to store the desired information and which may be
accessed by computing device 600, Any sach computer storage nedia vayy be part of

conputing device 600,

{O68] Computing device 600 may also include an interface bus 640 for facilitating
communication frony vartous interfgce devices (e, output devices 642, peripheral
miterfaces 644, and communication devices 646) to basic configuration 602 wvia
busAnterface controller. Exampie output devices 647 include a graphics processing wmit
648 and an andio processing anit 630, which may be configured to comnmmicate (o
various external devices such as a display or speakers via one ov more AV poris 652,

Example peripheral interfaces 644 include a serial imterface controller 634 or a parallel
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mterface controfler 636, which may be configwed to connmumeste with external
devices such as fuput devices {e.g., kevboard, mouse, pen, voice nput device, touch
input device, efe) or other peripheral devices {e.g., printer, scanner, ef¢.} via one or
move YO ports 638, Ap example conumupucation device 646 includes a nstwork
controlter 660, which may be arranged o facilitate commmuications with one or more
other compuiting devices 662 over a nstwork commnmpucation link viy one or more

conumunication poris H64.

{069} The vetwork conununication hink may be one example of & communication media.
Copmmumeation media may wpically be embodiad by conputer readable wstnuctions,
data structures, program modules, or other data v 8 modelated data signal, sach as a
carcier wave or other wansport mechanisim, and may inchade any informaton delivery
mediz. A “modulated data signal” may be a signal that has one or more of s
characterstics set or changed in such & manper as to encode information in the signal.
By way of examyple, and not limiiation, communication media may inclade wired media
such as a wued network or direct-wired comnnection, and wireless media such as
acoustic, radio frequency (RF), microwave, infraved (IR} and other wireless media. The
term compaoter readable media as used herein may include both storage media and

communication media.

0701 Computing device 61 may be hmplemented as a portion of a small-form factor
portable (or mobile} glectronic device such as a cell phone, a personal data assistant
(PDA), a personal media player device, a wireless web-watch device, a personal
headset device, an application specific device, or a hvbrid device that include any of the
above functions. Computing device 60¢ may also be unplemented as a personal

computer inclading both laptop computer and non-laptop computer configurations.

{071} It is intended that all matter contained in the above description or shown in the
aceommpanying drawings shall be mterpreted as illustrative only and not linuting.
Changes in detall or structure may be made without departing from the spirit of the
wvention as defined o the appended clams. In addition, although variows
representative embodiments of this invention have been desoribed above with a certain

degree of particudarity, those skilled in the art could make manerous alterations to the
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disclosed embodiments without departing from the spirit or scope of the myventive

subtect matiar sel forth in the specification and claims.
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CLAIMS

What ts claimed is;

i, A system coanprising:

a defibrillator comprising  an  electrovardiogram  analyzer, the
slectrocardiogram apalyvzer configured to apply a pradiction modeling technique o an
electrocardiogran stgnal o generate a predicted signal, whereln the electrocardiogram
signal may be captwred from g patient ondergoing cardiopulmonary resuscitation,
wherein the electrocardiogram analyzer i1s further configured 1o subtract the predicted
signal from the electrocardiogram sigaal 10 generate an error signal, wherein the
electrocardiogram  analyzer 18 forther configured to classify a shythin of the
glectrocardiogram signal as one of a shockable rhythm or non~shockable based on the

grror signal.

2. The system of claim 1, wherein the defibrillator is farther configared
provide a shock voltage to a pair of electrodes responsive to 8 classification of the

electrocardiogram signal as having a shockable rhythm.

3. The svstem of claim {, wheren the electrocardiogram analyzer is further

conligured to generate decision parameters based on the evvor signal.

4, The svstem of claim 3, wherein the electrocarchogram analyveer is further
conligured to generate probabibites for a plurality of electrocardiogram thythms

associated with the electrocardiogram signal based on the decision parameters.

3. The system of claim 4, wherein the phuality of electrocardiogrant

thythins mwchides ventricular Gbrillation, asystole, and ovgantzed electrical activity.

5. The svatem of claim 3, whergin the decision parameters mdicate at least
one of energy of the error signad, energy of the error signal relative to energy of the
slectrocardiogram signal, frequency of conmmon mmplitudes within the error signal,

mdications of magnitudes of amplitudes within the error signal.
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=~

The system of claim 1, wheremn the electrocardiogram analyzer ncludes
a decision module that is conligured to classify the rhvthm of the electrocardiogram
signal, wherein the decision module imcludes at least one of an arificial neura! network,
support vecior machines, a logistic regression module, or another techmique based on
machine learning.

8. The system of clanm 7, wherein the decision modale is raned using a

o

plurality of previously capturad and classifted electrocardiogram signals.

i, A non-transitory  compuier-readable medium comprising nstroctions
that, when executed by one or more processing units, cause the one oF ROre processing
HnHs o

penerate & residual ervor sigunal by subiracting a predicted signgl from an
electrocardiogram signal, wherein the electrocardiogram signal includes artifacis
associated with a patient undergoing cardiopulmonary resuscitation;

generate decision parameters based on the residual ervor signal, wherein the
decision parameters indicate characteristics of the residual error signal; and

determine a respective probability value associated with an electrocardiogram
rhivthm based on the decision parameters using a decision module, wherein the decision
moddule 18 trained using previously captured electrocardiogram signals; and

classify the electrocardiogram signal based on the probability valoe.

10, The non-ransitory computer-readable medium of claim 9, wheremn the

decision module includes an artificial nearal network,

ti.  The non-transitory computer-readable medinm of claim 9, further
comprising mstructions that, when executed by the one or move processing units, cause
the one or more processing units to determine a respective probability value associated
with each of a plurality of electrocardiograny rhytluns, wherein the pluraliy of
electrocardiogram rhythms includes ventricular fibrillation, asvstole, and organived

electrical activity.
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12, The unon-transitory computer-readable mednon of claim 1, futher
comprising nstructions that, when executed by the ome or wmore processing units, cause
the one or more processing wis to select an electrocardiogram rhythun of the plurality
of electrocardiogram rhythms that 13 associated with a highest respective probability

value.

13, The son-transitory computer-readable mediom of clam 9, further
comprising mstructions that, when executed by the one or more processing uniis, canse
the one or more processing wwts o apply a predictive modeling technique (o the

electrocardiogram signal to generate the predicted signal.

14, The non-transitory computer-readable medium of claim 13, wherein the

predictive modeling technique includes linear predictive coding,

i3 A method, comprising:

applving a predictive modebng technique o an elecirocardiogram signal fo
genarate 3 predicted signal, wherein the electrocardiogram signal includes associated
with a patient undergomg cardiopulmonary resuscitation;

subtracting the predicted signal from the electrocardiogram sigoal to generate an
srror signal; and

classifving a rhythm of the electrocardiogram signal as one of a shockable

rhythm or non~shockable thythun based on the error signal.

16, The method of clamm 135, fwther comprising preprocassing an nitial

electrocardiogram signal to provide the electrocardiogram signal,

17, The methed of clam 16, wherein preprocessing the  indtial
electrocardiogram signal 1o provide the electrocardiogram signal comprises applying a
tapered cosme window funchion and a bandpass filter to the mmtial electrocardiogram

signai to provide the electrocardiogram signal.
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18 The method of clanm 15, further comprising applying a bandpass filter wo

the error signal to generate § bandpass ervor signal.

19, The wmethod of clamm I8, further comprising generating decision
parameters associsted with the error signal aond the bandpass ervor signal, wherein the
decision parapieters are indicative of characteristies of the error signat and the bandpass

error signal.

200 The method of clainy 19, further comprising applving the decision
parameters to a decision module, wherein the decision module mcludes at least one of
an artificial neural network, vector machines, or a logistic regression modude, or

another technique based on machine learming.

21, The method of claim 20, wherein classifving the rshythun of the
electrocardiogram signal as one of a shockable rhythm or non-shockable rhyvthm
COMprises.

penerating ¥ respeciive probabililty value associated with each of a plaralny of
electrocardiogram rhythms based on the decision parameters; and

selecting an electrocardiogram vhythm of the plerality of electrocardiopram

rhythms that is associated with 3 highest respective probability value.

22, The method of clapm 21, further comprising:

respansive o the selected electrocardiogram thythm being the shockable
thythm, classifying the rhvthm of the elecrocardiogram as the shockable thyvthm; and

responsive to the selected electrocardiogram rhythm being the non-shockable

rhythim, classifving the rhythn of the electrocardiogram as the non-shockable rhyvihim,
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