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data according to an anomaly event by triggering at least one captur-
ing rule to be applied to network traftic when an associated anomaly
event is generated.
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AUTOMATIC CAPTURE OF NETWORK DATA FOR A DETECTED ANOMALY

BACKGROUND OF THE INVENTION

Cross-Reference to Related Applications

[0001]  This application claims priority to U.S. Patent Application No. 15/211,968, filed July

15, 2016 incorporated by reference herein in its entirety.

Filed of the Invention

[0002] This invention relates generally to data network and more particularly to a network

node automatically capturing network data during an anomaly.

Description of the Related Art

[0003] Both consumer computing and business computing are moving at a fast pace toward
mobile computing and cloud computing. Data networks that support mobile computing and
cloud computing needs are growing at accelerated rates. These data networks behave differently
from prior data networks supporting mostly static computing environments such as desktops,
offices, and server rooms. In a mobile computing environment, users do not stay in a place for a
long time. They move from place to place in a matter of hours, minutes, or even seconds as the
users may be in a driving vehicle or strolling on a street. In a cloud computing environment,
enterprise or service servers are allocated in different data centers in different locations, perhaps
in different cities or countries. The servers may be allocated on demand and may be brought to
service in a matter of minutes. Therefore, in today’s data networks, it is difficult, if not
impossible, to predict where a user terminal is or where a server is for a network service session.
The task for a network administrator to troubleshoot a data network is very difficult. Once a data
network is put in place based on a current plan, a network administrator must oversee the usage
of the data network and address any usage anomaly due to unexpected usage or failure of the
network. Typically, a usage anomaly occurs when a service becomes popular, leading to
excessive server access, or when a resource or facility fails causing traffic to be routed and
congested. In the new mobile and cloud computing environments, the same usage showing a
healthy functioning data network yesterday may lead to a congested server without any failure of

data network. In part, the anomaly may be caused by changing locations of mobile users. In
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part, it may be caused by changing of allocation of servers. In part, it may be caused by a
combination of mobile users and server allocation. When an anomaly occurs, it is important for
the network administrator to examine detailed data to determine the cause, so as to correct the

configurations of the data network.

[0004] It should be apparent from the foregoing that there is a need to provide a smart analyzer

to assist a network element to capture detailed network data during a network usage anomaly.
SUMMARY

[0005] This summary is provided to introduce a selection of concepts in a simplified form that

are further described in the Detailed Description below. This summary is not intended to identify

key features or essential features of the claimed subject matter, nor is it intended to be used as an aid

in determining the scope of the claimed subject matter.

[0006] According to some embodiments, the present technology is directed to a network node
for detecting and storing network usage anomalies, the network node storing instructions that when
executed by at least one processor: establish a baseline usage by applying at least one baselining
rule to network traffic to generate baseline statistics; detect an anomaly usage by applying at least
one anomaly rule to network traffic and generating an anomaly event; and capture network data
according to an anomaly event by triggering at least one capturing rule to be applied to network

traffic when an associated anomaly event is generated.

[0007] According to other embodiments, the present technology is directed to a corresponding
method for capturing network data during a network usage anomaly based on a network usage

model,

BRIEF DESCRIPTION OF THE DRAWINGS
[0008] Embodiments are illustrated by way of example and not by limitation in the figures of

the accompanying drawings, in which like references indicate similar elements and in which:

[0009]  FIG. 1 illustrates an exemplary embodiment of a network node capturing network

data during an anomaly event.

[0010] FIG. 2 illustrates an exemplary embodiment of a network node.
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[0011] FIG. 3 illustrates an exemplary embodiment of establishing a baseline usage.
[0012] FIG. 4 illustrates an exemplary embodiment of detecting an anomaly usage.

[0013] FIG. 5 illustrates an exemplary embodiment of capturing network data according to

an anomaly event.

DETAILED DESCRIPTION

[0014] The following detailed description includes references to the accompanying drawings,
which form a part of the detailed description. The drawings show illustrations in accordance
with example embodiments. These example embodiments, which are also referred to herein as
“examples,” are described in enough detail to enable those skilled in the art to practice the
present subject matter. The embodiments can be combined, other embodiments can be utilized,
or structural, logical, and electrical changes can be made without departing from the scope of
what is claimed. The following detailed description is therefore not to be taken in a limiting

sense, and the scope is defined by the appended claims and their equivalents.

[0015]  FIG. 1 illustrates an exemplary embodiment of a network node capturing network
data during an anomaly event. In the exemplary embodiment, service node 301 connects to data
network 500 and receives network traffic 121. In some embodiments, network traffic 121
includes a plurality of network data transmitted by one or more network devices, such as client
device 101. Service node 301 analyzes network traffic 121 according to a network usage model

351.

[0016] In exemplary embodiments, service node 301 includes a smart analyzer 362 to
process network traffic 121 based on network usage model 351. Network usage model 351 may
include at least one baselining rule 411, at least one anomaly rule 421, or at least one data
capturing rule 441. In some embodiments, smart analyzer 362 processes baselining rules 411
and generates baseline statistics 412; processes anomaly rules 421 and generates at least one
anomaly event 422; and processes capturing rules 441 to generate captured data 442. In further
embodiments, smart analyzer 362 processes anomaly rules 421 together with baselining rules
411 and/or baseline statistics 412 to generate anomaly event 422. In some embodiments, smart
analyzer 362 processes capturing rules 441 according to anomaly event 422 to generate captured

data 442 for anomaly event 422.
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[0017] In exemplary embodiments, service node 301 stores baseline statistics 412, anomaly
event 422, and/or captured data 442 in a storage medium of service node 301. Service node 301
may send baseline statistics 412, anomaly event 422, and/or captured data 442 to network
controller 367 computing device, which may be a network computer such as a network

management system for storage or for further processing.

[0018] FIG. 2 illustrates an exemplary embodiment of a network node 510 or a network
computer which can be a security gateway, a client device, a server device, or the like. Network
node 510 may include a processor module 560, a network module 530, and a storage module
540. Processor module 560 may include at least one processor which may be a micro-processor,
an Intel processor, an AMD processor, a MIPS processor, an ARM-based processor, a RISC
processor, or any other type of processor. Processor module 560 may include at least one
processor core embedded in a processor. Additionally, processor module 560 may include at
least one embedded processor or embedded processing element in a Field Programmable Gate
Array (FPGA), an Application Specific Integrated Circuit (ASIC), or Digital Signal Processor
(DSP). In some embodiments, network module 530 includes a network interface such as
Ethernet, optical network interface, a wireless network interface, T1 / T3 interface, a WAN or
LAN interface. Furthermore, network module 530 may include a network processor. Storage
module 540 may include RAM, DRAM, SRAM, SDRAM or memory utilized by processor
module 560 or network module 530. Storage module 540 may store data utilized by processor
module 560. In some embodiments, storage module 540 includes a hard disk drive, a solid state
drive, an external disk, a DVD, a CD, or a readable external disk. Additionally, storage module
540 may store at least one computer programming instruction which when executed by processor
module 560 or network module 530 implement at least one of the functionality of the present
invention. Network node 510 may also include an input/output (I/0O) module 570, which may
include a keyboard, a keypad, a mouse, a gesture-based input sensor, a microphone, a physical or

sensory input peripheral, a display, a speaker, or a physical or sensory output peripheral.

[0019] Returning to FIG. 1, in some embodiments, client device 101 is a network node, as
illustrated in FIG. 2, connected to data network 500. Client device 101 can be a personal
computer, a laptop computer, a tablet, a smartphone, a mobile phone, an Internet phone, a

netbook, a home gateway, a broadband gateway, a network appliance, a set-top box, a media
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server, a personal media play, a personal digital assistant, an access gateway, a networking
switch, a server computer, a network storage computer, or any computing device comprising at

least a network module and a processor module.

[0020] In exemplary embodiments, service node 301 is a network node and includes at least
one of a functionality of a firewall, a SSL proxy gateway, a server load balancer (SLB), an
application delivery controller (ADC), a threat protection system (TPS), a secure traffic manager,
a legal interception gateway, a virtual private network (VPN) gateway, or a TCP proxy gateway.
In another embodiment, service node 301 includes at least one of a functionality of a network
switch, a network router, a security network appliance, a broadband gateway, a broadband

remote access system, or a layer 2 or layer 3 network element.

[0021] In some embodiments, smart analyzer 362 includes a piece of software residing and
executing in service node 301. In exemplary embodiments, smart analyzer 362 includes at least
one of a processor module, a storage module, or a piece of hardware-based network processing

module.

[0022] Data network 500 may include an Ethernet network, an ATM network, a cellular
network, a wireless network, a Frame Relay network, an optical network, an IP network or any
data communication network utilizing other physical layer, link layer capability or network layer
to carry data packets. Additionally, data network 500 may include a corporate network, a data

center network, the Internet, a service provider network, or a mobile operator network.

[0023]  FIG. 3 illustrates an exemplary embodiment of establishing a baseline usage. In this
embodiment, smart analyzer 362 processes network usage model 351, which includes baselining
rules 411 to generate baseline statistics 412. In some embodiments, baselining rules 411 include
criteria 415, which indicates a method to process network traffic 121 in order to generate statistic
data for baseline statistics 412. Network traffic 121 may include data packets at link layer, such
as Ethernet, WLAN, or VLAN; network layer, such as IP packets; session layer, such as TCP,
UDP, IPSec, or SSL; or application layer, such as HTTP, FTP, telnet, network applications, or
applications such as video streaming, music streaming, email, instant messaging, or photo
upload. In various embodiments, criteria 415 includes a filter 419 which indicates at least one
filter criteria for processing network traffic 121. Network traffic 121 satisfying filter 419 is

processed to generate baseline statistics 412. In some embodiments, filter 419 includes a
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network address such as an IP address, a source IP address, or a destination IP address. In the
exemplary embodiment of FIG. 3, IP data packets of network traftfic 121 having the specified
network address in filter 419 are processed. In some embodiments, filter 419 includes a network
interface or its identity, such as an Ethernet interface, a VLAN interface, a virtual interface, a
virtual routing interface, a physical interface, or a port of a network module of the network node.
Filter 419 can specify a content pattern such as a URL, a domain name, a cookie, or a file name
of an application layer protocol such as HTTP or FTP. Filter 419 also can indicate a content
signature such as a user identity, a universally unique identifier (UUID) of a smartphone, a

device identity, or a mobile application identity.

[0024]  In some embodiments, baselining rules 411 include a time duration 416 indicating a
duration of time where the baselining rules 411 are to be applied to generate baseline statistics
412. For example, time duration 416 may include morning hours, Sam-8am, lunch hour, 12pm-
2pm, evening, weekend, a day of a year, Feb 14, a range of days, June 1-August 15, day of a
week, Monday morning, Friday evening, 12:15pm — 4:27pm today, or any duration of time or
days. In exemplary embodiments, smart analyzer 362 is connected to a clock 365 and checks

clock 365 against time duration 416 to start and stop applying baselining rules 411.

[0025] In various embodiments, baselining rules 411 include usage 418, indicating at least
one quantitative counter to be calculated by smart analyzer 362 in order to generate baseline
statistics 412. Usage 418 may indicate packet length, session count, bandwidth utilization, a
rate, such as rate per second, rate per minute, rate per hour, rate per day, rate per millisecond, or
other types. For example, combining usage 418, filter 419, and time duration 416, baselining
rules 411 may specify to smart analyzer 362 to count packet lengths of IP packets over an
interface where the destination IP address is in range 134.154.1.0 to 134.154.27.234, or to count
HTTP session rate per minute during Christmas 2015 for domain names abc.com and
google.com, or to count bandwidth usage of all interfaces on the gigabit Ethernet card in the last

24 hours.

[0026] In some embodiments, smart analyzer 362 processes baselining rules 411 and
determines one or more counters accordingly. Moreover, smart analyzer 362 may generate one
or more baseline statistics 412 based on the counters. In an exemplary embodiment, smart

analyzer 362 calculates a minimum value, a maximum value, a mean value, or a median value of
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the counters. In another embodiment, smart analyzer 362 calculates values based on a statistical
model such as a standard deviation, a second moment, or a distribution, based on the counters.
In further embodiments, smart analyzer 362 calculates these statistical values as baseline
statistics 412. Furthermore, smart analyzer 362 stores baseline statistics 412 in a datastore or

storage medium of service node 301.

[0027] FIG. 4 illustrates an exemplary embodiment of detecting an anomaly usage. In this
embodiment, network usage model 351 includes anomaly rules 421 to help detect an anomaly
usage indicated by anomaly event 422. In some embodiments, anomaly rules 421 include at
least one criteria 425 and/or a time duration 426. Time duration 426 includes a period of time
when anomaly rules 421 is to be applied. Time duration 426 may include, for example, morning
hours, 8am-5pm, midnight, weekend, every weekday, Christmas, or any duration of time. In
various embodiments, criteria 425 includes a filter 429, which may include at least one network
address, piece of content, content signature, network interface, or other filter to be applied for
anomaly rules 421. In exemplary embodiments, smart analyzer 362 connects to clock 365, and
based on matching clock 365 and time duration 426, determines to apply anomaly rules 421 to
network traffic 421. Smart analyzer 362 receives network traffic 421 and applies filter 429 of
anomaly rules 421 to received network traffic 421. In some embodiments, anomaly rules 421
further includes usage 428, which indicates one or more means for smart analyzer 362 to count
or calculate when processing network traffic 421. Usage 428 may indicate packet length, session
count, bandwidth utilization, a rate, or other counting means. Upon determining at least one
usage counter after applying usage 428, smart analyzer 362 applies criteria 425 to the at least one
usage counters to determine if criteria 425 is satisfied. In various embodiments, criteria 425
indicates a deviation from a pre-determined metric to signal an anomaly. For example, criteria
425 may include calculation of a plurality of deviations from a plurality of metrics based on the
usage counters in order to determine an anomaly. In some embodiments, criteria 425 is
determined to be satisfied. Smart analyzer 362 generates an anomaly event 422 for the satisfied
criteria 425. In various embodiments, usage 428 is associated to previously determined baseline
statistics 412 as illustrated in this application. Smart analyzer 362 retrieves baseline statistics
412, from a storage medium or datastore, which may include statistical data such as minimum,
maximum, mean, or median. Smart analyzer 362 uses baseline statistics 412 when applying

criteria 425 with the usage counters. In some embodiments, criteria 425 includes spread 427,
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which indicates a range of values when comparing calculated usage counters and baseline
statistics 412. Criteria 425 may include a rule to compare whether a session rate usage counter,
determined from usage 428, is larger than a spread 427 of 200% of a maximum session rate
usage counter according to baseline statistics 412. If the rule is satisfied, criteria 425 indicates
there is an anomaly. In another embodiment, criteria 425 includes a rule to be satisfied over a
time duration, such as 3 seconds, 1 minute, 2 hours, or any other time duration in order to

indicate an anomaly.

[0028] FIG. 5 illustrates an exemplary embodiment of capturing network data according to
an anomaly event. In this embodiment, network usage model 351 includes capturing rules 441,
which when applied, allows smart analyzer 362 to process network traffic 121 to generate
captured data 442. In some embodiments, capturing rules 441 associate to anomaly event 422,
which when generated, triggers capturing rules 441 to be applied. In exemplary embodiments,
capturing rules 441 include a time duration 446 indicating a duration of time to capture data.
Time duration 446 may include a start time, a stop time, 10 seconds, 500 milliseconds, 20
milliseconds, 2 hours, one day, every other hour, or any duration of time. In another
embodiment, capturing rules 441 includes an action 445 indicating a data capturing action. For

29 (14

example, action 445 may indicate “capture packet trace”, “trace session

29 (13
2

record user cookies
and timestamp”, “capture GET-REQUEST:URL”, “record TCP:option fields” or other capturing
action with an indication of data to be captured. Furthermore, in some embodiments, capturing
rules 441 include a filter 449 to be applied to network traffic 121 when action 445 is used to
capture data. Filter 449 may include a network address, a content pattern, an interface, a
protocol, or other filter. Additionally, filter 449 may indicate a source IP address, a content

pattern matching a file name, a virtual service IP address, and a protocol of HTTP.

[0029] In an exemplary embodiment, capturing rules 441 indicates an association to anomaly
event 422, which indicates a high access rate of website internal abcde.com; a time duration 446
of start time in one minute and a duration of one hour, an action 445 to capture session
timestamps, source IP address, or user-id in cookies; a filter 449 to indicate virtual IP address
corresponding to abcde.com, protocol of HTTP, or a content pattern matching

“internal.abcde.com”.
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[0030] Smart analyzer 362, upon applying capturing rules 441 to network traffic 121,
generates captured data 442, Smart analyzer 362 generates a data entry 444, according to action
445, to be stored in captured data 442. Data entry 444 may include a timestamp, a packet trace, a
session trace of all content for the session, a network address, or a piece data captured according

to action 445.

[0031] Smart analyzer 362 sends captured data 442 to network controller 367. In another
embodiment, smart analyzer 362 sends anomaly event 422 to network controller 367. Network
controller 367 processes anomaly event 422 and requests smart analyzer 362 to apply capturing
rules 441 of network usage model 351. In some embodiments, network controller 367 sends

network usage model 551 or capturing rules 441 to smart analyzer 362.

[0032] The invention can be used to detect and record security anomaly using a network
usage model 351 including a combination of baselining rules 411, anomaly rules 421, and
capturing rules 441. The following tables illustrate one or more security anomaly addressed

using this invention.
[0033]  Table 1. Mismatch IP and Layer 2 packet length Usage Model
Anomaly Rules
Filter: IP Packet Length does not match Ethernet packet length
Usage: Packet Count Rate per second (PPS)
Criteria: PPS > 100
Capturing Rules
Filter: IP Packet Length does not match Ethernet packet length
Time Duration: Start immediate, Duration 60 seconds

Action: Record Timestamp, Source IP Address, network interface id, IP packet

length
[0034]  Table 2. Fragmentation Attack Usage Model
Baselining Rules

Filter: IP Fragment Packet
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Criteria: Fragment Length < 10 bytes
Usage: Packet count
Time Duration: 12:00am-12:00pm tomorrow
Anomaly Rules
Filter: IP Fragment Packet, Fragment Length < 10 bytes
Usage: Packet Count Rate per second (PPS)
Criteria: PPS > 100 * (maximum of baseline statistics / 24 hr)
Capturing Rules
Filter: IP Fragment Packet, Fragment length < 20 bytes
Time Duration: Start immediate, Duration 60 seconds
Action: Record Timestamp, IP packet trace
[0035]  Table 3. LAND(Local Area Network Denial) Attack Usage Model
Baselining Rules
Filter: IP Packet
Criteria: Source port being the same as Destination port
Usage: Packet count
Time Duration: 12:00am-12:00pm tomorrow
Anomaly Rules
Filter: IP Packet, Source port being the same as Destination port
Usage: Packet Count Rate per second (PPS)
Criteria: PPS > 100 * (maximum of baseline statistics / 24 hr)
Capturing Rules
Filter: IP Packet, Source port being the same as Destination port

Time Duration: Start immediate, Duration 10 seconds

10
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Action: Record Timestamp, IP packet header

[0036]  Table 4. Slow Loris Attack Usage Model

Baselining Rules

Filter: TCP Packet, Virtual IP interface

Usage: Packet Length

Time Duration: 12:00am-12:00pm tomorrow
Anomaly Rules

Filter: TCP Packet, Virtual IP interface

Usage: Average Packet Length

Criteria: Average Packet Length < Average Baseline Statistics * 30%
Capturing Rules

Filter: TCP Packet, Virtual IP interface

Time Duration: Start in 1 second, duration 5 seconds

Action: Record Timestamp, IP packet header

[0037] The description of the present technology has been presented for purposes of
illustration and description, but is not intended to be exhaustive or limited to the invention in the
form disclosed. Many modifications and variations will be apparent to those of ordinary skill in
the art without departing from the scope and spirit of the invention. Exemplary embodiments
were chosen and described in order to best explain the principles of the present technology and
its practical application, and to enable others of ordinary skill in the art to understand the
invention for various embodiments with various modifications as are suited to the particular use

contemplated.

[0038] Aspects of the present technology are described above with reference to flowchart
illustrations and/or block diagrams of methods, apparatus (systems) and computer program
products according to embodiments of the invention. It will be understood that each block of the
flowchart illustrations and/or block diagrams, and combinations of blocks in the flowchart

illustrations and/or block diagrams, can be implemented by programming instructions. These

11
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programming instructions may be provided to a processor of a general purpose computer, special
purpose computer, or other programmable data processing apparatus to produce a machine, such
that the instructions, which execute via the processor of the computer or other programmable
data processing apparatus, create means for implementing the functions/acts specified in the

flowchart and/or block diagram block or blocks.

12
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CLAIMS

What is claimed is:

1.

A computer-implemented method for capturing network data during a network usage
anomaly based on a network usage model, comprising:

establishing a baseline usage by applying at least one baselining rule to network
traffic to generate baseline statistics;

detecting an anomaly usage by applying at least one anomaly rule to network
traffic and generating an anomaly event; and

capturing network data according to an anomaly event by triggering at least one
capturing rule to be applied to network traffic when an associated anomaly event is
generated.
The computer-implemented method of claim 1, wherein the at least one baselining rule
comprises at least one of: a criteria indicating a method to process network traffic to
generate baseline statistic data, a network usage indicating at least one quantitative
counter to be calculated to generate the baseline statistics, and a time duration for
applying the at least one baselining rule to generate the baseline statistics.
The computer-implemented method of claim 2, wherein the criteria indicating a method
to process network traffic comprises at least one filter for processing network traffic.
The computer-implemented method of claim 3, wherein if the network traffic satisfies at
least one filter, the network traffic is processed to generate the baseline statistics.
The computer-implemented method of claim 3, wherein the at least one filter comprises
at least one of a network address, a network interface, a content pattern, and a content
signature.

The computer-implemented method of claim 2, wherein the network usage indicating at

13
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10.

11.

12.

least one quantitative counter to be calculated to generate the baseline statistics comprises
at least one of a packet length, a session count, a bandwidth utilization, and a session rate.
The computer-implemented method of claim 1, wherein the at least one anomaly rule
comprises at least one of a criteria indicating an anomaly, a network usage indicating at
least one quantitative counter to be calculated when processing network traffic, and a

time duration indicating when the at least one anomaly rule is to be applied.

The computer-implemented method of claim 7, wherein the criteria indicating an
anomaly includes at least one filter comprising at least one of a network address, a

network interface, a content pattern, and a content signature.

The computer-implemented method of claim 7, wherein the network usage indicating at
least one quantitative counter to be calculated when processing network traffic comprises

at least one of a packet length, a session count, a bandwidth utilization, and a session rate.

The computer-implemented method of claim 7, wherein the generating an anomaly event
comprises at least one of: satisfying an anomaly rule, determining if the criteria indicating
an anomaly is satisfied when applied to the network usage indicating at least one
quantitative counter to be calculated when processing network traffic, and determining if
the criteria indicating an anomaly deviates from at least one pre-determined metric based

on the network usage

The computer-implemented method of claim 1, wherein the at least one capturing rule
comprises at least one of a time duration to capture data, a data capturing action, and a

filter.

The computer-implemented method of claim 11, wherein captured network data

14
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13.

14.

15.

16.

17.

comprises at least one of a timestamp, a packet trace, a session trace of all content for a
session, a network address, or data captured according to a data capturing action.
A network node for detecting and storing network usage anomalies, the network node

storing instructions that when executed by at least one processor:

establish a baseline usage by applying at least one baselining rule to network

traffic to generate baseline statistics;

detect an anomaly usage by applying at least one anomaly rule to network traffic

and generating an anomaly event; and

capture network data according to an anomaly event by triggering at least one
capturing rule to be applied to network traffic when an associated anomaly event is

generated.

The network node of claim 13, wherein the at least one baselining rule comprises at least
one of: a criteria indicating a method to process network traffic to generate the baseline
statistic data, a network usage indicating at least one quantitative counter to be calculated
to generate baseline statistics, and a time duration for applying the at least one baselining

rule to generate baseline statistics.

The network node of claim 14, wherein the criteria indicating a method to process
network traffic to generate the baseline statistic data comprises at least one filter for

processing network traffic.

The network node of claim 15, wherein if the network traffic satisfies at least one filter,

the network traffic is processed to generate the baseline statistics.

The network node of claim 15, wherein the at least one filter comprises at least one of a

15
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18.

19.

20.

21.

22.

23

network address, a network interface, a content pattern, and a content signature.

The network node of claim 14, wherein the network usage indicating at least one
quantitative counter to be calculated to generate baseline statistics comprises at least one

of a packet length, a session count, a bandwidth utilization, and a session rate.

The network node of claim 13, wherein the at least one anomaly rule comprises at least
one of a criteria indicating an anomaly, a network usage indicating at least one
quantitative counter to be calculated when processing network traffic, and a time duration

indicating when the at least one anomaly rule is to be applied.

The network node of claim 19, wherein the criteria indicating an anomaly includes at
least one filter comprising at least one of a network address, a network interface, a

content pattern, and a content signature.

The network node of claim 19, wherein the network usage indicating at least one
quantitative counter to be calculated when processing network traffic comprises at least

one of a packet length, a session count, a bandwidth utilization, and a session rate.

The network node of claim 19, wherein the generating an anomaly event comprises at
least one of: satisfying an anomaly rule, determining if the criteria indicating an anomaly
is satisfied when applied to the network usage indicating at least one quantitative counter
to be calculated when processing network traffic, and determining if the criteria
indicating an anomaly deviates from at least one pre-determined metric based on the

network usage.

. The network node of claim 13, wherein the at least one capturing rule comprises at least

one of a time duration to capture data, a data capturing action, and a filter.

16
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24. The network node of claim 23, wherein captured network data comprises at least one of a

25.

timestamp, a packet trace, a session trace of all content for a session, a network address,

or data captured according to a data capturing action.

A non-transitory computer-readable medium comprising computer readable code, which
when executed by one or more processors, implements a method for capturing network

data during a network usage anomaly based on a network usage model, comprising:

establishing a baseline usage by applying at least one baselining rule to network

traffic to generate baseline statistics;

detecting an anomaly usage by applying at least one anomaly rule to network

traffic and generating an anomaly event; and

capturing network data according to an anomaly event by triggering at least one
capturing rule to be applied to network traffic when an associated anomaly event is

generated.

17
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