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REDUCING FALSE POSITIVE FRAUD 
ALERTS FOR CARD - PRESENT FINANCIAL 

TRANSACTIONS 

transaction , presence of a transaction initiated in a different 
state or country , cardholder reporting of unrecognized or 
fraudulent charges , etc. ) may be either confirmed or ruled 
out ( e.g. , identified as a false positive ) , using location 
information . CROSS - REFERENCE TO RELATED 

APPLICATIONS 

[ 0001 ] This claims the benefit of U.S. Patent Application 
No. 62 / 313,196 , filed on Mar. 25 , 2016 and entitled “ Reduc 
ing Financial Fraud Using Machine Learning and Other 
Techniques , ” U.S. Patent Application No. 62 / 318,423 , filed 
on Apr. 5 , 2016 and entitled “ Reducing Financial Fraud 
Using Machine Learning and Other Techniques , " U.S. Pat 
ent Application No. 62 / 331,530 , filed on May 4 , 2016 and 
entitled “ Reducing Financial Fraud Using Machine Learn 
ing and Other Techniques , ” and U.S. Patent Application No. 
62 / 365,699 , filed on Jul . 22 , 2016 and entitled “ Detecting 
and / or Preventing Financial Fraud Using Geolocation Data , ” 
the disclosures of which are hereby incorporated herein by 
reference in their entireties . 

FIELD OF THE DISCLOSURE 

[ 0002 ] The present disclosure generally relates to financial 
fraud and , more specifically , to processing techniques for 
reducing false positive fraud alerts . 

BACKGROUND 

[ 0003 ] Financial fraud , in its many forms , is a problem of 
enormous magnitude and scope , causing billions of dollars 
in economic losses and impacting many millions of people . 
Types of financial fraud include use of a lost or stolen card , 
account takeover , skimming , chargeback ( " friendly " ) fraud , 
counterfeiting , forgeries and application ( e.g. , loan applica 
tion ) fraud , to name just a few . The problem only continues 
to grow as various technological advances , intended to 
improve convenience and efficiency in the marketplace , 
provide new opportunities for bad actors . For example , an 
ever - increasing amount of fraud may be linked to online 
transactions made via the Internet . 
[ 0004 ] Various software applications have been developed 
to detect potentially fraudulent transactions . For example , 
dollar amounts and geographic locations have generally 
been used to flag particular credit or debit card transactions , 
with cardholders then being contacted by employees of the 
card issuer to determine whether the transactions were 
indeed fraudulent . To ensure that most instances of fraud are 
captured , however , such techniques generally have a low 
threshold for triggering a fraud alert . As a result , numerous 
fraud alerts are false positives . The prevalence of false 
positives leads to a large cost in terms of the drain on human 
resources ( e.g. , calling customers to discuss each suspect 
transaction , and / or other manual investigation techniques ) , 
and considerable distraction or annoyance for cardholders . 
To provide a solution to these shortcomings in the field of 
automated fraud detection , innovative processing techniques 
capable of reducing false positives are needed . 

[ 0006 ] In one embodiment , a method of reducing false 
positives among geolocation - based fraud alerts issued in 
connection with card - present financial transactions is imple 
mented in one or more servers . The method may include : ( 1 ) 
determining , by one or more processors of the one or more 
servers , that a fraud alert exists for a financial transaction , 
wherein the financial transaction ( i ) is associated with a 
debit or credit card account and ( ii ) is a card - present 
transaction purportedly entered into by an authorized card 
holder associated with the debit or credit card account ; ( 2 ) 
determining , by the one or more processors , a first geo 
graphic location at which information associated with the 
debit or credit card account was obtained by swiping or 
inserting a debit or credit card in connection with the 
financial transaction ; ( 3 ) determining , by the one or more 
processors , a time of the financial transaction ; ( 4 ) determin 
ing , by the one or more processors and based upon geolo 
cation data indicating one or more geographic locations of 
the authorized cardholder , that the authorized cardholder 
was at a second geographic location at the time of the 
financial transaction ; ( 5 ) determining , by the one or more 
processors , that the second geographic location corresponds 
to the first geographic location ; and / or ( 6 ) in response to 
determining that the second geographic location corre 
sponds to the first geographic location , marking , by the one 
or more processors , the fraud alert as a false positive such 
that no fraud alert is sent to the authorized cardholder in 
connection with the financial transaction . The method may 
include additional , less , or alternate actions , including those 
discussed elsewhere herein . 

[ 0007 ] In another embodiment , a computer system for 
reducing false positives among geolocation - based fraud 
alerts issued in connection with card - present financial trans 
actions includes a location database configured to store 
geolocation data indicating geographic locations of autho 
rized cardholders over time , one or more processors , and a 
non - transitory memory . The memory stores instructions that , 
when executed by the one or more processors , cause the one 
or more processors to : ( 1 ) determine that a fraud alert exists 
for a financial transaction , wherein the financial transaction 
( i ) is associated with a debit or credit card account and ( ii ) 
is a card - present transaction purportedly entered into by an 
authorized cardholder associated with the debit or credit 
card account ; ( 2 ) determine a first geographic location at 
which information associated with the debit or credit card 
account was obtained by swiping or inserting a debit or 
credit card in connection with the financial transaction ; ( 3 ) 
determine a time of the financial transaction ; ( 4 ) determine , 
based upon first geolocation data stored in the location 
database and indicating one or more geographic locations of 
the authorized cardholder , that the authorized cardholder 
was at a second geographic location at the time of the 
financial transaction ; ( 5 ) determine that the second geo 
graphic location corresponds to the first geographic location ; 
and / or ( 6 ) in response to determining that the second geo 
graphic location corresponds to the first geographic location , 
mark the fraud alert as a false positive such that no fraud 
alert is sent to the authorized cardholder in connection with 

BRIEF SUMMARY 

[ 0005 ] The present embodiments may , inter alia , use new 
processing techniques to reduce false positive fraud alerts . 
For example , fraud alerts may be generated , or fraud alerts 
based upon various other triggers ( e.g. , presence of a large 
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the financial transaction . The computer system may include 
additional , less , or alternate functionality , including that 
discussed elsewhere herein . 
[ 0008 ] In another embodiment , a computer - implemented 
method of preventing fraudulent card - present financial 
transactions is implemented in one or more servers . The 
method may include : ( 1 ) receiving , by one or more proces 
sors of the one or more servers , a request to authorize a 
financial transaction , wherein the financial transaction ( i ) is 
associated with a debit or credit card account and ( ii ) is a 
card - present transaction purportedly being entered into by 
an authorized cardholder associated with the debit or credit 
card account ; ( 2 ) determining , by the one or more proces 
sors , a first geographic location at which information asso 
ciated with the debit or credit card account was obtained by 
swiping or inserting a debit or credit card in connection with 
the financial transaction ; ( 3 ) determining , by the one or more 
processors and based upon geolocation data indicating one 
or more geographic locations of the authorized cardholder , 
that the authorized cardholder was at a second geographic 
location at a time of the financial transaction ; ( 4 ) determin 
ing , by the one or more processors , that the second geo 
graphic location does not correspond to the first geographic 
location ; and / or ( 5 ) in response to determining that the 
second geographic location does not correspond to the first 
geographic location , preventing , by the one or more proces 
sors , the financial transaction from being executed . The 
method may include additional , less , or alternate actions , 
including those discussed elsewhere herein . 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0009 ] The Figures described below depict various aspects 
of the systems and methods disclosed herein . It should be 
understood that each Figure depicts an embodiment of a 
particular aspect of the disclosed systems and methods , and 
that each of the Figures is intended to accord with a possible 
embodiment thereof . 
[ 0010 ] FIG . 1 depicts an exemplary environment in which 
techniques for fraud detection , verification and / or classifi 
cation may be implemented , according to one embodiment . 
[ 0011 ] FIG . 2 depicts an exemplary process flow for 
machine learning of fraud detection , verification and / or 
classification rules , according to one embodiment . 
[ 0012 ] FIGS . 3A - 3F depict exemplary process flows for 
machine learning of particular types of fraud detection , 
verification and / or classification rules , according to different 
embodiments . 
[ 0013 ] FIGS . 4A - 4F depict exemplary factors and algo 
rithms that may be used in connection with various fraud 
detection , verification and / or classification rule sets , accord 
ing to different embodiments . 
[ 0014 ] FIGS . 5 and 6 illustrate exemplary computer 
implemented methods of using customer data to determine 
that geolocation - based fraud alerts are false positives , 
according to different embodiments . 
[ 0015 ) FIGS . 7 through 10 illustrate exemplary computer 
implemented methods of using information about the loca 
tions of authorized cardholders to prevent false positive 
fraud alerts , or to block potentially fraudulent financial 
transactions , according to different embodiments . 
[ 0016 ] FIG . 11 depicts an exemplary computer system in 
which the techniques described herein may be implemented , 
according to one embodiment . 

DETAILED DESCRIPTION 

[ 0017 ] I. Exemplary Fraud Detection and / or Classification 
[ 0018 ] The embodiments described herein relate to , inter 
alia , wholly or partially automated detection , verification 
and / or classification of financial fraud . For ease of explana 
tion , and unless otherwise clearly indicated by the context of 
usage , “ detecting ” or “ determining ” fraud may be used 
herein to refer to initially flagging fraudulent ( or potentially 
fraudulent ) activity , to verifying / confirming that suspect / 
flagged activity was indeed fraudulent , or generally to both . 
The systems and techniques described herein may be used , 
for example , to identify , prevent and / or quantify / measure 
instances of lost or stolen card use , account takeover , 
counterfeiting , skimming , chargeback ( “ friendly ” ) fraud , 
collusive merchant fraud , application ( e.g. , loan application ) 
fraud , mortgage fraud , and / or one or more other types of 
fraud relating to existing and / or potential financial transac 
tions and / or accounts . Moreover , those skilled in the art will 
appreciate that at least some of the technical advancements 
described below ( and / or shown in the accompanying fig 
ures ) are not necessarily restricted to the financial field . 
[ 0019 ] In some embodiments , a fraud detection and / or 
classification system may analyze data relating to a number 
of existing or potential financial accounts . The analysis / 
processing may be performed in batch processing opera 
tions , or substantially in real - time ( e.g. , as the data is 
generated and / or as financial transactions occur , etc. ) , and 
the data may be obtained from a variety of sources based 
upon the particular embodiment and / or scenario . In one 
embodiment , for example , data from financial account 
records may be analyzed , along with data indicating online 
activity of an account holder , location data ( e.g. , global 
positioning satellite ( GPS ) data from a smartphone or 
vehicle of the account holder ) and / or other data , to deter 
mine whether a particular financial transaction was fraudu 
lent or likely fraudulent . The analysis may be performed 
automatically after the transaction has been made , or may be 
performed in response to a person or algorithm flagging the 
transaction as a potentially fraudulent one , for example . 
[ 0020 ] The analysis may include determining whether the 
account holder has expressed interest in the object ( e.g. , 
product or service ) of the transaction or the merchant , and / or 
determining whether the transaction is consistent with 
spending patterns associated with the account holder ( e.g. , 
spending patterns identified using the account holder's trans 
action records ) , for example . In the case of multiple account 
holders ( e.g. multiple credit or debit card holders ) , accuracy 
may be improved by identifying spending patterns at the 
individual level rather than , or in addition to , at the aggre 
gate account level . For example , a maximum amount of 
money typically spent in a single transaction ( e.g. , over the 
course of a one - month window , etc. ) may be determined for 
each of two cardholders listed on a single account , and the 
maximum amount for the cardholder who purportedly made 
a particular purchase may be compared to the purchase 
amount to determine whether fraud is suspected . 
[ 0021 ] In another exemplary embodiment , the locations of 
authorized cardholders may be analyzed , in conjunction 
with the locations at which cards were presented to a 
merchant or merchant device ( if a card - present transaction ) 
or the locations of computing devices via which card infor 
mation was entered ( if an online transaction ) , to determine 
whether a fraud alert is likely a false positive . Alternatively , 
such locations may be analyzed to determine whether to 
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block a transaction that is currently in - process ( e.g. , by 
issuing a fraud alert to the merchant or card issuer , or by not 
clearing the transaction , etc. ) . 
[ 0022 ] By replacing conventional processing techniques 
with one or more of the processing techniques described 
herein , problems that have beset the field of fraud detection , 
classification and / or prevention in the past may be greatly 
mitigated or eliminated . For example , information that has 
conventionally been overlooked or ignored may be used to 
more accurately detect , prevent and / or classify fraud , and / or 
to reduce false positive fraud alerts . As another example , a 
significant amount of time may be saved by removing the 
need for manual investigations , or by reducing the number 
of instances where manual investigations are required . 
II . Exemplary Environment for Implementing Fraud Detec 
tion and / or Classification Processing Techniques 
[ 0023 ] FIG . 1 depicts an exemplary environment 10 in 
which techniques for fraud detection and / or classification 
may be implemented , according to one embodiment . The 
environment 10 may include an anti - fraud services system 
( AFSS ) 12 , a financial account management system ( FAMS ) 
14 , a card network computing system 16 , a number of 
cardholder computing devices 20 , a number of merchant 
computing systems 22 , a number of other sources 24 , and a 
network 26. It is noted that , in other embodiments and / or 
scenarios , the environment 10 may include more , fewer 
and / or different components than those shown in FIG . 1 , 
such as any of those discussed elsewhere herein . For 
example , the environment 10 may include one or more 
additional financial account management systems and / or 
card network computing systems , and / or one or more of the 
cardholder computing devices 20 may instead be a comput 
ing device of a holder of a non - card account ( e.g. , a 
checking , savings or loan account ) or an applicant for a new 
account ( e.g. , a new loan account ) . As another example , the 
environment 10 may include a computing system of one or 
more acquiring / merchant banks , and some or all of the 
communications with merchant computing systems 22 
described below may instead be with the acquiring bank ( s ) . 
[ 0024 ] FAMS 14 may be associated with ( e.g. , owned 
and / or maintained by ) a bank or other financial entity . For 
example , FAMS 14 may be a bank that acts as a card issuer 
associated with a particular type of card network ( e.g. , 
VISA® , Mastercard® , etc. ) , and / or an entity that provides 
loans ( e.g. , mortgage , home equity , vehicle , etc. ) , saving 
checking account services , and / or other financial services to 
customers . FAMS 14 may maintain an account records 
database 30 that stores various kinds of account information , 
including account holder information ( e.g. , names , 
ddresses , etc. ) and data indicative of financial transactions 
made in connection with each account ( e.g. , dates , amounts 
and merchants for credit or debit card transactions , dates and 
amounts for customer deposits and withdrawals , etc. ) . 
Account records database 30 may store account information 
for some or all of the cardholders associated with cardholder 
computing devices 20 , for example . While shown in FIG . 1 
as a single entity within FAMS 14 , it is understood that 
account records database 30 may , in some embodiments , be 
distributed across multiple databases and / or multiple physi 
cal / hardware memories , and / or may be wholly or partially 
external to ( e.g. , remote from ) FAMS 14 . 
[ 0025 ] AFSS 12 may generally provide services that help 
to detect and / or classify fraudulent activity in connection 
with existing and / or potential ( e.g. , applied for ) financial 

accounts , such as the accounts managed by FAMS 14. In 
some embodiments , AFSS 12 is included within FAMS 14 . 
As seen in FIG . 1 , AFSS 12 may include a network interface 
32 , a memory 34 , and a fraud detection / classification unit 
36 . 

[ 0026 ] Network interface 32 may include hardware , firm 
ware and / or software configured to enable AFSS 12 to 
wirelessly exchange electronic data with one or more other 
components of environment 10 via network 26. For 
example , network interface 32 may include an Ethernet port , 
a modem , a router , and / or one or more other ports and / or 
transceivers for one or more other wired and / or wireless 
communication technologies . 
[ 0027 ] Memory 34 may be a computer - readable , non 
transitory storage unit or device , or collection of units / 
devices , and may include persistent ( e.g. , hard disk ) and / or 
non - persistent memory components . Memory 34 may store 
instructions that are executable on one or more processors of 
AFSS 12 ( not shown in FIG . 1 ) to perform various opera 
tions , including the instructions of various software appli 
cations and data generated and / or used by such applications . 
[ 0028 ] Card network computing system 16 may be a 
computing system ( e.g. , one or more servers ) of a credit 
and / or debit card network entity , such as VISA? or Mas 
tercard® , for example . In some embodiments and / or sce 
narios where the card network entity also acts as the issuer 
( e.g. , American Express® or Discover® ) , card network 
computing system 16 may include FAMS 14. Card network 
computing system 16 may provide various services 
FAMS 14 and / or AFSS 12. For example , card network 
computing system 16 may provide electronic updates to 
chargeback rules , fraud scores for particular customers and / 
or transactions , and so on . 
[ 0029 ] Each of cardholder computing devices 20 may be 
a computing device of a respective holder of a credit or debit 
card account managed by FAMS 14. For example , one or 
more of cardholder computing devices 20 may be desktop 
computers , laptop computers , tablet computers , smart 
phones , smart watches , and so on . The cardholders ( e.g. , 
credit or debit card account holders ) may use cardholder 
computing devices 20 to access ( e.g. , view , modify , etc. ) 
their account information stored in account records database 
30 online via network 26. In some embodiments where 
AFSS 12 detects and / or classifies activity not related to 
credit or debit card fraud ( e.g. , a fraudulent application for 
a home equity loan , etc. ) , cardholder computing devices 20 
may instead be computing devices of other types of cus 
tomers or potential customers , such as holders of non - card 
based accounts , or individuals who have submitted an online 
application for a loan , etc. , as discussed further below . In 
some of these embodiments , the environment 10 may omit 
card network computing system 16 . 
[ 0030 ] Each of merchant computing systems 22 may 
include one or more computing devices associated with a 
particular provider of products and / or services . For example , 
some or all of merchant computing systems 22 may include 
servers associated with online retailers . Alternatively , or 
additionally , some or all of merchant computing systems 22 
may include point - of - sale terminal devices providing credit 
and / or debit card payment processing features for “ card 
present ” transactions . In some embodiments where AFSS 12 
detects and / or classifies activity not related to customer 
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purchases ( e.g. , if AFSS 12 only detects loan application 
fraud , etc. ) , the environment 10 may omit merchant com 
puting systems 22 . 
[ 0031 ] The other sources 24 may include computing 
devices and / or systems associated with sources of one or 
more other types of information . For example , other sources 
24 may include vehicle telematics systems ( e.g. , installed in 
vehicles of cardholders associated with cardholder comput 
ing devices 20 ) , one or more Internet service providers 
( ISPs ) ( e.g. , ISPs providing Internet access to some or all 
cardholders ) , “ smart home ” system devices ( e.g. , installed in 
homes of some or all cardholders ) , and / or other systems / 
devices . In some embodiments , the environment 10 does not 
include the other sources 24 . 
[ 0032 ] Network 26 may communicatively couple some or 
all of the components shown in FIG . 1. For example , FAMS 
14 may use network 26 to communicate with AFSS 12 , card 
network computing system 16 , cardholder computing 
devices 20 and / or merchant computing systems 22. As 
another example , AFSS 12 may use network 26 to commu 
nicate with FAMS 14 , card network computing system 16 , 
cardholder computing devices 20 , merchant computing sys 
tems 22 and / or one or more of the other sources 24. While 
shown as a single entity in FIG . 1 , network 26 may include 
multiple communication networks of one or more types 
( e.g. , one or more wired and / or wireless local area networks 
( LANs ) , and / or one or more wired and / or wireless wide area 
networks ( WANs ) such as the Internet ) . Moreover , network 
26 may use partially or entirely distinct network components 
to support communications between different endpoints or 
computing devices , such as wireless communication or data 
transmission over one or more radio frequency links and / or 
wireless communication channels . For example , the portion 
( s ) of network 26 used for communications between FAMS 
14 and AFSS 12 may be the same as , or different than , the 
portion ( s ) of network 26 used for communications between 
FAMS 14 and one or more of cardholder computing devices 
20 over one or more radio links or wireless communication 
channels , or between AFSS 12 and one or more of the other 
sources 24 , etc. Those skilled in the art will appreciate 
different types of networks that are appropriate for network 
26 , depending upon , for example , how AFSS 12 , FAMS 14 
and / or other components of environment 10 are localized or 
distributed across a relatively large geographic area . 
[ 0033 ] Generally , fraud detection / classification unit 36 of 
AFSS 12 may detect fraudulent activity , confirm whether 
suspected or reported fraudulent activity is truly fraudulent , 
and / or classify fraudulent or suspected fraudulent activity . 
For example , fraud detection / classification unit 36 may 
analyze each transaction stored in account records database 
30 to determine whether that transaction is , or potentially is , 
fraudulent . Alternatively , fraud detection / classification unit 
36 may analyze only those transactions that were flagged as 
possibly being fraudulent ( e.g. , by a cardholder calling in to 
report an unauthorized and / or unrecognized transaction , or 
by FAMS 14 or AFSS 12 generating a preliminary fraud 
alert after applying an initial set of rules to a transaction , 
etc. ) . Fraud detection / classification unit 36 may also , or 
instead , analyze location information associated with poten 
tial transactions ( e.g. , GPS or other data indicating card 
holder location , transaction data indicating a merchant loca 
tion for card - present transaction , etc. ) , and issue a pre 
transaction alert or otherwise prevent a transaction from 
being fully executed . Fraud detection / classification unit 36 

may also , or instead , support additional functionality , such 
as that described below in connection with the various 
components of fraud detection / classification unit 36 shown 
in FIG . 1 . 
[ 0034 ] As seen in FIG . 1 , fraud detection / classification 
unit 36 may include a machine learning ( ML ) rule generator 
40 , an external data collection unit 42 , a behavior analysis 
unit 44 , a dispute resolution unit 46 , a chargeback analysis 
unit 50 , an image analysis unit 52 , a classification unit 54 , 
and / or a notification unit 56. In other embodiments , fraud 
detection / classification unit 36 may include more , fewer 
and / or different components / units than those shown in FIG . 
1. In some embodiments , each of ML rule generator 40 , 
external data collection unit 42 , behavior analysis unit 44 , 
dispute resolution unit 46 , chargeback analysis unit 50 , 
image analysis unit 52 , classification unit 54 , notification 
unit 56 , and / or other units or components of fraud detection / 
classification unit 36 may be a software component stored in 
memory 34 and implemented by one or more processors of 
one or more computing devices ( e.g. , servers ) included in 
AFSS 12 . 
[ 0035 ] ML rule generator 40 may generally analyze vari 
ous types of data to generate and / or update fraud detection 
and / or classification rules to be applied by fraud detection / 
classification unit 36 and stored in an ML rules database 58 . 
As discussed in further detail below , the rules may be used 
to detect and / or classify a single type or category of fraudu 
lent activity , or may be used broadly in connection with 
multiple types or categories of fraudulent activity . ML rule 
generator 40 may implement any suitable type or types of 
machine learning . For example , ML rule generator 40 may 
implement supervised learning techniques , such as decision 
trees , regression - based models , support vector machines 
( SVMs ) and / or neural networks , and / or unsupervised learn 
ing techniques such as Dirichlet process mixture models 
and / or k - means clustering . Other machine learning tech 
niques are also possible , such as techniques utilizing Bayes 
ian networks , “ deep learning ” techniques , and so on . While 
shown in FIG . 1 as a single entity within AFSS 12 , it is 
understood that ML rules database 58 may , in some embodi 
ments , be distributed across multiple databases and / or mul 
tiple physical / hardware memories , and / or may be wholly or 
partially external to ( e.g. , remote from ) AFSS 12 . 
[ 0036 ] External data collection unit 42 may generally 
collect , via network interface 32 and / or from sources inter 
nal to AFSS 12 , information from various sources ( e.g. , 
FAMS 14 , cardholder computing devices 20 , other sources 
24 , etc. ) , and provide that data to other portions of AFSS 12 
as needed ( e.g. , to ML rule generator 40 to generate and / or 
update rules , and / or to behavior analysis unit 44 , dispute 
resolution unit 46 , chargeback analysis unit 50 , image analy 
sis unit 52 and / or classification unit 54 to detect and / or 
classify fraudulent activity ) . Some data may be collected 
indirectly . For example , FAMS 14 may collect transaction 
data from merchant computing systems 22 ( and / or from 
acquiring banks associated with one or more of merchant 
computing systems 22 ) , and external data collection unit 42 
may then collect that data from the account records database 
30 of FAMS 14 . 
[ 0037 ] Once an initial set of rules has been generated and 
stored in ML rules database 58 , those rules may dictate some 
or all of the types of data gathered by external data collection 
unit 42. In some embodiments , however , external data 
collection unit 42 collects a broad set of data types that may 
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or may not be relevant to fraud determination or classifica 
tion , and ML rule generator 40 continually analyzes that data 
to determine which data types are most predictive of fraud 
and / or fraud type / class . 
[ 0038 ] Behavior analysis unit 44 may generally analyze 
cardholder - related ( or other customer - related ) information to identify patterns of behavior , which may then be used by 
fraud detection / classification unit 36 to detect and / or classify 
fraudulent activity . For example , behavior analysis unit 44 
may analyze information obtained from account records 
database 30 to identify spending patterns associated with 
different cardholders . The operation of behavior analysis 
unit 44 , including the types of information analyzed and the 
ways in which that information is used to arrive at a result 
( e.g. , a pattern of behavior ) , may be dictated by the rules 
stored in ML rules database 58 . 
[ 0039 ] Data indicative of the behavior patterns identified 
by behavior analysis unit 44 may be stored in an account 
holder behaviors database 60 , for example . While shown in 
FIG . 1 as a single entity within AFSS 12 , it is understood 
that account holder behaviors database 60 may , in some 
embodiments , be distributed across multiple databases and / 
or multiple physical / hardware memories , and / or may be 
wholly or partially external to ( e.g. , remote from ) AFSS 12 . 
In one embodiment , for example , account holder behaviors 
database 60 may be included within account records data 
base 30. In still other embodiments , the environment 10 may 
not include account holder behaviors database 60 , and 
behavior patterns may be only identified by behavior analy 
sis unit 44 " on the fly ” as needed by fraud detection / 
classification unit 36 ( e.g. , when needed to analyze a trans 
action in view of past spending patterns of a particular 
cardholder , etc. ) . 
[ 0040 ] In some embodiments , behavior analysis unit 44 
may separately analyze the transactions associated with each 
account holder , even if more than one account holder exists 
for a particular account . For example , behavior analysis unit 
44 may independently analyze the transactions of each 
cardholder for a credit or debit card account in which each 
spouse has been issued credit or debit card in his or her 
name . Fraud detection / classification unit 36 may then utilize 
the individual spending patterns when detecting and / or 
classifying fraud . In one embodiment where fraud detection / 
classification unit 36 utilizes a dollar amount threshold to 
detect likely fraudulent transactions , for example , a first 
threshold may be used for transactions made by a first 
cardholder listed on an account , and a higher , second thresh 
old may be used for transactions made by a second card 
holder listed on the account . Further examples are provided 
below in connection with FIG . 6 , according various 
embodiments . In this manner , fraud detection and / or clas 
sification may be made more precise than would be the case 
if spending patterns were only identified at the aggregate 
level ( e.g. , using a single dollar amount threshold , regardless 
of which cardholder made a particular transaction ) . 
[ 0041 ] Dispute resolution unit 46 may generally analyze 
financial transaction data and / or other information to auto 
matically generate queries for cardholders or other custom 
ers . For example , dispute resolution unit 46 may analyze 
information obtained from account records database 30. The 
generated queries may be designed to help fraud detection / 
classification unit 36 determine whether a particular trans 
action was fraudulent , or estimate a probability that the 
transaction was fraudulent , etc. Dispute resolution unit 46 

may also process responses from cardholders / customers , 
and automatically generate additional queries based upon 
those responses . Examples of the operation of dispute reso 
lution unit 46 are provided below in connection with FIGS . 
4E and 9 , according to various embodiments . 
[ 0042 ] Chargeback analysis unit 50 may generally analyze 
financial transaction and / or other information to identify 
transactions that are good candidates for chargeback pay 
ments . For example , chargeback analysis unit 50 may ana 
lyze information obtained from account records database 30 
to determine whether there is a relatively high probability 
that the merchant ( or an acquiring bank ) should be respon 
sible for a chargeback payment to a card issuer associated 
with FAMS 14. The operation of chargeback analysis unit 
50 , including the types of information analyzed and the ways 
in which that information is used to arrive at a result ( e.g. , 
flagging a transaction as a chargeback candidate ) , may be 
dictated by the rules stored in ML rules database 58. ML rule 
generator 40 may make use of chargeback rules obtained 
from a card network entity ( e.g. , from card network com 
puting system 16 ) , and stored in chargeback rules database 
62 , to generate and / or update the rules applied by charge 
back analysis unit 50. Examples of the operation of charge 
back analysis unit 50 are provided below in connection with 
FIGS . 4B and 7 , according to various embodiments . 
[ 0043 ] In some embodiments , transactions flagged by 
chargeback analysis unit 50 are subject to further , manual 
review using the chargeback rules stored in chargeback rules 
database 62. In other embodiments , chargeback analysis unit 
50 ( or another component of fraud detection / classification 
unit not shown in FIG . 1 ) automatically , with little or no 
manual input / assistance , applies the chargeback rules from 
chargeback rules database 62 for each flagged transaction . 
While shown in FIG . 1 as a single entity within AFSS 12 , it 
is understood that chargeback rules database 62 may , in 
some embodiments , be distributed across multiple databases 
and / or multiple physical / hardware memories , and / or may be 
wholly or partially external to ( e.g. , remote from ) AFSS 12 . 
[ 0044 ] Image analysis unit 52 may generally analyze 
image data corresponding to physical documents to identify 
fraudulent ( e.g. , counterfeit and / or forged ) documents , and / 
or to flag potentially fraudulent documents for further ( e.g. , 
manual ) review . For example , image analysis unit 52 may 
analyze information obtained from merchant computing 
systems 22 to determine whether there is a relatively high 
probability that documents presented to the merchants ( e.g. , 
personal checks , identification cards , etc. ) are fraudulent . 
Image analysis unit 52 may be configured to analyze only a 
single type of document , or multiple types of documents . 
The operation of image analysis unit 52 , including the image 
characteristics analyzed and the ways in which the charac 
teristics may be used to arrive at a result ( e.g. , flagging a 
document as potentially fraudulent ) , may be dictated by the 
rules stored in ML rules database 58. Examples of the 
operation of image analysis unit 52 are provided below in 
connection with FIGS . 4F and 10 , according to various 
embodiments . 
[ 0045 ] Classification unit 54 may generally analyze broad 
categories of data from various sources ( e.g. , account 
records database 30 , cardholder computing devices 20 , 
merchant computing systems 22 , and / or other sources 24 ) to 
categorize / classify types of suspected fraudulent financial 
activity . Classification unit 54 may classify fraudulent activ 
ity only within a particular subset of fraudulent financial 
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activity ( e.g. , classifying debit and / or credit card transac 
tions as involving a potential case of counterfeiting , skim 
ming , lost / stolen card use , chargeback fraud , etc. ) , or may 
classify fraudulent financial activity across a broader spec 
trum ( e.g. , including types of identity theft not necessarily 
tied to a single financial transaction , such as application 
fraud ) . In some embodiments , classification unit 54 classi 
fies suspected fraudulent activity in connection with a par 
ticular account or transaction in response to being notified of 
suspect activity ( e.g. , notified by another component of 
fraud detection / classification unit 36 , or by a manual user 
input , etc. ) . In other embodiments , classification unit 54 
itself ( or another component of fraud detection / classification 
unit 36 ) identifies suspect activity before classification unit 
54 classifies that activity . Examples of the operation of 
classification unit 54 are provided below in connection with 
FIGS . 4C and 11 , according to various embodiments . 
[ 0046 ] Notification unit 56 may generally provide alerts , 
confirmations , and / or other notifications to various individu 
als ( e.g. , customers , bank employees associated with FAMS 
14 , third party employees associated with AFSS 12 , etc. ) . 
For example , notification unit 56 may generate a notification 
message stating that a fraud alert associated with a particular 
transaction is a false positive , and cause network interface 
32 to send the message to a computer terminal or to FAMS 
14 for display to a system user . As another example , noti 
fication unit 56 may cause network interface 32 to send other 
flagged transactions and / or documents ( e.g. , chargeback 
candidates identified by chargeback analysis unit 50 , docu 
ments that image analysis unit 52 has identified as poten 
tially fraudulent , etc. ) to a computer terminal or FAMS 14 
for display to a system user . As still another example , 
notification unit 56 may cause network interface 32 to send 
FAMS 14 and / or one of merchant computing systems 22 an 
alert indicating that a transaction that is in - process should be 
terminated due to suspected fraud . As yet another example , 
notification unit 56 may cause network interface 32 to send 
queries generated by dispute resolution unit 46 to various 
ones of cardholder computing devices 20 for display to 
cardholders . 
[ 0047 ] The operation of various components of the envi 
ronment 10 shown in FIG . 1 , according to different embodi 
ments and / or scenarios , will be described further below in 
connection with the remaining figures . 
III . Exemplary Process Flows for Machine Learning of 
Fraud Detection and / or Classification Rules 
[ 0048 ] As discussed above , ML rule generator 40 may 
generate and / or update rules that are used for one or more of 
a variety of different purposes relating to fraud detection 
and / or classification . FIG . depicts one generalized , 
example process flow 80 for machine learning that may be 
implemented by ML rule generator 40 , and possibly one or 
more other components of fraud detection / classification unit 
36 . 
[ 0049 ] In the process flow 80 , multi - account data 82 may 
represent data associated with multiple financial accounts , 
each with one or more account holders . The financial 
accounts may be existing or potential accounts , and the 
account holders may include holders of accounts and / or 
potential holders of potential accounts . For example , the 
multi - account data 82 may include existing and / or applied 
for credit card accounts , debit card accounts , savings 
accounts , checking accounts , investment accounts , loan 
accounts , etc. 

[ 0050 ] Depending upon the embodiment , the multi - ac 
count data 82 may include one or more different types of 
information obtained ( e.g. , by external data collection unit 
42 of FIG . 1 ) from one or more of FAMS 14 , cardholder 
computing devices 20 , merchant computing systems 22 , 
and / or other sources 24. For example , the multi - account data 
82 may include transaction data ( e.g. , transaction dates , 
amounts , locations , etc. ) from account records database 30 
of FAMS 14 , data indicative of Internet Protocol ( IP ) 
addresses of cardholder computing devices 20 and / or 
devices in merchant computing systems 22 , Internet brows 
ing and / or search history data from cardholder computing 
devices 20 ( or from an ISP computer system included in 
other sources 24 , etc. ) , vehicle telematics data from telem 
atics systems of cardholder vehicles , home occupancy and / 
or usage data ( e.g. , smart appliance data ) from smart home 
systems of cardholders , autonomous or smart vehicle data , 
vehicle navigation system data , mobile device data , mobile 
device and / or vehicle GPS data , and / or one or more other 
types of data . In some embodiments , the multi - account data 
82 only includes data that account holders or potential 
account holders have expressly consented to share with an 
entity associated with FAMS 14 and / or AFSS 12 ( e.g. , in 
exchange for fraud protection services ) . In certain other 
embodiments , however , express consent is only needed for 
certain types of information , such as browsing history infor 
mation , vehicle telematics data , etc. 
[ 0051 ] The multi - account data 82 may be associated with 
multiple fraud determination labels . The labels may simply 
reflect whether or not fraud existed ( e.g. , “ fraud ” or “ no 
fraud ” ) , or may also indicate a type or class of fraud ( e.g. , 
" counterfeiting , ” “ lost or stolen card use , ” etc. ) , for example . 
In one embodiment , each of a number of data sets in the 
multi - account data 82 is associated with such a label , and 
includes data relating to a particular financial transaction , 
financial account , loan application , etc. , for which the fraud 
determination was made ( e.g. , after a manual and / or auto 
mated fraud investigation ) . The labels may include final 
fraud determinations that were made via earlier iterations of 
the process flow 80 , and / or external to the process flow 80 . 
[ 0052 ] To provide a more detailed example , a first data set 
associated with a “ card present " credit card transaction may 
include data describing that transaction ( e.g. , from account 
records database 30 ) and data indicative of the cardholder's 
online browsing activity ( e.g. , from one of cardholder com 
puting devices 20 ) for the 15 days immediately preceding 
the transaction , and be labeled “ confirmed fraud . ” A second 
data set , associated with another “ card present ” transaction 
( for the same account , or for a different account ) , may 
include the same general types of data but be labeled “ no 
fraud , " and so on . In some embodiments and / or scenarios , 
the same data may appear in , or be used by , two or more of 
the data sets . If the two " card present ” transactions described 
above are both associated with the same account , for 
example , and if the second transaction occurred less than 15 
days after the first transaction , some of the same online 
activity data may be shared by the first and second data sets . 
[ 0053 ] At a process stage 84 , the multi - account data 82 
may be analyzed to generate fraud detection and / or classi 
fication rules ( e.g. , to be stored in ML rules database 58 ) . 
Any suitable type of supervised machine learning program / 
technique ( s ) may be used , such as SVMs , neural networks , 
logistic regression , etc. Generally , process stage 84 may 
serve to identify which type ( s ) of data is / are probative of 
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represents the output of process stage 86. The final deter 
mination made at process stage 94 , along with the first 
account data 90 used to make that determination , may be fed 
back into process stage 84 to provide additional labeled data 
for purposes of updating the rules . 
[ 0057 ] In some embodiments , the process flow 80 includes 
more , fewer and / or different stages , such as any of those 
discussed elsewhere herein ( e.g. , in connection with FIGS . 
3A - 3F ) . In one alternative embodiment , process stages 84 
and 86 may be combined . For example , the multi - account 
data 82 may be unlabeled rather than labeled ( or the labels 
may be ignored ) , and the combined process stage 84 , 86 may 
use unsupervised learning techniques ( e.g. , clustering tech 
niques ) to classify anomalous / outlier financial transactions , 
accounts , applications , etc. , as “ suspect ” and needing further 
analysis . 
[ 0058 ] More specific , machine learning - based process 
flows generally corresponding to process flow 80 of FIG . 2 
will now be described with reference to FIGS . 3A - 3F . It is 
noted , however , that other process flows are also within the 
scope of the invention described herein . Moreover , while 
FIGS . 3A - 3F generally correspond to embodiments in which 
supervised machine learning techniques are used , other 
embodiments may instead use unsupervised machine learn 
ing techniques , as noted above . In various different embodi 
ments , fraud detection / classification unit 36 may be config 
ured to implement only one of the process flows of FIGS . 
3A - 3F , or may be configured to implement two or more 
( e.g. , all ) of the process flows shown in FIGS . 3A - 3F . 

whether fraud has occurred ( and / or the type / category of 
fraud that may have occurred ) , and to determine the data 
values and / or combinations that are probative of whether 
fraud has occurred ( and / or the type / category of fraud that 
may have occurred ) . By analyzing many ( e.g. , thousands ) of 
positively and negatively labeled data sets in the multi 
account data 82 , for example , process stage 84 may learn 
that certain spending patterns within a threshold time of a 
transaction tend to indicate that the cardholder made the 
transaction ( e.g. , thereby indicating that fraud has not 
occurred , or that a fraud report is itself fraudulent or 
mistaken , etc. ) , that certain types of online searches by a 
cardholder ( e.g. , including a descriptor of a product pur 
chased in the transaction , or a name of the merchant , etc. ) 
tend to indicate that the cardholder made the transaction , that 
the cardholder's distance from the site of a “ card present ” 
transaction ( e.g. , as determined from GPS information pro 
vided by the cardholder's smartphone , wearable electronics , 
or vehicle ) relates to the probability of fraudulent activity 
according to a particular equation , and so on . Other specific 
examples of such rules , and how those rules may be gen 
erated , are discussed below in connection with FIGS . 3A - 3F 
and 4A - 4F , according to various embodiments . 
[ 0054 ] At process stage 86 , the rules generated or updated 
at process stage 84 may be applied to first account data 90 
associated with a particular account and customer ( s ) ( e.g. , a 
customer associated with a particular one of computing 
devices 20 ) . The types of data included in first account data 
90 may depend upon which types of data were determined , 
by process stage 84 , to be relevant to a fraud determination . 
For example , if the rules give weight to the amount and date 
of a financial transaction when determining whether the 
transaction is fraudulent , and also give weight to whether the 
account holder visits a particular type of website , then the 
first account data 90 may include the amount and date of one 
or more transactions , as well as data indicative of visited 
web sites ( e.g. , Uniform Resource Locators ( URLs ) and / or 
content of visited websites , etc. ) . The first account data 90 
may include information obtained ( e.g. , by external data 
collection unit 42 ) from one or more of FAMS 14 , one of 
cardholder computing devices 20 associated with the cus 
tomer holding the first account , one or more of merchant 
computing systems 22 , and / or one or more of other sources 
24 , for example . 
[ 0055 ] Process stage 86 may output various different types 
of information , depending upon the embodiment and / or 
scenario . For example , depending upon the content of first 
account data 90 and the rules generated or updated at process 
stage 84 , process stage 86 may generate data indicating that 
a particular financial transaction associated with first 
account data 90 is , or is not , fraudulent or potentially 
fraudulent . Alternatively , or additionally , process stage 86 
may generate data indicating a particular classification for 
fraudulent or suspected fraudulent activity ( e.g. , a fraudulent 
transaction ) associated with first account data 90 . 
[ 0056 ] In some embodiments , further analysis ( e.g. , a 
manual review , or further automated review using additional 
data sources , etc. ) may be performed at an additional stage , 
shown in dashed lines in FIG . 2 as process stage 92. The 
additional analysis may then be used to make a final fraud 
determination ( e.g. , a final decision on whether fraud 
occurred , and / or on the type of fraud that occurred ) at 
process stage 94. In other embodiments , process stage 92 is 
omitted from process flow 80 , and process stage 94 merely 

A. Exemplary Process Flow for Machine Learning of Fraud 
Detection Rules Using Online Activity Data 
[ 0059 ] Referring first to FIG . 3A , an exemplary process 
flow 100 may generally be used to detect fraud using 
customer online activity data . In the process flow 100 , 
multi - customer online activity data 102 may represent data 
associated with the online activities of a number ( e.g. , 
thousands ) of customers ( e.g. , credit or debit cardholders , 
checking or saving account holders , etc. ) . The multi - cus 
tomer online activity data 102 may include data indicating 
actions that the customers took , and / or web sites visited by 
the customers , while the customers were connected to the 
Internet via web browsers ( e.g. , executing on respective ones 
of cardholder computing devices 20 ) . For example , the 
multi - customer online activity data 102 may include URLs 
of , and / or content ( e.g. , text ) within , web sites visited by 
customers , search terms entered by customers using search 
engine tools , search results presented to customers by search 
engine tools , indications of interactive controls ( e.g. , virtual 
buttons ) selected by customers on various web pages , and so 
on . 

[ 0060 ] The multi - customer online activity data 102 may 
include data obtained ( e.g. , by external data collection unit 
42 of FIG . 1 ) from cardholder computing devices 20 , from 
one or more ISPs of other sources 24 , and / or from a third 
party aggregator of such information , for example . In some 
embodiments , the multi - customer online activity data 102 
may only include data that customers have expressly con 
sented to share with an entity associated with FAMS 14 
and / or AFSS 12 ( e.g. , in exchange for fraud protection 
services or other benefits , such as discounts ) . 
[ 0061 ] As described above in connection with multi - ac 
count data 82 of process flow 80 , the multi - customer online 
account data 102 may be associated with multiple fraud 
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additional analysis may then be used to make a final fraud 
determination ( e.g. , a final decision on whether fraud 
occurred , and / or on the type of fraud that occurred ) at 
process stage 114. In other embodiments , process stage 112 
is omitted from process flow 100 , and process stage 114 
merely represents the output of process stage 106 . 
[ 0066 ] The final determination made at process stage 114 , 
along with the first customer online activity data 110 ( and 
any other data ) used to make that determination , may be fed 
back into process stage 104 to provide additional labeled 
data for purposes of updating the rules . In some embodi 
ments , a preliminary fraud determination made at process 
stage 106 is also fed back into process stage 104 , to allow 
the machine learning program to determine and improve 
upon past performance / accuracy . 

determination labels . In some embodiments , each label may 
be associated with a data set that includes not only the 
corresponding portion of multi - customer online activity data 
102 , but also one or more other types of data , such as 
transaction data ( e.g. , transaction dates , amounts , locations , 
etc. ) for each customer from account records database 30 of 
FAMS 14 , data indicative of IP addresses of cardholder 
computing devices 20 and / or devices in merchant computing 
systems 22 , Internet browsing and / or search history data 
from cardholder computing devices 20 ( or from an ISP 
computer system included in other sources 24 , etc. ) , vehicle 
telematics data from telematics systems of other sources 24 , 
home occupancy and / or usage data ( e.g. , smart appliance 
data ) from smart home systems of other sources 24 , and so 
on . The labels may include final fraud determinations that 
were made via earlier iterations of the process flow 100 , 
and / or external to the process flow 100. Multi - customer 
online account data 102 may include many ( e.g. , thousands ) 
of positively and negatively labeled data sets . 
[ 0062 ] At a process stage 104 , the multi - customer online 
activity data 102 may be analyzed to generate fraud detec 
tion rules ( e.g. , to be stored in ML rules database 58 ) . As 
described above in connection with process stage 84 of 
process flow 80 , any suitable type of supervised machine 
learning program / technique ( s ) may be used . Generally , pro 
cess stage 104 may serve to identify which type ( s ) of online 
activity data is / are probative of whether fraud has occurred , 
and to determine the data values and / or combinations that 
are probative of whether fraud has occurred . While not 
shown in FIG . 3A , the fraud detection rules may not only 
detect fraud , but also classify fraud ( e.g. , as described below 
in connection with FIG . 3C ) , in some embodiments . 
[ 0063 ] At process stage 106 , the rules generated or 
updated at process stage 104 may be applied to first cus 
tomer online activity data 110. The first customer online 
activity data 110 may be associated with a particular cus 
tomer , such as a customer associated with a particular one of 
computing devices 20 , for example . The types of data 
included in first customer online activity data 110 may 
depend upon which types of online activity data were 
determined , by process stage 104 , to be relevant to a fraud 
determination . For example , the first customer online activ 
ity data 110 may include information obtained ( e.g. , by 
external data collection unit 42 ) from one of cardholder 
computing devices 20 ( i.e. , the device associated with the 
first customer ) , and / or from an ISP of other sources 24 . 
Some specific examples of rules that may be generated by 
process stage 104 , and applied at process stage 106 , are 
described below in connection with FIG . 4A . 
[ 0064 ] Pro ess stage 106 may output various different 
types of information , depending upon the embodiment and / 
or scenario . For example , depending upon the content of first 
customer online activity data 110 and the rules , process stage 
106 may generate data indicating that a particular financial 
transaction associated with the first customer is , or is not , 
fraudulent or potentially fraudulent . Alternatively , or addi 
tionally , process stage 106 may generate data indicating a 
particular classification of fraudulent or potentially fraudu 
lent activity associated with first customer online activity 
data 110 . 
[ 0065 ] In some embodiments , further analysis ( e.g. , a 
manual review , or further automated review using additional 
data sources , etc. ) is performed at an additional stage , shown 
in dashed lines in FIG . 3A as process stage 112. The 

B. Exemplary Process Flow for Machine Learning of 
Chargeback Candidate Detection Rules 
[ 0067 ] Referring next to FIG . 3B , an exemplary process 
flow 120 may generally be used to identify the financial 
transactions for which chargebacks ( e.g. , post - transaction 
payments from merchants , or acquiring / merchant banks , 
back to the issuer to return proceeds from transactions ) are 
appropriate . In the process flow 120 , multi - account transac 
tion data 122 may represent data associated with the finan 
cial transactions involving the accounts of a number ( e.g. , 
thousands ) of credit or debit cardholders . The multi - account 
transaction data 122 may include information such as trans 
action dates , transaction amounts , merchant names ( and / or 
aliases ) associated with the transaction , information relating 
to how the card information was collected by the merchant 
( e.g. , by swiping , an EMV chip reader , manual entry of the 
card number , etc. ) , geographic locations of " card present ” 
transactions , and so on . The multi - account transaction data 
122 may include data obtained ( e.g. , by external data col 
lection unit 42 of FIG . 1 ) from merchant computing systems 
22 and / or from acquiring / merchant banks associated with 
those merchants , for example . 
[ 0068 ] Similar to the labels described above in connection 
with multi - account 82 of process 80 , the multi 
account transaction data 122 may be associated with mul 
tiple chargeback outcome labels . For example , each label 
may be associated with a data set that includes the corre 
sponding portion of multi - account transaction data 122. The 
outcome labels may include final chargeback determinations 
that were made ( in connection with the transactions repre 
sented in multi - account transaction data 122 ) via earlier 
iterations of the process flow 120 , and / or external to the 
process flow 120. Multi - account transaction data 122 may 
include many ( e.g. , thousands ) of positively and negatively 
labeled data sets . 
[ 0069 ] At a process stage 124 , the multi - account transac 
tion data 122 may be analyzed to generate chargeback 
candidate detection rules ( e.g. , to be stored in ML rules 
database 58 ) . As described above in connection with process 
stage 84 of process flow 80 , any suitable type of supervised 
machine learning program / technique ( s ) may be used . Gen 
erally , process stage 124 may serve to identify which type ( s ) 
of transaction data is / are probative of whether , under the full 
chargeback rules of the card network entity , a chargeback is 
appropriate for a given transaction . Process stage 124 may 
also determine the transaction data values and / or combina 
tions that are probative of whether a chargeback is appro 
priate for the transaction . 
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C. Exemplary Process Flow for Machine Learning of Fraud 
Classification Rules 

[ 0070 ] At a process stage 126 , the rules generated or 
updated at process stage 124 may be applied to first account 
transaction data 130 to determine whether a transaction 
associated with the first account is a “ good ” chargeback 
candidate . Put differently , process stage 126 may , instead of 
applying the full chargeback rules of the card network entity 
( which may be quite lengthy and complex ) to the facts 
surrounding the transaction , use various factors and algo 
rithms developed at process stage 124 to determine whether 
there exists a relatively high probability that a chargeback 
would be appropriate for the transaction if the full charge 
back rules were applied . The process stage 126 may calcu 
late a percentage probability that the transaction is one in 
which a chargeback is appropriate , for example . 
[ 0071 ] The first account transaction data 130 may be 
associated with the account of a particular cardholder or 
cardholders , such as a cardholder associated with a particu 
lar one of cardholder computing devices 20 , for example . 
The types of data included in first account transaction data 
130 may depend upon which types of transaction - related 
data were determined , by process stage 124 , to be relevant 
to a chargeback candidate determination . For example , the 
first account transaction data 130 may include information 
obtained ( e.g. , by external data collection unit 42 ) from one 
of merchant computing systems 22 ( e.g. , the computing 
system of the merchant involved in the transaction being 
analyzed ) and / or from an acquiring / merchant bank associ 
ated with that merchant . The first account transaction data 
130 may also include information about one or more other 
transactions associated with the first account ( e.g. , data 
pertaining to other transactions occurring shortly before 
and / or after the transaction at issue ) . Some specific examples 
of rules that may be generated by process stage 124 , and 
applied at process stage 126 , are described below in con 
nection with FIG . 4B . 
[ 0072 ] Process stage 126 may output information indicat 
ing whether the particular transaction represented by first 
account transaction data 130 is a “ good ” candidate for 
chargeback detection . For example , process stage 126 may 
output a perc age probability , calculated according to the 
rules generated or updated at process stage 124 , that the 
transaction is one in which a chargeback is appropriate . As 
another example , process stage 126 may output a binary 
indicator of whether the transaction is , or is not , a strong 
likely chargeback candidate ( e.g. , by comparing the percent 
age probability to a threshold probability ) . 
[ 0073 ] If the transaction is identified as a chargeback 
candidate at process stage 126 , the full chargeback rules of 
the card network entity may be applied at a process stage 
132. Process stage 132 may include manual application of 
the full chargeback rules , and / or automated application of 
the full chargeback rules , in various different embodiments . 
Based upon the analysis at process stage 132 , a final 
chargeback determination may be made at a process stage 
134. The final determination made at process stage 134 , 
along with the first account transaction data 130 ( and any 
other data ) used to make that determination , may be fed back 
into process stage 124 to provide additional labeled data for 
purposes of updating the rules . In some embodiments , the 
indication of whether the transaction is a good chargeback 
candidate generated at process stage 126 may also be fed 
back into process stage 124 , to allow the machine learning 
program to determine and improve upon past performance 
accuracy . 

[ 0074 ] Referring now to FIG . 3C , an exemplary process 
flow 140 may generally be used to classify instances of 
suspected or potential fraud . For example , the process flow 
140 may represent ongoing , real - time or batch processing of 
a large amount of data associated with a large number of 
potential and / or existing financial accounts ( e.g. , all 
accounts associated with a particular bank , or all accounts 
opting in to a fraud protection program , etc. ) . In this manner , 
the process flow 140 may be used to initially flag situations 
for closer investigation , and provide one or more classifi 
cations of the type ( s ) of fraud potentially at issue in order to 
narrow or otherwise facilitate the investigation . In other 
embodiments , the process flow 140 may be used to provide 
a narrower classification ( e.g. , “ skimming ” ) when a broader 
class of fraud ( e.g. , credit card fraud ) is already suspected . 
[ 0075 ] In the process flow 140 , multi - account data 142 
may represent data associated with financial accounts of a 
number ( e.g. , thousands ) of account holders . The financial 
accounts may be existing or potential accounts , and the 
account holders may include holders of accounts and / or 
potential holders of potential accounts . For example , the 
multi - account data 142 may include existing and / or applied 
for credit card accounts , debit card accounts , savings 
accounts , checking accounts , investment accounts , loan 
accounts , etc. 
[ 0076 ] Depending upon the embodiment , the multi - ac 
count data 142 may include one or more different types of 
information obtained ( e.g. , by external data collection unit 
42 of FIG . 1 ) from one or more of FAMS 14 , cardholder 
computing devices 20 , merchant computing systems 22 , 
and / or other sources 24. For example , the multi - account data 
142 may include transaction data ( e.g. , transaction dates , 
amounts , locations , etc. ) from account records database 30 
of FAMS 14 , data indicative of IP addresses of cardholder 
computing devices 20 and / or devices in merchant computing 
systems 22 , Internet browsing and / or search history data 
from cardholder computing devices 20 ( or from an ISP 
computer system included in other sources 24 , etc. ) , vehicle 
telematics data from telematics systems of cardholder 
vehicles , home occupancy and / or usage data ( e.g. , smart 
appliance data ) from smart home systems of cardholders , 
and / or one or more other types of data . Some or all data 
within multi - account data 142 may be information that 
account holders or potential account holders have expressly 
consented to share with an entity associated with FAMS 14 
and / or AFSS 12 ( e.g. , in exchange for fraud protection 
services ) . 
[ 0077 ] The multi - account data 142 may be associated with 
multiple fraud determination labels , each indicating a type 
or class of fraud ( e.g. , " counterfeiting , ” “ lost or stolen card 
use , " " skimming , " " chargeback fraud , " " application fraud , " 
etc. ) , or indicating a lack of fraud , for example . In one 
embodiment , each of a number of data sets in the multi 
account data 142 is associated with at least one such 
classification / label , and includes data relating to a particular 
financial transaction , financial account , loan application , 
etc. , for which the fraud classification or classifications 
was / were made ( e.g. , after a previous iteration of process 
flow 140 , or after another manual and / or automated fraud 
investigation ) . Multi - account data 142 may include many 
( e.g. , thousands ) of data sets labeled with various known 
fraud classifications . 
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occurred . The final determination made at process stage 156 , 
and information used to make that determination ( e.g. , the 
first account data 150 and potentially other data ) , may be fed 
back into process stage 144 to provide additional labeled 
data for purposes of updating the rules . In some embodi 
ments , the ( preliminary ) fraud classification made at process 
stage 152 may also be fed back into process stage 144 to help 
the machine learning program identify instances in which 
the preliminary classifications at process stage 152 were 
incorrect . Process stage 144 may then update the fraud 
classification rules in ways that seek to prevent or reduce 
such instances in the future . 

[ 0078 ] At a process stage 144 , the multi - account data 142 
may be analyzed to generate fraud classification rules ( e.g. , 
to be stored in ML rules database 58 ) . As described above in 
connection with process stage 84 of process flow 80 , any 
suitable type of supervised machine learning program / tech 
nique ( s ) may be used . Generally , process stage 144 may 
serve to identify which type ( s ) of transaction data is / are 
probative of the particular type of fraud ( if any ) that has 
occurred . Process stage 144 may also determine the data 
values and / or combinations that are probative of the par 
ticular type of fraud ( if any ) that has occurred . 
[ 0079 ] At a process stage 146 , the rules generated or 
updated at process stage 144 may be applied to first account 
data 150. The first account data 150 may be associated with 
a particular account and a particular customer ( e.g. , a 
cardholder associated with a particular one of computing 
devices 20 ) . The types of data included in first account data 
150 may depend upon which types of data were determined , 
by process stage 144 , to be relevant to fraud classification . 
For example , the first account data 150 may include infor 
mation obtained ( e.g. , by external data collection unit 42 ) 
from one or more of FAMS 14 , one of cardholder computing 
devices 20 ( i.e. , the device associated with the customer 
holding or applying for the first account ) , one or more of 
merchant computing systems 22 , and / or one or more of other 
sources 24. Some specific examples of rules that may be 
generated by process stage 144 , and applied at process stage 
146 , are described below in connection with FIG . 4C . 
[ 0080 ] Process stage 146 may output data ( e.g. , a message 
or code ) that is used to classify suspected fraudulent activity 
( in connection with the account associated with first account 
data 150 ) at a process stage 152. For example , process stage 
152 may assign a classification of “ counterfeiting ” if process 
stage 146 determined that the first account data 150 indi 
cated a number of circumstances that , according to the rules 
generated at process stage 144 , are known to be correlated 
with counterfeiting activity ( e.g. , two “ card present ” trans 
actions occurring in different states within the same one 
hour time period , etc. ) . In some embodiments and / or sce 
narios , two or more classifications may concurrently be 
assigned to first account data 150. For example , process 
stage 146 may determine a set of probabilities for a set of 
two or more potential types of fraud , and process stage 152 
may assign each classification , with each respective prob 
ability , to first account data 150. Moreover , in some embodi 
ments and scenarios , process stage 152 may assign a clas 
sification that corresponds to an absence of any suspected 
fraud ( e.g. , " no fraud ” ) . 
[ 0081 ] At a process stage 154 , if process stage 152 
assigned a lassification other than one indicating the 
absence of suspected fraud , the first account data 150 , and / or 
other information associated with the account and the sus 
pected class of fraud , may be analyzed in depth to make a 
final fraud determination at a process stage 156. Generally , 
the fraud classification may be used to facilitate the analysis 
at process stage 154 , with process stage 154 including 
manual and / or automated fraud detection techniques . For 
example , personnel associated with AFSS 12 may use the 
fraud classification ( s ) to inform their strategy and / or focus 
with respect to conducting an in - depth fraud investigation . 
[ 0082 ] The additional analysis at process stage 154 may 
then result in a final fraud determination at process stage 
156. The final determination may indicate both whether 
fraud occurred and , if so , the class ( es ) type ( s ) of fraud that 

D. Exemplary Process Flow for Machine Learning of 
Application Fraud Detection Rules 
[ 0083 ] Referring now to FIG . 3D , an exemplary process 
flow 160 may generally be used to detect application fraud . 
“ Application fraud ” may generally refer to fraud in connec 
tion with the application for any type of financial account , 
loan and / or line of credit ( e.g. , mortgage loan , vehicle loan , 
small business loan , payday loan , home equity line of credit , 
credit card account , debit card account , checking account , 
savings account , investment account , etc. ) . In some embodi 
ments and / or scenarios , however , the application may be for 
non - financial purposes , such as an application for member 
ship in a particular group or institution , for example . 
[ 008 ] In the process flow 160 , multi - applicant search 
history data 162 may represent data associated with the 
Internet search history of a number ( e.g. , thousands ) of 
applicants . The multi - applicant search history data 162 may 
include search terms entered by the applicants using online 
search engine tools , for example , and / or the results of such 
searches ( e.g. , URLs , titles and / or contents of search 
results ) , for example . 
[ 0085 ] The multi - applicant search history data 162 may 
include data obtained ( e.g. , by external data collection unit 
42 of FIG . 1 ) from cardholder computing devices 20 , from 
one or more ISPs of other sources 24 , and / or from a third 
party aggregator of such information , for example . In some 
embodia ents , the multi - applicant search history data 162 
only includes data that the applicants have expressly con 
sented to share with an entity associated with FAMS 14 
and / or AFSS 12 ( e.g. , in exchange for consideration of their 
applications ) . 
[ 0086 ] As described above in connection with multi - ac 
count data 82 of process flow 80 , the multi - applicant search 
history data 162 may be associated with multiple fraud 
determination labels . In some embodiments , each label may 
be associated with a data set that corresponds to an appli 
cation submitted by a particular applicant , where the data set 
includes the corresponding portion of multi - applicant search 
history data 162 ( e.g. , the search terms and / or results asso 
ciated with the particular application ) . The labels may 
include final fraud determinations that were made via earlier 
iterations of the process flow 160 , and / or external to the 
process flow 160. Multi - applicant search history data 162 
may include many ( e.g. , thousands ) of positively and nega 
tively labeled data sets . 
[ 0087 ] At a process stage 164 , the multi - applicant search 
history data 162 may be analyzed to generate application 
fraud detection rules ( e.g. , to be stored in ML rules database 
58 ) . As described above in connection with process stage 84 
of process flow 80 , any suitable type of supervised machine 
learning program / technique ( s ) may be used . Generally , pro 
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cess stage 164 may serve to identify which type ( s ) of 
Internet search - related data is / are probative of whether 
application fraud has occurred , and to determine the data 
values and / or combinations that are probative of whether 
application fraud has occurred . 
[ 0088 ] At process stage 166 , the rules generated or 
updated at process stage 164 may be applied to first appli 
cant search history data 170. The first applicant search 
history data 170 may be associated with a particular appli 
cation and a particular applicant ( e.g. , a person associated 
with a particular one of computing devices 20 ) , for example . 
The types of data included in first applicant search history 
data 170 may depend upon which types of Internet search 
related data were determined , by process stage 164 , to be 
relevant to a fraud determination . The first applicant search 
history data 170 may include information obtained ( e.g. , by 
external data collection unit 42 ) from one of computing 
devices 20 ( i.e. , the device associated with the first appli 
cant ) , and / or from an ISP of other sources 24 , for example . 
Some specific examples of rules that may be generated by 
process stage 164 , and applied at process stage 166 , are 
described below in connection with FIG . 4D . 
[ 0089 ] Process stage 166 may output information indicat 
ing whether fraud is suspected in connection with the application corresponding to first applicant search history 
data 170. For example , process stage 166 may output a 
percentage probability , calculated according to the rules 
generated or updated at process stage 164 , that the applica 
tion was fraudulently made ( e.g. , by someone other than the 
purported applicant or an authorized representative thereof ) . 
As another example , process stage 166 may output a binary 
indicator of whether the application likely was , or likely was 
not , fraudulently made ( e.g. , by comparing a percentage 
probability to a threshold probability ) . 
[ 0090 ] In some embodiments , further analysis ( e.g. , a 
manual review , or further automated review using additional 
data sources , etc. ) is performed at an additional stage , shown 
in dashed lines in FIG . 3D as process stage 172. The 
additional analysis may then be used to make a final fraud 
determination ( e.g. , a final decision on whether application 
fraud occurred ) at process stage 174. In other embodiments , 
process stage 172 is omitted from process flow 160 , and 
process stage 174 merely represents the output of process 
stage 166. The final determination made at process stage 
174 , along with the first applicant search history data 170 
( and any other data ) used to make that determination , may 
be fed back into process stage 164 to provide additional 
labeled data for purposes of updating the rules . In some 
embodiments , a preliminary fraud determination made at 
process stage 166 is also fed back into process stage 164 , to 
allow the machine learning program to determine and 
improve upon past performance accuracy . 

used to determine whether an " unrecognized ” transaction 
( i.e. , one that the account holder does not recall , but does not 
necessarily report as fraudulent ) was unauthorized or 
fraudulent . 
[ 0092 ] In the process flow 180 , multi - account data 182 
may represent data associated with financial accounts of a 
number ( e.g. , thousands ) of account holders . For example , 
the multi - account data 182 may include data associated with 
financial transactions relating to credit card accounts , debit 
card accounts , savings accounts , checking accounts , etc. For 
ease of explanation , FIG . 3E will be described with refer 
ence to an embodiment in which the accounts are credit card 
accounts . 
[ 0093 ] In one embodiment , the multi - account data 182 
may include transaction data ( e.g. , transaction dates , 
amounts , locations , etc. ) obtained from FAMS 14 ( e.g. , by 
external data collection unit 42 of FIG . 1 ) . In some embodi 
ments , however , the multi - account data 182 also includes 
information obtained from cardholder computing devices 
20 , merchant computing systems 22 , and / or other sources 
24. For example , the multi - account data 182 may include , in 
addition to transaction data from account records database 
30 of FAMS 14 , data indicative of IP addresses of cardholder 
computing devices 20 and / or devices in merchant computing 
systems 22 , Internet browsing and / or search history data 
from cardholder computing devices 20 ( or from an ISP 
computer system included in other sources 24 , etc. ) , vehicle 
telematics data from telematics systems of cardholder 
vehicles , home occupancy and / or usage data ( e.g. , smart 
appliance data ) from smart home systems of cardholders , 
autonomous vehicle data , smart vehicle data , mobile device 
data , vehicle or mobile device GPS data , and / or one or more 
other types of data . Some or all data within multi - account 
data 182 may be information that account holders or poten 
tial account holders have expressly consented to share with 
an entity associated with FAMS 14 and / or AFSS 12 ( e.g. , in 
exchange for fraud protection services ) . 
[ 0094 ] As described above in connection with multi - ac 
count data 82 of process flow 80 , the multi - account data 182 
may be associated with multiple fraud determination labels 
( e.g. , “ fraud ” and “ no fraud , ” and / or more complex labels 
that indicate type / class , such as “ lost / stolen card use , ” etc. ) . 
In some embodiments , each label may be associated with a 
data set that includes the corresponding portion of multi 
account data 182. The labels may include final fraud deter 
minations that were made via earlier iterations of the process 
flow 180 , and / or external to the process flow 180. Multi 
account data 182 may include many ( e.g. , thousands ) of 
positively and negatively labeled data sets . 
[ 0095 ] At a process stage 184 , the multi - account data 182 
may be analyzed to generate query generation rules ( e.g. , to 
be stored in ML rules database 58 ) . As described above in 
connection with process stage 84 of process flow 80 , any 
suitable type of supervised machine learning program / tech 
nique ( s ) may be used . Generally , process stage 184 may 
serve to identify which types of information are probative of 
whether fraud has occurred , and to craft rules that formulate 
queries to ascertain such information based upon account 
data . 
[ 0096 ] For example , process stage 184 may determine 
that , for a suspect “ card present ” transaction , a verified , 
non - fraudulent " card present ” transaction within 10 miles 
and 3 hours of the suspect transaction is probative of 
whether the suspect transaction was fraudulent . Based upon 

E. Exemplary Process Flow for Machine Learning of Fraud 
Dispute Resolution Rules 
[ 0091 ] Referring now to FIG . 3E , an exemplary process 
flow 180 may generally be used to facilitate the resolution of 
fraud disputes ( or potential disputes ) with customers / ac 
count holders . For example , the process flow 180 may be 
used to determine whether a reportedly unauthorized or 
fraudulent transaction ( e.g. , one that the account holder 
reported as such when looking at his or her account state 
ment ) was indeed unauthorized or fraudulent . In some 
embodiments , the process flow 180 may also , or instead , be 
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F. Exemplary Process Flow for Machine Learning of 
Document Fraud Detection Rules 

this finding , process stage 184 may also generate a rule 
specifying that a cardholder should be queried as to whether 
he / she can confirm making each “ card present ” transaction 
within 10 miles and 3 hours of the suspect transaction . As 
another example , process stage 184 may determine that a 
merchant using a billing alias different from its legal and / or 
commonly - known name ( e.g. , by at least some threshold 
level of similarity , as measured by number of similar char 
acters , order of characters , etc. ) is probative of whether the 
cardholder authorized a transaction associated with that 
billing alias . Based upon this finding , process stage 184 may 
generate a rule specifying that a cardholder should be 
queried as to whether he / she is aware of a billing alias used 
for a suspect transaction if that billing alias is sufficiently 
different from the legal / common name of the merchant . 
[ 0097 ] At process stage 186 , the rules generated or 
updated at process stage 184 may be applied to first account 
data 190. The first account data 190 may be associated with 
a particular cardholder , such as a cardholder associated with 
a particular one of cardholder computing devices 20 , for 
example . The types of data included in first account data 190 
may depend upon which types of data were determined , by 
process stage 184 , to be relevant to developing dispute 
resolution queries . Process stage 186 may generate a set of 
one or more queries in accordance with the rules and the 
contents of first account data . Some specific examples of 
rules that may be generated by process stage 184 and applied 
at process stage 186 , and the queries that may be generated 
as a result , are described below in connection with FIG . 4E . 
[ 0098 ] At a process stage 192 , the generated queries may 
be sent to the cardholder in one or more of various ways , 
such as sending the queries via SMS text message and / or 
email , and / or via a web browser or dedicated application 
executing on the one of cardholder computing devices 20 
that is associated with the cardholder , for example . At a 
process stage 194 , responses to the queries are received from 
the cardholder ( e.g. , via inputs made by the cardholder via 
the web browser or application , or a responsive SMS text 
message or email , etc. ) . In some embodiments , the rules 
generated or updated at process stage 184 specify the 
manner in which follow - up queries should be generated 
based upon the responses received at process stage 194 , and 
process stages 192 and 194 may be repeated multiple times . 
[ 0099 ] In some embodiments , further analysis ( e.g. , a 
manual review , or further automated review using additional 
data sources , etc. ) that makes use of the received responses 
is performed at an additional stage , shown in dashed lines in 
FIG . 3E as process stage 196. The additional analysis may 
then be used to make a final fraud determination ( e.g. , a final 
decision on whether fraud occurred , and / or on the type of 
fraud that occurred ) at process stage 198. In other embodi 
ments , process stage 196 is omitted from process flow 180 , 
and process stage 198 is based upon information from the 
cardholder . For example , the questions generated at process 
stage 192 may “ jog ” the cardholder's memory , and cause 
him or her to indicate that the transaction at issue was 
authorized . The final determination made at process stage 
198 , along with the first account data 110 ( and any other data 
used at process stage 196 ) , the queries generated at process 
stage 186 and / or the responses received at process stage 194 , 
may be fed back into process stage 184 to provide additional 
labeled data for purposes of updating the rules . 

[ 0100 ] Referring now to FIG . 3F , an exemplary process 
flow 200 may generally be used to detect fraud relating to 
documents , such as counterfeit and / or forged documents . 
The process flow 200 may be used in connection with 
various kinds of documents , such as checks ( e.g. , personal 
checks , cashier's checks , etc. ) , money orders , treasury bills , 
identification documents ( e.g. , social security cards , driver's 
licenses , passports , birth certificates , etc. ) , certification 
documents , and so on . 
[ 0101 ] In the process flow 200 , multi - document image 
data 202 may represent digital images of a number ( e.g. , 
thousands ) of physical documents of one or more types . The 
multi - document image data 202 may include images in one 
or more formats , such as raster formats ( e.g. , JPEG , TIFF , 
GIF , BMP , PNG , etc. ) and / or vector formats ( e.g. , CGM , 
SVG , etc. ) , for example . The multi - document image data 
202 may include data obtained ( e.g. , by external data col 
lection unit 42 of FIG . 1 ) from merchant computing systems 
22 ( e.g. , point - of - sale devices with cameras for document 
identification ) and / or from FAMS 14 ( e.g. , images of per 
sonal checks ) , for example . In some embodiments , the 
multi - document image data 202 may only include data 
representing images that customers ( or other individuals 
associated with the documents ) have expressly consented to 
share ( e.g. , as a prerequisite to making a purchase , or in 
exchange for fraud protection services , etc. ) . 
[ 0102 ] As described above in connection with multi - ac 
count data 82 of process flow 80 , the multi - document image 
data 202 may be associated with multiple fraud determina 
tion labels . In some embodiments , each label may be asso 
ciated with data representing a digital image of a particular 
document . The labels may include final fraud determinations 
( e.g. , “ fraud ” or “ no fraud , ” or more complex labels such as 
“ forgery , " " counterfeit , ” “ forgery - signature , " " counter 
feitangular line offset ( s ) outside tolerance , ” etc. ) that were 
made via earlier iterations of the process flow 200 , and / or 
external to the process flow 200. Multi - document image data 
202 may include many ( e.g. , thousands ) of positively and 
negatively labeled data sets . 
[ 0103 ] At a process stage 204 , the multi - document image 
data 202 may be analyzed to generate document fraud 
detection rules ( e.g. , to be stored in ML rules database 58 ) . 
As described above in connection with process stage 84 of 
process flow 80 , any suitable type of supervised machine 
learning program / technique ( s ) may be used . Generally , pro 
cess stage 204 may serve to identify which characteristics of 
a document are probative of whether the document is 
counterfeit , and to determine the ranges , tolerances , etc. , that 
are probative of whether the document is counterfeit . In 
some embodiments , process stage 204 also , or instead , 
identifies which characteristics of information entered in 
document fields are probative of whether the document was 
forged ( e.g. , drafted or populated by someone other than the 
person purported to have drafted or populated the docu 
ment ) . 
[ 0104 ] At process stage 206 , the rules generated or 
updated at process stage 204 may be applied to first docu 
ment image data 210. The first document image data 210 
may be digital image data corresponding to a particular , 
physical document . The first document image data 210 may 
include information obtained ( e.g. , by external data collec 
tion unit 42 ) from one of merchant computing systems 22 
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( e.g. , for real - time verification of an identification or other 
document presented during or prior to a sale ) , or from FAMS 
14 ( e.g. , for real - time or batch - processing verification of a 
personal check prior to clearing the check ) , for example . 
Some specific examples of rules that may be generated by 
process stage 204 , and applied at process stage 206 , are 
described below in connection with FIG . 4F . 
[ 0105 ] Process stage 206 may output information indicat 
ing whether fraud is suspected in connection with the 
document corresponding to first document image data 210 . 
For example , process stage 206 may output two percentage 
probabilities calculated according to the rules generated or 
updated at process stage 204 , with the first indicating the 
likelihood that the document is counterfeit and the second 
indicating the likelihood that the document includes forged 
content . As another example , process stage 206 may output 
binary indicators of whether the document likely is , or likely 
is not , counterfeit and / or includes forged content ( e.g. , by 
comparing percentage probabilities to threshold probabili 
ties ) . 
[ 0106 ] In some embodiments , further analysis ( e.g. , a 
manual review , or further automated review using additional 
data sources , etc. ) may be performed at a process stage 212 . 
The additional analysis may then be used to make a final 
fraud determination ( e.g. , a final decision on whether the 
document is fraudulent ) at process stage 214. For example , 
the process stage 206 may act as a filter , and flag only those 
documents having a relatively high probability of being 
fraudulent . In this manner , a considerably smaller amount of 
human and / or processing resources may be consumed at 
process stage 212 . 
[ 0107 ] The final determination made at process stage 214 , 
along with the first document image data 210 used to make 
that determination , may be fed back into process stage 204 
to provide additional labeled data for purposes of updating 
the rules . In some embodiments , a preliminary fraud deter 
mination made at process stage 206 may also be fed back 
into process stage 204 , to allow the machine learning 
program to determine and improve upon past performance / 
accuracy . 
IV . Exemplary Rules for Fraud Detection and / or Classifica 
tion 
[ 0108 ] FIGS . 4A - 4F depict exemplary factors and algo 
rithms that may be used in connection with various fraud 
detection and / or classification rules , according to different 
embodiments . It is noted that the rule sets corresponding to 
FIGS . 4A - 4F are purely for purposes of illustration and are 
not limiting . Particularly in embodiments where machine 
learning is utilized , for example , the algorithms and / or 
factors may be far more complex , and / or less intuitive , than 
some or all of the examples shown in FIGS . 4A - 4F . 

applied to all transactions , a review process applied only to 
those transactions that were flagged by a preliminary fraud 
alert , or a review process applied only after a cardholder 
reports the transaction as unauthorized , for example . 
[ 0110 ] The factors considered under the rule set 220 may 
include a number of interest - based factors 222 and a number 
of location - based factors 224. The interest - based factors 222 
may relate to the cardholder's interest ( or non - interest ) in a 
product or service purchased via the transaction , and / or the 
merchant providing the product or service , while the loca 
tion - based factors 224 may relate to the cardholder's loca 
tion or probable location . 
[ 0111 ] As seen in FIG . 4A , the interest - based factors 222 
may include : ( 1 ) whether the cardholder searched online for 
the specific product or service purchased via the transaction 
at issue ( e.g. , by determining whether search terms entered 
by the cardholder included the name of the product or 
service involved in the transaction , or included a description 
of the product or service , etc. ) ; ( 2 ) whether the cardholder 
visited a website associated with the merchant ( e.g. , by 
comparing URLs of web sites visited by the cardholder to a 
known URL of the merchant's website , or by searching the 
contents of websites visited by the cardholder for the mer 
chant's name , etc. ) ; ( 3 ) whether the cardholder endorsed the 
merchant , or the product or service provided by the mer 
chant , via a social media account of the cardholder ( e.g. , by 
determining whether the cardholder " liked " the merchant , 
product or service via his or her Facebook account , etc. ) ; 
( 4 ) whether the cardholder visited a website associated with 
a competitor of the merchant ( e.g. , by comparing URLs of 
web sites visited by the cardholder to known URLs of 
known competitors ' websites , or by searching the contents 
of websites visited by the cardholder for the competitors ' 
names , etc. ) ; ( 5 ) whether the cardholder searched online for 
a different product or service in the same price range as the 
transaction amount ( e.g. , by analyzing search terms and / or 
results , and / or by analyzing URLs or contents of websites 
visited by the cardholder and comparing prices of products / 
services , etc. ) ; and / or ( 6 ) whether the cardholder entered 
search terms indicative of the cardholder's need for the 
product or service ( e.g. , by determining that the cardholder 
entered search terms including “ pipe leak ” prior to the 
purchase of new plumbing hardware , or “ computer repair ” 
prior to the purchase of a new hard drive , etc. ) . In other 
embodiments , the interest - based factors 222 may include 
more , fewer and / or different factors than those shown in 
FIG . 4A . 
[ 0112 ] As is also seen in FIG . 4A , the location - based 
factors 224 may include : ( 1 ) whether the cardholder 
“ checked in ” to a flight having a destination near the location 
where the transaction was initiated ( e.g. , by determining 
whether the cardholder checked in to a flight having a 
destination at the city in which the transaction occurred , or 
within a threshold number of miles of the city in which the 
transaction occurred , etc. ) ; ( 2 ) whether the cardholder vis 
ited a website associated with a place near ( or in ) which the 
transaction was initiated ( e.g. , by comparing URLs of web 
sites visited by the cardholder to URLs of websites known 
to be associated with particular areas , and / or by searching 
the contents of websites visited by the cardholder for loca 
tion or area names , etc. ) ; and / or ( 3 ) whether the cardholder 
endorsed a place near ( or in ) which the transaction was 
initiated via a social media account of the cardholder ( e.g. , 
by determining whether the cardholder " liked " the geo 

A. Exemplary Fraud Detection Rule Set Using Online 
Activity 
[ 0109 ] Referring first to FIG . 4A , an exemplary rule set 
220 ( e.g. , generated at process stage 104 of FIG . 3A ) may 
use various factors relating to online activity of a cardholder 
to detect fraud in connection with a particular credit or debit 
card transaction . The rule set 220 may correspond to a 
particular embodiment and scenario in which the transaction 
at issue is a " card present ” transaction , and in which the rule 
set 220 seeks to determine whether the cardholder made or 
otherwise authorized the transaction . The rule set 220 may 
be incorporated into a review process that is generally 
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graphic area , attraction or other place via his or her Face 
book account , etc. ) . In other embodiments , the location 
based factors 224 may include more , fewer and / or different 
factors than those shown in FIG . 4A . 
[ 0113 ] Generally , the data indicative of whether the cir 
cumstance corresponding to each of interest - based factors 
222 and / or location - based factors 224 is present / true for a 
particular cardholder may be included in the first customer 
online activity data 110 described above in connection with 
FIG . 3A . For example , external data collection unit 42 of 
FIG . 1 may obtain the search terms , URLs , user online 
selections , etc. , needed to determine whether the various 
factors exist , from the cardholder's computing device ( e.g. , 
one of cardholder computing devices 20 ) and / or from an ISP 
of other sources 24 . 
[ 0114 ] As is also seen in FIG . 4A , each of the interest 
based factors 222 and location - based factors 224 may be 
associated with a particular score or weighting value . In the 
rule set 220 shown in FIG . 4A , a total score may be 
calculated based upon which factors are , or are not , present 
( e.g. , add 94 points if it is determined that the cardholder 
searched for the particular lawnmower model that was 
purchased , add another 80 points if the transaction was a 
" card present ” transaction in the Chicago suburb of Joliet 
and the cardholder checked in to a flight to Chicago just 
prior to the transaction , etc. ) . 
[ 0115 ] In some embodiments , certain factors may instead 
be associated with negative scores ( e.g. , minus 80 if the 
cardholder checked in to a flight with a destination at least 
200 miles from the site of the transaction and within one day 
of the transaction , etc. ) . Moreover , certain factors may be 
associated with metrics or algorithms that determine how 
heavily those factors are weighed . As indicated in FIG . 4A , 
for example , search terms entered by the cardholder may be 
used to calculate a “ need score ” X ( e.g. , where X is based 
upon frequency of certain search terms being used , the 
amount of time spent clicking through search results , the 
magnitude and / or urgency of a problem indicated by the 
search terms , etc. ) , with X then being used to calculate a 
score equal to 0.2X . 
[ 0116 ] The rule set 220 may then output the total score 
( e.g. , 94 + 80 = + 174 ) , a normalized total score , an indication 
of whether the total score exceeded a threshold ( e.g. , a 
threshold of +100 ) , a probability calculated based upon the 
total score , and / or some other indicator or measure of the 
existence or likelihood of fraud . In the example shown in 
FIG . 4A , it can be seen that larger scores generally corre 
spond to a greater probability that the transaction was made 
or authorized by the cardholder . If the transaction is being 
automatically reviewed ( e.g. , to determine whether a fraud 
alert is appropriate , without any initial input from the 
cardholder ) , this may mean that a lower score corresponds 
to a higher probability of fraud . Conversely , if the cardholder 
had reported the transaction as being fraudulent , a higher 
score may correspond to a higher probability of fraud ( i.e. , 
fraud on the part of the cardholder ) . 
[ 0117 ] In some embodiments , the rule set 220 may also 
include one or more other types of factors not necessarily 
based upon online activities of the cardholder ( e.g. , whether 
GPS of the cardholder's smartphone or vehicle indicates that 
he or she was in that area shortly before or after the 
transaction , etc. ) , and / or may omit either interest - based 
factors 222 or location - based factors 224 . 

B. Exemplary Chargeback Candidate Detection Rule Set 
[ 0118 ] Referring next to FIG . 4B , an exemplary rule set 
230 ( e.g. , generated at process stage 124 of FIG . 3B ) may 
use various factors relating to a transaction between a 
cardholder and a merchant to determine whether the trans 
action should be flagged as a candidate for a chargeback 
( e.g. , to determine whether the transaction should be 
reviewed under a full set of chargeback rules associated with 
the appropriate card network entity ) . The rule set 230 may 
correspond to a particular embodiment and scenario in 
which the transaction at issue is a “ card present ” transaction . 
[ 0119 ] As seen in FIG . 4B , the factors considered under 
the rule set 230 may include : ( 1 ) whether an EMV chip card 
was not inserted in a point - of - sale EMV chip reader device 
of the merchant ; ( 2 ) whether a non - EMV card was not 
swiped in a point - of - sale device of the merchant ; ( 3 ) 
whether the card is past its expiration date ; ( 4 ) whether the 
transaction is for the same amount and / or date as another 
transaction involving the same card and merchant ( e.g. , by 
analyzing other transactions involving the same account and 
merchant within a particular time span ) ; and / or ( 2 ) whether 
the transaction is for greater than a threshold amount . For 
example , one of merchant computing systems 22 of FIG . 1 
( or an acquiring / merchant bank ) may provide transaction 
details that include the amounts , dates , etc. , to FAMS 14 for 
storage in account records database 30 , and external data 
collection unit 42 may then retrieve that information from 
account records database 30. Generally , the data indicative 
of whether the circumstance corresponding to each of the 
factors is present / true for a particular transaction may be 
included in the first account transaction data 130 described 
above in connection with FIG . 3B . In other embodiments , 
the factors considered under rule set 230 more , 
fewer and / or different factors than those shown in FIG . 4B . 
It is noted that , in some embodiments , one or more factors 
may simply relate to the desirability ( e.g. , from a card issuer 
perspective ) of further reviewing whether a chargeback is 
appropriate , without necessarily relating to the likelihood 
that a chargeback is appropriate . 
[ 0120 ] As is also seen in FIG . 4B , each of the factors may 
be associated with a particular score or weighting value . A 
total score may be calculated based upon which factors are , 
or are not , present ( e.g. , add 62 points if it is determined that 
the transaction has the same amount and date as another 
transaction occurring close in time and involving the same 
card and merchant ) . In some embodiments , certain factors 
may instead be associated with negative scores , and / or 
certain factors may be associated with metrics or algorithms 
that determine how heavily those factors are weighed . 
( 0121 ] The rule set 230 may then output the total score , a 
normalized total score , an indication of whether the total 
score exceeded a threshold , a probability calculated based 
upon the total score , and / or some other indicator or measure 
of the likelihood that a chargeback is appropriate for the 
transaction . In the example shown in FIG . 4B , it can be seen that larger scores generally correspond to a greater prob 
ability that a chargeback is appropriate . 

may include 

C. Exemplary Fraud Classification Rule Set 
[ 0122 ] Referring now to FIG . 4C , an exemplary rule set 
240 ( e.g. , generated at process stage 144 of FIG . 3C ) may 
use a diverse array of factors to classify the type ( s ) of 
fraudulent activity , if any , that is / are suspected to be asso 
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the cardholder had visited a website associated with the 
merchant involved in the transaction . For example , external 
data collection unit 42 of FIG . 1 may retrieve online search 
information ( e.g. , search terms and / or results ) and / or URLS 
from the one of cardholder computing devices 20 that is 
associated with the cardholder , and / or from an ISP ( of other 
sources 24 ) used by the cardholder . In other embodiments , 
the chargeback fraud factors 246 may include more , fewer 
and / or different factors than those shown in FIG . 4C . 

ciated with an event or series of events . The rule set 240 may 
correspond to a particular embodiment and scenario in 
which the event at issue is a financial transaction involving 
a debit or credit card . In other embodiments and / or sce 
narios , however , the rule set 240 may classify fraudulent 
activity with respect to specific other types of events ( e.g. , 
loan applications ) , or may detect a variety of different event 
types ( e.g. , various types of financial transactions , loan or 
credit applications , etc. ) and broadly classify fraudulent 
activity in connection with the detected event types ( e.g. , 
lost / stolen card use , application fraud , etc. ) . 
[ 0123 ] In one embodiment , each potential classification 
( with the possible exception of “ no fraud ” ) may be associ 
ated with a number of factors probative of whether that 
type / class of fraud has occurred . As seen in FIG . 4C , for 
example , the rule set 240 may include counterfeit factors 
242 ( e.g. , factors indicating that a counterfeit card was used 
for the transaction ) , account takeover factors 244 ( e.g. , 
factors indicating that the transaction resulted from an 
unauthorized person gaining online access to the credit or 
debit card account itself , via phishing , malware or other 
means ) , chargeback fraud factors 246 ( e.g. , factors indicat 
ing that the cardholder made or otherwise authorized a 
purchase that the cardholder later contested ) and skimming 
factors 248 ( e.g. , factors indicating that the card information 
used for the transaction was obtained via a skimming card 
reader device illegally installed in an ATM , gas station pump 
or other location ) . In other embodiments , the rule set 240 
may also , or instead , include factors corresponding to one or 
more other fraud classifications ( e.g. , forgery , lost / stolen 
card use , etc. ) . 
[ 0124 ] As seen in FIG . 4C , the counterfeit factors 242 may 
include : ( 1 ) whether the suspect transaction and another , 
contemporaneous transaction ( e.g. , occurring within one 
hour , etc. ) in another state are both “ card present ” transac 
tions ; and / or ( 2 ) if the suspect transaction is a “ card present ” 
transaction , whether the card ( if an EMV chip card ) was not 
inserted in an EMV chip card reader . For example , one or 
more of merchant computing systems 22 of FIG . 1 ( or one 
or more acquiring / merchant banks ) may provide transaction 
details that include whether the transaction was “ card pres 
ent , ” whether the card was inserted in an EMV chip card 
reader , etc. , to FAMS 14 for storage in account records 
database 30 , and external data collection unit 42 may then 
retrieve that information from account records database 30 . 
In other embodiments , the counterfeit factors 242 may 
include more , fewer and / or different factors than those 
shown in FIG . 4C . 
[ 0125 ] The account takeover factors 244 may include : ( 1 ) 
whether the debit or credit card account password was 
changed within the 10 days prior to the transaction ; and / or 
( 2 ) whether the transaction was originated from an IP 
address not associated with the cardholder . For example , 
external data collection unit 42 may retrieve password 
change information from account records database 30 of 
FIG . 1 , which may log all password update activity , and / or 
may retrieve IP address information from one of merchant 
computing systems 22 ( e.g. , the computing system of the 
merchant involved in the transaction ) . In other embodi 
ments , the account takeover factors 244 may include more , 
fewer and / or different factors than those shown in FIG . 4C . 
[ 0126 ] The chargeback fraud factors 246 may include : ( 1 ) 
whether the cardholder had searched online for the product 
or service purchased via the transaction ; and / or ( 2 ) whether 

[ 0127 ] The skimming factors 248 may include : ( 1 ) the 
number ( X ) of earlier transactions in which the card used for 
the transaction at issue was used at an ATM machine or a gas 
station pump within the 10 days prior to the transaction at 
issue ; and / or ( 2 ) whether the transaction at issue originated 
from an IP address not associated with the cardholder . For 
example , external data collection unit 42 of FIG . 1 may 
retrieve transaction data indicating that certain past pur 
chases were made using gas station pump card readers , 
and / or indicating that the card was used for one or more 
ATM withdrawals , from account records database 30 , and / or 
may retrieve the originating IP address from the one of 
merchant computing systems 22 associated with the mer 
chant involved in the transaction at issue . In other embodi 
ments , the skimming factors 248 may include more , fewer 
and / or different factors than those shown in FIG . 4C . 

[ 0128 ] Generally , the data indicative of whether the cir 
cumstance corresponding to each of counterfeit factors 242 , 
account takeover factors 244 , chargeback fraud factors 246 
and / or skimming factors 248 is present / true for a particular 
transaction may be included in the first account data 150 
described above in connection with FIG . 3C , for example . 
[ 0129 ] As is also seen in FIG . 4C , each of the counterfeit 
factors 242 , account takeover factors 244 , chargeback fraud 
factors 246 and skimming factors 248 may be associated 
with a particular score or weighting value . The factors for 
each classification ( counterfeit , account takeover , charge 
back fraud , skimming ) may be used to calculate a total score 
specific to that classification . In the rule set 240 shown in 
FIG . 4C , for example , a counterfeit score may be calculated 
based upon which of factors 242 are , or are not , present , an 
account takeover score may be calculated based upon which 
of factors 244 are , or are not , present , and so on . In some 
embodiments , certain factors may instead be associated with 
negative scores , and / or certain factors ( e.g. , the first of 
skimming factors 248 shown in FIG . 4C ) may be associated 
with metrics or algorithms that determine how heavily those 
factors are weighed . 
[ 0130 ] For each classification / category , the rule set 240 
may output the total score , a normalized total score , an 
indication of whether the total score exceeded a threshold , a 
probability calculated based upon the total score , and / or 
some other indicator or measure of the likelihood that fraud 
of that particular type / class occurred in connection with the 
transaction . In the example shown in FIG . 4C , it can be seen 
that larger scores generally correspond to a greater prob 
ability that the respective classification is accurate . Refer 
ring back to FIG . 3C , the classification at process stage 152 
may be the classification having the highest score and / or 
probability under rule set 240 , or may include the score 
and / or probability for each classification , the top three 
classifications , etc. 
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D. Exemplary Application Fraud Detection Rule Set may generally correspond to a greater probability that the 
application was not populated and / or submitted by the 
purported applicant . [ 0131 ] Referring now to FIG . 4D , an exemplary rule set 

260 may use online search information ( e.g. , search terms , 
search results , clicked / selected search results , etc. ) to detect 
whether an application was fraudulent ( e.g. , not populated 
and / or submitted by the purported applicant ) . The rule set 
260 may have been generated at process stage 164 of FIG . 
3D , for example . The rule set 260 may be incorporated into 
a review process that is generally applied to all applications 
received by a particular entity or anti - fraud service , or a 
review process applied only to those applications that were 
flagged by a preliminary fraud alert , for example . 
[ 0132 ] The factors considered under the rule set 260 may 
generally be probative of whether the person that submitted 
the application ( e.g. , via a web browser , a dedicated appli 
cation , as an email attachment , by snail mail , etc. ) had 
performed one or more online searches indicating that he or 
she was trying to learn more about the purported applicant 
in order to populate particular fields of the application ( e.g. , 
a “ home address ” field , “ employment history ” fields , etc. ) . 
The “ purported applicant ” may be a person whose name 
appears in a name and / or signature field of the application , 
for example . 
[ 0133 ] As seen in FIG . 4D , the factors of exemplary rule 
set 260 may include : ( 1 ) whether the applicant used search 
terms that included the name of the purported applicant ; ( 2 ) 
whether the search terms also included the words " address " 
or “ residence ” ( and possibly other synonyms or near - syn 
onyms ) ; and / or ( 3 ) whether the search terms also included 
the words “ employer , ” “ job " and / or “ career ” ( and possibly 
other synonyms or near - synonyms ) . In other embodiments , 
the rule set 260 may include more , fewer and / or different 
factors than those shown in FIG . 4D . For example , the rule 
set 260 may include one or more factors relating to which 
search results appeared and / or were selected ( e.g. , “ clicked ” 
on after appearing on a user interface ) by the applicant . 
[ 0134 ] Generally , the data indicative of whether the cir 
cumstances corresponding to the factors of rule set 260 are 
present / true for a particular applicant may be included in the 
first applicant search history data 170 described above in 
connection with FIG . 3D . For example , external data col 
lection unit 42 of FIG . 1 may obtain the search terms , search 
results , search result user selections , etc. , needed to deter 
mine whether the various factors exist , from the applicant's 
computing device ( e.g. , similar to one of cardholder com 
puting devices 20 ) and / or from an ISP of other sources 24 . 
Access to such information may be made a condition of 
having the application be considered , for example . 
[ 0135 ] As is also seen in FIG . 4D , each of the factors of 
rule set 260 may be associated with a particular score or 
weighting value . A total score may then be calculated based 
upon which factors are , or are not , present . In some embodi 
ments , certain factors may instead be associated with nega 
tive scores , and / or certain factors may be associated with 
metrics or algorithms that determine how heavily those 
factors are weighed . 
[ 0136 ] The rule set 260 may then output the total score , a 
normalized total score , an indication of whether the total 
score exceeded a threshold , a probability calculated based 
upon the total score , and / or some other indicator or measure 
of the existence or likelihood of application fraud . In the 
example shown in FIG . 4D , it can be seen that larger scores 

E. Exemplary Fraud Dispute Resolution Rule Set 
[ 0137 ] Referring now to FIG . 4E , a flow diagram illus 
trates at least a portion of a process flow 270 implementing 
an exemplary rule set for fraud dispute , or potential fraud 
dispute , resolution ( e.g. , a rule set generated at process stage 
184 of FIG . 3E ) . The process flow 270 may be used to help 
resolve a dispute over a contested transaction , or to help a 
customer recall an unrecognized transaction , for example . 
FIG . 4E illustrates a process flow , rather than just a set of 
factors , in order to better illustrate an example process for 
generating queries based upon the generated rules , accord 
ing to one embodiment . The process flow 270 may corre 
spond to a particular embodiment and scenario in which the 
transaction subject to dispute or potential dispute is a credit 
or debit card transaction . 
[ 0138 ] In the exemplary process flow 270 , the rule set may 
specify that a process stage 272 determines whether the 
transaction was a “ card present ” transaction . If not , the rule 
set may specify that the flow proceed directly to a process 
stage 280. If so , however , the rule set may specify that the 
flow instead proceeds to a process stage 274 . 
[ 0139 ] The rule set may also specify that process stage 274 
determines whether at least one other transaction associated 
with the cardholder's account occurred within some thresh 
old number of hours ( X ) of the transaction at issue . If not , 
the rule set may specify that the flow proceeds directly to 
process stage 280. If so , however , the rule set may specify 
that the flow instead proceeds to a process stage 276 . 
[ 0140 ] Process stage 276 may generate one or more loca 
tion - related queries using transaction data associated with 
the cardholder's account . The queries may ask , for example , 
whether the cardholder was in ( or near ) one or more par 
ticular geographic areas or locations at various times . If the 
transaction at issue occurred in San Francisco , for example , 
with a first other “ card present ” transaction occurring in 
Santa Rosa four hours earlier and a second other " card 
present ” transaction occurring in San Jose two hours later , 
process stage 276 may generate one or more queries asking 
whether the cardholder made or authorized the earlier and / or 
later transactions , and / or whether the cardholder traveled on 
a route from Santa Rosa to San Jose that passed through San 
Francisco , etc. 
[ 0141 ] In some embodiments , the location - related queries 
are generated based upon data associated with events or 
circumstances other than transactions . For example , if the 
transaction at issue occurred in Sarasota , Fla . , and the data 
considered under the rule set indicates that the cardholder 
checked in to a flight to Tampa , process stage 276 may 
generate one or more queries asking whether the cardholder 
completed the flight , where the cardholder went after land 
ing in Tampa , etc. 
[ 0142 ] The rule set may also specify that process stage 280 
determines whether the transaction at issue is associated 
with a billing alias that is dissimilar to the name of the 
merchant involved in the transaction . For example , the 
computing system of the merchant ( e.g. , one of merchant 
computing systems 22 of FIG . 1 ) may have sent to FAMS 14 
a transaction record that identified the merchant by the alias , 
and was presented to the cardholder as an online or paper 
account statement . The determination at process stage 280 



US 2021/0264429 A1 Aug. 26 , 2021 
17 

may use the billing alias to identify a legal and / or common 
name of the merchant ( e.g. , using a relational database 
stored in AFSS 12 or FAMS 14 ) , and determine that there is 
at least some threshold level of dissimilarity ( e.g. , based 
upon difference of characters , character ordering , etc. ) 
between the billing alias and the merchant name . 
[ 0143 ] If the billing alias and merchant name are not 
sufficiently dissimilar , the rule set may specify that the flow 
proceeds directly to a process stage 284. If sufficiently 
dissimilar , however , the rule set may specify that the flow 
instead proceeds to a process stage 282. Process stage 282 
may generate a query relating to the billing alias that was 
presented to the cardholder . For example , the query may ask 
whether the cardholder is aware that the billing alias is used 
by that particular merchant . In some embodiments , process 
stage 282 may instead generate a message that simply 
informs the cardholder that the billing alias corresponds to 
the merchant , without posing a question . 
[ 0144 ] The rule set may specify that process stage 284 
generates one or more default queries . For example , one 
default query may ask whether the cardholder lent his or her 
card to a friend or family member around the time of the 
transaction . In some embodiments and / or scenarios , process 
stage 284 may be omitted from process flow 270. Generally , 
the queries ( and possibly non - query messages ) generated in 
process flow 270 may serve to help the cardholder recall 
whether the transaction was made or authorized , and / or 
process flow 270 may prompt the cardholder for responses 
that are considered by others ( e.g. , personnel of an entity 
associated with FAMS 14 of FIG . 1 ) to determine whether 
the transaction was likely fraudulent . 
[ 0145 ] Although not shown in FIG . 4E , in some embodi 
ments process flow 270 may include a number of iterative 
stages in which responses are received from the cardholder 
( e.g. , from the respective one of cardholder computing 
devices 20 in FIG . 1 ) and used to generate additional , more 
detailed questions for the cardholder . For example , if a first 
query asks whether the cardholder recalls personally making 
another “ card present ” transaction that occurred at a nearby 
time and place , and the cardholder responds “ no , " a new 
query may be generated asking whether the cardholder 
recalls personally making the next closest transaction in 
terms of time and / or location ) . 

[ 0148 ] As seen in FIG . 4F , the counterfeit factors 292 may 
include : ( 1 ) whether one or more absolute or relative dimen 
sions and / or angles of the document , or of lines , illustrations , 
patterns , etc. shown on the document ( excluding user 
entered contents in fields such as the signature line ) , are 
outside one or more predetermined tolerances ; ( 2 ) whether 
one or more colors on the document are outside a predeter 
mined tolerance ( e.g. , color / frequency range ) ; ( 3 ) whether 
one or more line thicknesses of the document ( excluding 
user - entered field contents ) are outside one or more prede 
termined tolerances ; and / or ( 4 ) whether one or more fonts on 
the document ( excluding user - entered field contents ) are 
outside one or more predetermined tolerances . For example , 
image analysis unit 52 may determine whether the ratio of 
the document length to the document width is within 0.1 % 
of an expected value . As another example , image analysis 
unit 52 may determine whether horizontal and vertical lines 
on the document are within 0.3 degrees of the horizontal and 
vertical edges of the document , respectively . As yet another 
example , image analysis unit 52 may determine whether a 
font used for a field descriptor or other text on the document 
matches an expected font ( e.g. , by meeting a similarity 
threshold measured in any suitable manner ) . In other 
embodiments , the counterfeit factors 292 may include more , 
fewer and / or different factors than those shown in FIG . 4F . 
[ 0149 ] The forgery factors 294 may include : ( 1 ) whether 
a signature entered in a signature field of the document 
match is outside a predetermined tolerance ( e.g. , using any 
suitable signature recognition technique ) ; ( 2 ) whether hand 
writing entered in one or more fields of the document is 
outside a predetermined tolerance ( e.g. , by applying a suit 
able handwriting recognition technique ) ; and / or ( 3 ) whether 
the format of information entered by a user in one or more 
fields does not match an expected format ( e.g. , using “ 9.12 . 
16 ” rather than the expected “ 9/12/2016 , ” as established 
based upon other documents known to have been populated 
and / or submitted by the purported applicant ) . In other 
embodiments , the forgery factors 294 may include more , 
fewer and / or different factors than those shown in FIG . 4F . 
[ 0150 ] Generally , the data indicative of whether the cir 
cumstances corresponding to counterfeit factors 292 and / or 
forgery factors 294 are present / true for a particular docu 
ment may be included in the first document image data 210 
described above in connection with FIG . 3F . 
[ 0151 ] As is also seen in FIG . 4F , each of the counterfeit 
factors 292 and forgery factors 294 may be associated with 
a particular score or weighting value . In the rule set 290 
shown in FIG . 4F , a total score may be calculated based upon 
which factors are , or are not , present . In some embodiments , 
certain factors may instead be associated with negative 
scores , and / or certain factors may be associated with metrics 
or algorithms that determine how heavily those factors are 
weighed . 
[ 0152 ] The rule set 290 may then output the total score , 
normalized total score , an indication of whether the total 
score exceeded a threshold , a probability calculated based 
upon the total score , and / or some other indicator or measure 
of the likelihood that the document is fraudulent . Alterna 
tively , the rule set 290 may output a separate total score , 
normalized score , probability , or other metric , for each of 
counterfeit factors 292 and forgery factors 294 , with the 
counterfeit metric indicating the likelihood that the docu 
ment is a counterfeit and the forgery metric indicating the 
likelihood that the document was fraudulently populated by 

F. Exemplary Document Fraud Detection Rule Set 

a 

[ 0146 ] Referring next to FIG . 4F , an exemplary rule set 
290 ( e.g. , generated at process stage 204 of FIG . 3F ) may 
use various factors relating to an imaged ( e.g. , photographed 
or scanned ) physical document to determine whether the 
document should be flagged as a candidate for a more 
in - depth ( e.g. , manual ) analysis / review for fraud purposes . 
The rule set 290 may correspond to a particular embodiment 
and scenario in which the document is one that includes at 
least a signature field ( e.g. , a personal check , a driver's 
license , etc. ) . 
[ 0147 ] The factors considered under the rule set 290 may 
include a number of counterfeit factors 292 and a number of 
forgery factors 294 , each of which may be evaluated by 
image analysis unit 52 of FIG . 1 using one or more image 
processing techniques . The counterfeit factors 292 may 
relate to the look , presentation , format and / or structure of the 
document , while the forgery factors 294 may relate to the 
substance , style or format of information entered in one or 
more fields of the document . 
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someone other than the purported person ( e.g. , by someone 
other than the person corresponding to the name , signature , 
address , etc. on the document ) . In the example shown in 
FIG . 4F , it can be seen that larger scores generally corre 
spond to a greater probability that the document is fraudu 
lent . In some embodiments , the rule set 290 also includes 
one or more other types of factors not shown in FIG . 4F , 
and / or omits either counterfeit factors 292 or forgery factors 
294 . 

V. Exemplary Methods for Fraud Detection & Classification 
[ 0153 ] FIGS . 5-10 depict flow diagrams of various exem 
plary computer - implemented methods that may be imple 
mented by one or more components of AFSS 12 of FIG . 1 . 
In one embodiment , AFSS 12 implements all of the methods 
corresponding to FIGS . 5-10 . In other embodiments , AFSS 
12 implements only a subset ( e.g. , one , two , etc. ) of the 
methods corresponding to FIGS . 5-10 . Each of the methods 
described below may be implemented by fraud detection / 
classification unit 36 of FIG . 1 , for example . 

A. Exemplary False Positive Identification 
[ 0154 ] FIG . 5 illustrates an exemplary computer - imple 
mented method 300 of using customer data to determine that 
geolocation - based fraud alerts are false positives . The 
method 300 may include , via one or more processors and / or 
transceivers ( or a trained machine learning program ) , deter 
mining whether the electronic fraud alert is geolocation 
based ( block 302 ) , and if so , with customer permission , then 
receiving customer data ( block 304 ) , such as via wireless 
communication or data transmission over one or more radio 
links or wireless communication channels . The customer 
data may be collected or generated via various processors , 
transceivers , or sensors associated with mobile devices , 
smart homes , and / or smart vehicles . The customer data may 
indicate or be associated with telematics , online activity , 
browsing activity , IP address , credit card , customer location , 
and / or financial transaction data . 
[ 0155 ] The method 300 may include determining whether 
two or more of the customer data sources include customer 
data indicating or confirming that the customer is traveling 
( block 306 ) . If so , the method 300 may include determining 
whether the current customer location corresponds to the 
financial transaction location ( block 308 ) . If so , the method 
300 may include not transmitting the electronic fraud alert to 
the customer's mobile device and / or flagging the fraud alert 
as a false positive ; and if not , then transmitting the electronic 
fraud alert to the customer's mobile device ( block 310 ) . 
[ 0156 ] FIG . 6 illustrates another exemplary computer 
implemented method 320 of using customer data to deter 
mine whether geolocation - based fraud alerts are false posi 
tives . The method 320 may include , via one or more 
processors and / or transceivers , receiving customer data 
( such as mobile device , smart home , smart vehicle , telem 
atics , online activity , IP address , credit card , location , and / or 
financial transaction data ) ( block 322 ) , such as via wireless 
communication or data transmission over one or more radio 
links or wireless communication channels . The method 320 
may include determining whether the customer is traveling 
using ( or based upon processor analysis of ) the customer 
data ( block 324 ) , such as by identifying that the current GPS 
location of the customer's mobile device and / or vehicle is 
outside of the customer's home address county or city . The 

method 320 may include receiving an electronic fraud alert 
associated with the customer ( block 326 ) , such as an alert 
associated with a potentially unauthorized financial transac 
tion being charged to the customer . The method 320 may 
include determining whether the reason the electronic fraud 
alert was generated was location - based ( block 328 ) , such as 
processor or machine learning program determining that a 
location associated with the financial transaction does not 
match a home address location or home city of the customer . 
If so , and if the customer is determined to be traveling , the 
method 320 may include determining whether the current 
customer GPS or other location , such as determined from 
mobile device , IP address , or vehicle location , corresponds 
to the financial transaction location ( block 330 ) . If so , the 
method 320 may further include not transmitting the elec 
tronic fraud alert to the customer's mobile device , and / or 
flagging the fraud alert as a false positive ; and if not , then 
transmitting the electronic fraud alert to the customer's 
mobile device ( block 332 ) . 
[ 0157 ] In one aspect , a computer - implemented method of 
using customer data to determine that geolocation - based 
fraud alerts are false positives may be provided . The method 
may include ( 1 ) determining , via the one or more processors , 
if an electronic fraud alert is a geolocation - based fraud alert 
( or otherwise generated based upon an unexpected or abnor 
mal transaction location ) , such as by inputting the fraud alert 
and / or financial transaction underlying data into a machine 
learning program trained to identify geolocation - based fraud 
alerts ; ( 2 ) if the electronic fraud alert is geolocation - based , 
then retrieving or receiving ( with customer permission or 
affirmative consent ) , via the one or more processors and / or 
transceivers , two or more sources of customer data over one 
or more radio frequency links ; ( 3 ) determining , via the one 
or more processors , if the customer data from two or more 
sources indicate or confirm that the customer is traveling 
( such as not currently at their home address or within a 
predetermined distance of their home address ) ; ( 4 ) if the 
customer data indicates that the customer is traveling , then 
determining , via the one or more processors , whether a 
current customer location indicated by the customer data 
retrieved matches , or corresponds to , the transaction loca 
tion ; and / or ( 5 ) if the current customer location corresponds 
to the transaction location , then marking , via the one or more 
processors , the electronic fraud alert as a false positive and 
not transmitting the electronic fraud alert to a customer 
mobile device to reduce an amount of false positives that are 
transmitted to customers . 
[ 0158 ] The method may further include receiving , via one 
or more processors and / or transceivers , transaction data 
associated with a financial transaction over a wireless com 
munication channel ; and inputting , via the one or more 
processors , the transaction data into a rules - engine to iden 
tify the financial transaction as potentially fraudulent and 
generate an electronic fraud alert . The customer data may be 
collected or generated by a mobile device and / or mobile 
device sensors , and include one or more current or past GPS 
locations . 

[ 0159 ] The customer data may be collected or generated 
by a vehicle controller or processor and / or vehicle - mounted 
sensors , and include one or more current or past GPS 
locations . The customer data may be collected or generated 
by a smart home controller and / or home - mounted sensors , 
and include data indicating whether or not a home of the 
customer is presently occupied or vacant , and / or how long 
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the home has been vacant . The customer data may include 
an IP address of a customer computing device , and include 
one or more current or past GPS locations . The customer 
data may include online , browsing , and / or social media 
activity received from a customer computing device . Addi 
tionally or alternatively , the customer data may include 
vehicle telematics data that includes one or more past or 
current GPS locations . 

[ 0160 ] If the current customer location does not match or 
correspond to the transaction location , then the method may 
include marking , via the one or more processors , the elec 
tronic fraud alert as verified and transmitting the electronic 
fraud alert to a customer mobile device to facilitate sending 
only confirmed fraud alerts to customers . The fraud alert 
may be determined to be geolocation - based when a financial 
transaction location is not within a predetermined distance 
of a customer home address . Additionally or alternatively , 
the fraud alert may be determined to be geolocation - based 
when a financial transaction location does not correspond to 
normal travel activity or locations frequented by , or associ 
ated with , the customer . 
[ 0161 ] In another aspect , a computer system configured to 
use customer data to determine that geolocation - based fraud 
alerts are false positives may be provided . The computer 
system may include one or more processors and / or trans 
ceivers configured to : determine if an electronic fraud alert 
is a geolocation - based fraud alert ( or otherwise generated 
based upon an unexpected or abnormal transaction location ) ; 
if the electronic fraud alert is geolocation - based , then 
retrieve or receive ( with customer permission or affirmative 
consent ) via wireless communication or data transmission 
two or more sources of customer data over one or more radio 
frequency links or wireless communication channels ; deter 
mine if the customer data from two or more sources indicate 
or confirm that the customer is traveling ( such as not 
currently at their home address or within a predetermined 
distance of their home address ) ; if the customer data indi 
cates that the customer is traveling , then determine whether 
a current customer location indicated by the customer data 
retrieved matches , or corresponds to , the transaction loca 
tion ; and / or if the current customer location corresponds to 
the transaction location , then mark the electronic fraud alert 
as a false positive and not transmit the electronic fraud alert 
to a customer mobile device to reduce an amount of false 
positives that are transmitted to customers . 

card issuer / bank or by another entity ( e.g. , by an entity 
associated with FAMS 14 or AFSS 12 of FIG . 1 ) , for 
example . 
[ 0163 ] Generally , the methods of FIGS . 7 and 10 may 
provide the benefit of avoiding unnecessary network com 
munications and / or computer processing associated with 
false positive fraud alerts , while the methods of FIGS . 8 and 
9 may provide the benefit of avoiding fraudulent transac 
tions in the first instance , without requiring more cumber 
some and / or time - consuming techniques ( e.g. , sending an 
authorization code to the authorized cardholder to verify a 
suspicious transaction ) . Moreover , all of the methods in 
FIGS . 7 through 10 may more accurately detect fraud by 
using the geographic location of the authorized cardholder in 
conjunction with the location of the transaction or the 
location of the computer used to enter card information . For 
example , while a $ 30 gas purchase 50 miles from the 
authorized cardholder's home may not look suspicious to a 
fraud detection algorithm , the transaction may become much 
more suspect if the cardholder is 10 miles away from that 
gas station at the time of the purchase . Similarly , an online 
purchase for an item that the authorized cardholder has often 
bought in the past may not look suspicious to some fraud 
detection algorithms , but may become much more suspect if 
the authorized cardholder was , at the time the card infor 
mation was entered at a computer , located a significant 
distance away from that computer . Further , the methods of 
FIGS . 7 through 10 may detect and / or prevent fraudulent 
transactions even when the physical debit or credit card has 
been stolen ( as opposed to only copying down the card 
number or “ skimming , ” etc. ) . 
[ 0164 ] Referring first to FIG . 7 , in one exemplary com 
puter - implemented method 400 , it may be determined that a 
fraud alert exists for a financial transaction ( block 402 ) . The 
fraud alert may be an electronic fraud alert generated by the 
device or system implementing the method 400 , or received 
from another device or system ( e.g. , from a card issuer 
system , such as FAMS 14 of FIG . 1 , via a network such as 
network 26 of FIG . 1 ) , for example . The financial transac 
tion may be a card - present transaction that is associated with 
a debit or credit card account , and was purportedly entered 
into by an authorized cardholder associated with the 
account . 
[ 0165 ] A first geographic location , at which information 
associated with the account was obtained , may be deter 
mined ( block 404 ) . The information associated with the 
account may have been obtained by swiping or inserting the 
card in a device ( e.g. , part of one of merchant computing 
systems 22 of FIG . 1 ) in connection with the financial 
transaction , for example . In some embodiments and / or sce 
narios , the first geographic location may be identified based 
upon location information included in a field of transaction 
data associated with the financial transaction , such as trans 
action data that was retrieved from an account records 
database ( e.g. , database 30 of FIG . 1 ) . 
[ 0166 ] In some embodiments and / or scenarios , block 404 
may occur prior to block 402 , in which case block 402 may 
include comparing the first geographic location to a set of 
one or more locations known to be typical or expected for 
the authorized cardholder ( e.g. , a home address , city and / or 
state ) , and / or may include generating the fraud alert in 
response to determining that the first geographic location 
does not correspond to ( e.g. , is not at , or not within a 
threshold distance of ) the set of typical / expected locations . 

B. Exemplary Use of Cardholder Location to Identify or 
Prevent Fraud 

[ 0162 ] FIGS . 7 through 10 illustrate exemplary computer 
implemented methods that use information about the loca 
tions of authorized cardholders ( e.g. , the primary cardholder , 
or another individual listed on the account ) to prevent false 
positive fraud alerts , or to block potentially fraudulent 
financial transactions . FIGS . 7 and 8 correspond to card 
present financial transactions ( e.g. , where an individual 
swipes the card or inserts the card in a chip reader , or where 
a merchant does so on behalf of that individual after being 
handed the card ) , and FIGS . 9 and 10 correspond to online 
financial transactions ( e.g. , where an individual types card 
information into a website page configured to accept such 
information in connection with a desired transaction ) . The 
methods of FIGS . 7 through 10 may be implemented by a 
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[ 0167 ] The time of the financial transaction may also be 
determined ( block 406 ) . In some embodiments and / or sce 
narios , the time may be identified based upon time infor 
mation ( e.g. , a time stamp ) included in a particular field of 
transaction data associated with the financial transaction , 
such as the transaction data described above . 
[ 0168 ] It may also be determined , based upon geolocation 
data indicating one or more geographic locations of the 
authorized cardholder ( e.g. , over a period of time ) , that the 
authorized cardholder was at a second geographic location at 
the time of the financial transaction ( block 408 ) . The geo 
location data may be time - stamped data received from a 
third party server with the express consent of the authorized 
cardholder , or retrieved from a database in which the data 
was stored ( with the cardholder's express consent ) after 
being received from a mobile device of the cardholder , for 
example . The geolocation data may include GPS data ( e.g. , 
collected by a smartphone or other mobile device of the 
authorized cardholder ) , data indicating identifiers and / or 
signal strengths of WiFi access points that were near the 
cardholder ( e.g. , collected by a smartphone or other mobile 
device of the authorized cardholder ) , data indicating that the 
authorized cardholder had " checked in ” at a particular 
location ( e.g. , via a social media or other application ) , data 
indicating that the authorized cardholder used a smart appli 
ance at a known location ( e.g. , at the cardholder's home ) , 
and / or other types of data indicative of the cardholder's 
locations at particular times . The location of the cardholder 
at the time of the financial transaction may be determined by 
matching a time - stamp to the time determined at block 406 , 
using a location with a time - stamp that corresponds to a 
nearest time ( e.g. , so long as that time is within some 
threshold time of the time determined at block 406 ) , or in 
another suitable manner . 
[ 0169 ] It may then be determined that the second geo 
graphic location corresponds to the first geographic location 
( block 410 ) . For example , it may be determined at block 410 
that the first and second geographic locations are the same 
( e.g. , the same city ) , are within a same geographic territory 
( e.g. , cities within the same state ) , or are within a threshold 
distance of each other ( e.g. , cities or more precise locations 
within 50 miles of each other , 100 miles of each other , etc. ) . 
[ 0170 ] In response to the determination at block 410 , the 
fraud alert may be marked as a false positive ( block 412 ) , 
such that no fraud alert is sent to the authorized cardholder 
in connection with the financial transaction . For example , a 
“ verified ” flag or field associated with the fraud alert may be 
set to a value of “ O ” or “ false ” at block 412 , and a 
notification unit ( e.g. , notification unit 56 of FIG . 1 ) may 
decide not to send the fraud alert to the authorized card 
holder's mobile device and / or other computing device ( e.g. , 
as an email or text message ) based upon the flag or field 
value . 
[ 0171 ] Referring next to FIG . 8 , in an exemplary com 
puter - implemented method 420 , a request to authorize a 
financial transaction may be received ( block 422 ) . The 
financial transaction may be a card - present transaction that 
is associated with a debit or credit card account , and is 
purportedly being entered into by an authorized cardholder 
associated with the account . As will be understood from the 
description that follows , the financial transaction , in the 
method 420 , is one that has not yet been fully executed . The 
request may have been automatically or manually generated 
by the card issuer when deciding whether to clear the 

transaction , or automatically or manually generated by a 
merchant shortly after receiving credit card information 
( e.g. , by a swipe or insertion of the card ) , for example . The 
request may include the credit card information ( e.g. , credit 
card number , expiration date and / or security code ) and / or 
other information relating to the financial transaction . 
[ 0172 ] A first geographic location , at which information 
associated with the account was obtained ( e.g. , by swiping 
or inserting the card in connection with the financial trans 
action ) , may be determined ( block 424 ) . Block 424 may be 
similar to block 404 of the method 400 , for example . In 
some embodiments and / or scenarios , however , the first 
geographic location is determined by identifying the loca 
tion as specified in the request received at block 422 . 
[ 0173 ] It may also be determined , based upon geolocation 
data indicating one or more geographic locations of the 
authorized cardholder , that the authorized cardholder was at 
a second geographic location at the time of the financial 
transaction ( block 426 ) . The geolocation data and / or the 
source of such data may be similar to that described above 
in connection with block 408 of the method 400 , for 
example . In some embodiments and / or scenarios , however , 
the geolocation data may not be time - stamped , or such time 
stamps may exist but not be utilized . For example , it may be 
known that the financial transaction is currently in process , 
and therefore the second geographic location may be the 
current location of the authorized cardholder . 
[ 0174 ] It may then be determined that the second geo 
graphic location does not correspond to the first geographic 
location ( block 428 ) . For example , it may be determined at 
block 428 that the first and second geographic locations are 
not the same ( e.g. , not the same city ) , are not within a same 
geographic territory ( e.g. , not cities within the same state ) , 
or are not within a threshold distance of each other ( e.g. , not 
cities or other , more specific locations within 50 miles of 
each other , 100 miles of each other , etc. ) . 
[ 0175 ] In response to the determination at block 428 , the 
financial transaction may be prevented from being executed 
( block 430 ) . If the method 420 is implemented by a com 
puting system of the card issuer , for example , block 430 may 
include not clearing the financial transaction . As another 
example , a merchant terminal ( e.g. , part of one of merchant 
computing systems 22 of FIG . 1 ) sending the request 
received at block 422 ( or that is otherwise associated with 
the financial transaction ) may be sent a fraud alert indicating 
that the transaction may be fraudulent and / or should not be 
completed . In yet another example embodiment , the fraud 
alert may be sent to a computing system of the card issuer 
( e.g. , if the request received at block 422 was received from 
such a computing system ) . 
[ 0176 ] Referring next to FIG . 9 , in an exemplary com 
puter - implemented method 440 , a request to authorize a 
financial transaction may be received ( block 442 ) . The 
financial transaction may be an online transaction that is 
associated with a debit or credit card account , and is 
purportedly being entered into by an authorized cardholder 
associated with the account . As with the method 420 , the 
financial transaction , in the method 440 , is one that has not 
yet been fully executed . The request may have been auto 
matically or manually generated by the card issuer when 
deciding whether to clear the transaction , or automatically or 
manually generated by a merchant shortly after receiving 
credit card information ( e.g. , shortly after the merchant 
computing system received credit card information that was 
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manually entered by a person purporting to be the authorized 
cardholder ) , for example . The request may include the credit 
card information ( e.g. , credit card number , expiration date 
and / or security code ) and / or other information relating to the 
financial transaction . 
[ 0177 ] A computing device at which information associ 
ated with the card account ( e.g. , the card number , expiration 
date , and / or three- or four - digit security code ) was entered in 
connection with the financial transaction may be identified 
( block 444 ) . The computing device may be identified by 
receiving an IP address of the computing device from the 
computing system of the merchant associated with the 
financial transaction ( either directly , or via the card issuer ) , 
for example . 
[ 0178 ] A first geographic location , at which the computing 
device identified at block 444 resides , may be determined 
( block 446 ) . In some embodiments and / or scenarios , the first 
geographic location is determined by using the IP address of 
the computing device . For example , the IP address itself may 
indicate physical location ( at a high level of generality ) , or 
the IP address may be used as a key to a location database 
that relates IP addresses to more specific physical locations . 
With respect to the latter embodiment , for instance , a 
computing system implementing the method 440 may , as a 
part of its fraud prevention services , ask cardholders to 
voluntarily register any fixed - location computers ( e.g. , desk 
top computers ) that they expect to use for online purchases , 
with the registration process including sending ( from each 
such computer ) a message specifying the physical location 
of the computer . In still other embodiments and / or scenarios , 
the first geographic location is determined by identifying a 
location specified in the request received at block 442 , or in 
another suitable manner . 
[ 0179 ] It also be determined , based upon geolocation 
data indicating one or more geographic locations of the 
authorized cardholder , that the authorized cardholder was at 
a second geographic location at the time of the financial 
transaction ( block 448 ) . The geolocation data and / or the 
source of such data may be similar to that described above 
in connection with block 408 of the method 400 , for 
example . In some embodiments and / or scenarios , however , 
the geolocation data may not be time - stamped , or such time 
stamps may exist but not be utilized . For example , it may be 
known that the financial transaction is currently in process , 
and therefore the second geographic location may be the 
current location of the authorized cardholder . 
[ 0180 ] It may then be determined that the second geo 
graphic location does not correspond to the first geographic 
location ( block 450 ) . Block 450 may be similar to block 428 
of the method 420 , for example . In response to the deter 
mination at block 450 , the financial transaction may be 
prevented from being executed ( block 452 ) . Block 452 may 
be similar to block 430 of the method 420 , for example . 
[ 0181 ] Referring next to FIG . 10 , in an exemplary com 
puter - implemented method 460 , it may be determined that a 
fraud alert exists for a financial transaction ( block 462 ) . The 
fraud alert may be an electronic fraud alert generated by the 
device or system implementing the method 460 , or received 
from another device or system ( e.g. , from a card issuer 
system , such as FAMS 14 of FIG . 1 , via a network such as 
network 26 of FIG . 1 ) , for example . The financial transac 
tion may be an online transaction that is associated with a 
debit or credit card account , and is purportedly entered into 
by an authorized cardholder associated with the account . 

[ 0182 ] A computing device at which information associ 
ated with the card account ( e.g. , the card number , expiration 
date , and / or three - or four - digit security code ) was entered in 
connection with the financial transaction may be identified 
( block 464 ) . Block 464 may be similar to block 444 of the 
method 440 , for example . 
[ 0183 ] A first geographic location , at which the computing 
device identified at block 464 resides , may be determined 
( block 466 ) . In some embodiments and / or scenarios , the first 
geographic location may be identified based upon an IP 
address , of the computing device , that may be specified in a 
particular field of transaction data that is retrieved from an 
account records database ( e.g. , database 30 of FIG . 1 ) . In 
other embodiments and / or scenarios , the first geographic 
location itself may be specified in such a field . 
[ 0184 ] In some embodiments and / or scenarios , block 466 
may occur prior to block 462 , in which case block 462 may 
include comparing the first geographic location to a set of 
one or more locations known to be typical or expected for 
the authorized cardholder ( e.g. , a home address , city and / or 
state ) , and / or may include generating the fraud alert in 
response to determining that the first geographic location 
does not correspond to ( e.g. , is not at , or not within a 
threshold distance of ) the set of typical / expected locations . 
[ 0185 ] The time of the financial transaction may also be 
determined ( block 468 ) . In some embodiments and / or sce 
narios , the time may be identified based upon time infor 
mation ( e.g. , a time stamp ) included in a particular field of 
transaction data associated with the financial transaction , 
such as transaction data that is retrieved from an account 
records database ( e.g. , database 30 of FIG . 1 ) . 
[ 0186 ] It may also be determined , based upon geolocation 
data indicating one or more geographic locations of the 
authorized cardholder ( e.g. , over a period of time ) , that the 
authorized cardholder was at a second geographic location at 
the time of the financial transaction ( block 470 ) . Block 470 
may be similar to block 408 of the method 400 , for example . 
[ 0187 ] It may then be determined that the second geo 
graphic location corresponds to the first geographic location 
( block 472 ) . Block 472 may be similar to block 410 of the 
method 400 , for example . In response to the determination 
at block 472 , the fraud alert may be marked as a false 
positive ( block 474 ) , such that no fraud alert is sent to the 
authorized cardholder in connection with the financial trans 
action . Block 474 may be similar to block 412 of the method 
400 , for example . 

may 

VI . Exemplary System for Fraud Detection & Classification 
[ 0188 ] FIG . 11 depicts an exemplary computer system 500 
in which the techniques described herein may be imple 
mented , according to one embodiment . The computer sys 
tem 500 of FIG . 11 may include a computing device in the 
form of a computer 510. Components of the computer 510 
may include , but are not limited to , a processing unit 520 , a 
system memory 530 , and a system bus 521 that couples 
various system components including the system memory 
530 to the processing unit 520. The system bus 521 may be 
any of several types of bus structures including a memory 
bus or memory controller , a peripheral bus , or a local bus , 
and may use any suitable bus architecture . By way of 
example , and not limitation , such architectures include the 
Industry Standard Architecture ( ISA ) bus , Micro Channel 
Architecture ( MCA ) bus , Enhanced ISA ( EISA ) bus , Video 
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Electronics Standards Association ( VESA ) local bus , and 
Peripheral Component Interconnect ( PCI ) bus ( also known 
as Mezzanine bus ) . 
[ 0189 ) Computer 510 may include a variety of computer 
readable media . Computer - readable media may be any 
available media that can be accessed by computer 510 and 
may include both volatile and nonvolatile media , and both 
removable and non - removable media . By way of example , 
and not limitation , computer - readable media may comprise 
computer storage media and communication media . Com 
puter storage media may include volatile and nonvolatile , 
removable and non - removable media implemented in any 
method or technology for storage of information such as 
computer - readable instructions , data structures , program 
modules or other data . Computer storage media may 
include , but is not limited to , RAM , ROM , EEPROM , 
FLASH memory or other memory technology , CD - ROM , 
digital versatile disks ( DVD ) or other optical disk storage , 
magnetic cassettes , magnetic tape , magnetic disk storage or 
other magnetic storage devices , or any other medium which 
can be used to store the desired information and which can 
accessed by computer 510 . 
[ 0190 ] Communication media typically embodies com 
puter - readable instructions , data structures , program mod 
ules or other data in a modulated data signal such as a carrier 
wave or other transport mechanism , and may include any 
information delivery media . The term “ modulated data sig 
nal ” means a signal that has one or more of its characteristics 
set or changed in such a manner as to encode information in 
the signal . By way of example , and not limitation , commu 
nication media may include wired media such as a wired 
network or direct - wired connection , and wireless media 
such as acoustic , radio frequency ( RF ) , infrared and other 
wireless media . Combinations of any of the above are also 
included within the scope of computer - readable media . 
[ 0191 ] The system memory 530 may include computer 
storage media in the form of volatile and / or nonvolatile 
memory such as read only memory ( ROM ) 531 and random 
access memory ( RAM ) 532. A basic input / output system 
533 ( BIOS ) , containing the basic routines that help to 
transfer information between elements within computer 510 , 
such as during start - up , is typically stored in ROM 531 . 
RAM 532 typically contains data and / or program modules 
that are immediately accessible to , and / or presently being 
operated on , by processing unit 520. By way of example , 
and not limitation , FIG . 11 illustrates operating system 534 , 
application programs 535 , other program modules 536 , and 
program data 537 . 
[ 0192 ] The computer 510 may also include other remov 
able / non - removable , volatile / nonvolatile computer storage 
media . By way of example only , FIG . 11 illustrates a hard 
disk drive 541 that reads from or writes to non - removable , 
nonvolatile magnetic media , a magnetic disk drive 551 that 
reads from or writes to a removable , nonvolatile magnetic 
disk 552 , and an optical disk drive 555 that reads from or 
writes to a removable , nonvolatile optical disk 556 such as 
a CD ROM or other optical media . Other removable / non 
removable , volatile / nonvolatile computer storage media that 
can be used in the exemplary operating environment 
include , but are not limited to , magnetic tape cassettes , flash 
memory cards , digital versatile disks , digital video tape , 
solid state RAM , solid state ROM , and the like . The hard 
disk drive 541 may be connected to the system bus 521 
through a non - removable memory interface such as interface 

540 , and magnetic disk drive 551 and optical disk drive 555 
may be connected to the system bus 521 by a removable 
memory interface , such as interface 550 . 
[ 0193 ] The drives and their associated computer storage 
media discussed above and illustrated in FIG . 11 provide 
storage of computer - readable instructions , data structures , 
program modules and other data for the computer 510. In 
FIG . 11 , for example , hard disk drive 541 is illustrated as 
storing operating system 544 , application programs 545 , 
other program modules 546 , and program data 547. Note 
that these components can either be the same as or different 
from operating system 534 , application programs 535 , other 
program modules 536 , and program data 537. Operating 
system 544 , application programs 545 , other program mod 
ules 546 , and program data 547 are given different numbers 
here to illustrate that , at a minimum , they are different 
copies . A user may enter commands and information into the 
computer 510 through input devices such as cursor control 
device 561 ( e.g. , a mouse , trackball , touch pad , etc. ) and 
keyboard 562. A monitor 591 or other type of display device 
is also connected to the system bus 521 via an interface , such 
as a video interface 590. In addition to the monitor , com 
puters may also include other peripheral output devices such 
as printer 596 , which may be connected through an output 
peripheral interface 595 . 
[ 0194 ] The computer 510 may operate in a networked 
environment using logical connections to one or more 
remote computers , such as a remote computer 580. The 
remote computer 580 may be a personal computer , a server , 
a router , a network PC , peer device or other common 
network node , and may include many or all of the elements 
described above relative to the computer 510 , although only 
a memory storage device 581 has been illustrated in FIG . 11 . 
The logical connections depicted in FIG . 11 include a local 
area network ( LAN ) 571 and a wide area network ( WAN ) 
573 , but may also include other networks . Such networking 
environments are commonplace in hospitals , offices , enter 
prise - wide computer networks , intranets and the Internet . 
[ 0195 ] When used in a LAN networking environment , the 
computer 510 is connected to the LAN 571 through 
network interface or adapter 570. When used in a WAN 
networking environment , the computer 510 may include a 
modem 572 or other means for establishing communications 
over the WAN 573 , such as the Internet . The modem 572 , 
which may be internal or external , may be connected to the 
system bus 521 via the input interface 560 , or other appro 
priate mechanism . The communications connections 570 , 
572 , which allow the device to communicate with other 
devices , are an example of communication media , as dis 
cussed above . In a networked environment , program mod 
ules depicted relative to the computer 510 , or portions 
thereof , may be stored in the remote memory storage device 
581. By way of example , and not limitation , FIG . 11 
illustrates remote application programs 585 as residing on 
memory device 581 . 
[ 0196 ] The techniques for detecting and / or classifying 
fraud described above may be implemented in part or in their 
entirety within a computer system such as the computer 
system 500 illustrated in FIG . 11. The computer 510 may be 
included in AFSS 12 of FIG . 1 , for example , and / or the 
remote application programs 585 may include one or more 
applications of either FAMS 14 , one of cardholder comput 
ing device 20 , one of merchant computing systems 22 , or a 
computing device of other sources 24. Moreover , the func 
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tionality of fraud detection / classification unit 36 of FIG . 1 
may be implemented by one or more of application pro 
grams 535 and / or other program modules 536. As another 
example , ML rules database 58 , account holder behaviors 
database 60 and / or chargeback rules database 62 of FIG . 1 
may be stored in hard disk drive 541 ( e.g. , as program data 
547 ) , magnetic disk 552 and / or optical disk drive 555 , 
and / or the data retrieved by fraud detection / classification 
unit 36 of FIG . 1 may be stored in hard disk drive 541 ( e.g. , 
as program data 547 ) and / or RAM 532 ( e.g. , as program data 
537 ) . 

VII . Exemplary Method Embodiments 

[ 0197 ] In one aspect , a computer - implemented method of 
using customer data to determine that geolocation - based 
fraud alerts are false positives may be implemented in one 
or more servers or other computing devices . The method 
may include ( 1 ) determining , by one or more processors , 
that an electronic fraud alert is a geolocation - based fraud 
alert generated based upon an unexpected or abnormal 
transaction location ; ( 2 ) in response to determining that the 
electronic fraud alert is a geolocation - based fraud alert , 
obtaining , by the one or more processors and via one or more 
radio frequency links , customer data from two or more 
sources ; ( 3 ) determining , by the one or more processors , that 
the customer data from the two or more sources indicates 
that a customer is traveling ; ( 4 ) in response to determining 
that the customer data indicates that the customer is travel 
ing , determining , by the one or more processors , that a 
customer location indicated by the customer data corre 
sponds to the transaction location ; and / or ( 5 ) in response to 
determining that the customer location corresponds to the 
transaction location , ( i ) marking , by the one or more pro 
cessors , the electronic fraud alert as a false positive and ( ii ) 
causing , by the one or more processors , the electronic fraud 
alert to not be transmitted to a mobile device of the customer 
in order to reduce an amount of false positives that are 
transmitted to customers . The method may include addi 
tional , fewer or alternative actions , such as any of those 
discussed elsewhere herein . 
[ 0198 ] For instance , determining that the electronic fraud 
alert is a geolocation - based fraud alert may include input 
ting , by the one or more processors , one or both of ( i ) the 
electronic fraud alert , and ( ii ) transaction data corresponding 
to a financial transaction associated with the electronic fraud 
alert , into a machine learning program that is trained to 
identify geolocation - based fraud alerts . 
[ 0199 ] Additionally or alternatively , the method may fur 
ther include obtaining , by the one or more processors and via 
a wireless communication channel , transaction data corre 
sponding to a financial transaction associated with the 
electronic fraud alert , and / or inputting , by the one or more 
processors , the transaction data into a rules engine to iden 
tify the financial transaction as potentially fraudulent and 
generate the electronic fraud alert . 
[ 0200 ] Additionally or alternatively , the customer data 
may be collected or generated by one or both of ( i ) the 
mobile device and ( ii ) one or more sensors of the mobile 
device , and / or may include one or more current or past GPS 
locations . 
[ 0201 ] Additionally or alternatively , the customer data 
may be collected or generated by one or both of ( i ) a vehicle 

controller or processor and ( ii ) one or more vehicle - mounted 
sensors , and / or may include one or more current or past GPS 
locations . 
[ 0202 ] Additionally or alternatively , the customer data 
may be collected or generated by one or both of ( i ) a smart 
home controller and ( ii ) one or more home - mounted sensors , 
and / or may include data indicating one or both of ( i ) whether 
a home of the customer is presently occupied or vacant and 
( ii ) how long the home of the customer has been vacant . 
[ 0203 ] Additionally or alternatively , the customer data 
may include an IP address of a customer computing device , 
and / or may include one or more current or past GPS 
locations . Additionally or alternatively , the customer data 
may include one or more of ( i ) online data received from a 
customer computing device , ( ii ) browsing data received 
from the customer computing device , or ( iii ) social media 
activity data received from the customer computing device . 
Additionally or alternatively , the customer data may include 
vehicle telematics data that includes one or more past or 
current GPS locations . 
[ 0204 ] Additionally or alternatively , the method may 
include : determining , by the one or more processors , that 
another electronic fraud alert is a geolocation - based fraud 
alert generated based upon another unexpected or abnormal 
transaction location ; in response to determining that the 
other electronic fraud alert is a geolocation - based fraud alert , 
obtaining , by the one or more processors and via one or more 
other radio frequency links , additional customer data from 
two or more other sources ; determining , by the one or more 
processors , that the additional customer data from the two or 
more other sources indicates that another customer is trav 
eling ; in response to determining that the additional cus 
tomer data indicates that the other customer is traveling , 
determining , by the one or more processors , that another 
customer location indicated by the additional customer data 
does not correspond to the other transaction location ; and / or 
in response to determining that the other customer location 
does not correspond to the other transaction location , ( i ) 
marking , by the one or more processors , the other electronic 
fraud alert as verified and ( ii ) causing , by the one or more 
processors , the electronic fraud alert to be transmitted to a 
mobile device of the other customer to facilitate sending 
only confirmed fraud alerts to customers . 
[ 0205 ] Additionally or alternatively , determining that the 
electronic fraud alert is a geolocation - based fraud alert may 
include determining that the transaction location is not 
within a predetermined distance of a customer home 
address . Additionally or alternatively , determining that the 
electronic fraud alert is a geolocation - based fraud alert may 
include determining that the transaction location does not 
correspond to travel activity or locations associated with the 
customer . 
[ 0206 ] In another aspect , a computer - implemented method 
of reducing false positives among geolocation - based fraud 
alerts issued in connection with card - present financial trans 
actions may be implemented in one or more servers or other 
computing devices . The method may include : ( 1 ) determin 
ing , by one or more processors of the one or more servers , 
that a fraud alert exists for a financial transaction , wherein 
the financial transaction ( i ) is associated with a debit or 
credit card account and ( ii ) is a card - present transaction 
purportedly entered into by an authorized cardholder asso 
ciated with the debit or credit card account ; ( 2 ) determining , 
by the one or more processors , a first geographic location at 
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which information associated with the debit or credit card 
account was obtained by swiping or inserting a debit or 
credit card in connection with the financial transaction ; ( 3 ) 
determining , by the one or more processors , a time of the 
financial transaction ; ( 4 ) determining , by the one or more processors and based upon geolocation data indicating one 
or more geographic locations of the authorized cardholder , 
that the authorized cardholder was at a second geographic 
location at the time of the financial transaction ; ( 5 ) deter 
mining , by the one or more processors , that the second 
geographic location corresponds to the first geographic 
location ; and / or ( 6 ) in response to determining that the 
second geographic location corresponds to the first geo 
graphic location , marking , by the one or more processors , 
the fraud alert as a false positive such that no fraud alert is 
sent to the authorized cardholder in connection with the 
financial transaction . The method may include additional , 
fewer or alternative actions , such as any of those discussed 
elsewhere herein . 
[ 0207 ] For instance , determining the first geographic loca 
tion may occur prior to determining that the fraud alert 
exists , and determining that the fraud alert exists may 
include comparing the first geographic location to a set of 
one or more typical locations of the authorized cardholder , 
and / or generating the fraud alert in response to determining 
that the first geographic location does not correspond to the 
set of one or more typical locations . 
[ 0208 ] Additionally or alternatively , the method may fur 
ther include retrieving , by the one or more processors and 
from an account records database , transaction data associ 
ated with the financial transaction , and / or determining the 
first geographic location may include identifying the first 
geographic location based upon location information 
included in a first field of the transaction data . 
[ 0209 ] Additionally or alternatively , determining the time 
of the financial transaction may include identifying the time 
of the financial transaction based upon time information 
included in a second field of the transaction data . Addition 
ally or alternatively , determining that the authorized card 
holder was at the second geographic location at the time of 
the financial transaction may include receiving the geoloca 
tion data from a third party server . 
[ 0210 ] Additionally or alternatively , determining that the 
authorized cardholder was at the second geographic location 
at the time of the financial transaction may include receiving 
the geolocation data from a mobile device of the authorized 
cardholder , storing the geolocation data in a database , and / or 
retrieving the geolocation data from the database . Addition 
ally or alternatively , receiving the geolocation data from a 
mobile device of the authorized cardholder may include 
receiving GPS location data from the mobile device . 
[ 0211 ] Additionally or alternatively , determining that the 
second geographic location corresponds to the first geo 
graphic location may include determining that the first 
geographic location and the second geographic location are 
within a threshold distance of each other . Additionally or 
alternatively , determining that the second geographic loca 
tion corresponds to the first geographic location may include 
determining that the first geographic location and the second 
geographic location are within a same geographic territory . 
[ 0212 ] In another aspect , a computer - implemented method 
of preventing fraudulent card - present financial transactions 
may be implemented in one or more servers . The method 
may include : ( 1 ) receiving , by one or more processors of the 

one or more servers , a request to authorize a financial 
transaction , wherein the financial transaction ( i ) is associ 
ated with a debit or credit card account and ( ii ) is a 
card - present transaction purportedly being entered into by 
an authorized cardholder associated with the debit or credit 
card account ; ( 2 ) determining , by the one or more proces 
sors , a first geographic location at which information asso 
ciated with the debit or credit card account was obtained by 
swiping or inserting a debit or credit card in connection with 
the financial transaction ; ( 3 ) determining , by the one or more processors and based upon geolocation data indicating one 
or more geographic locations of the authorized cardholder , 
that the authorized cardholder was at a second geographic 
location at a time of the financial transaction ; ( 4 ) determin 
ing , by the one or more processors , that the second geo 
graphic location does not correspond to the first geographic 
location ; and / or ( 5 ) in response to determining that the 
second geographic location does not correspond to the first 
geographic location , preventing , by the one or more proces 
sors , the financial transaction from being executed . The 
method may include additional , fewer or alternative actions , 
such as any of those discussed elsewhere herein . 
[ 0213 ] For instance , determining a first geographic loca 
tion may include identifying a first geographic location 
specified in the request . Additionally or alternatively , deter 
mining that the authorized cardholder was at the second 
geographic location at the time of the financial transaction 
may include receiving the geolocation data from a third 
party server . 
[ 0214 ] Additionally or alternatively , determining that the 
authorized cardholder was at the second geographic location 
at the time of the financial transaction may include receiving 
the geolocation data from a mobile device of the authorized 
cardholder , storing the geolocation data in a database , and / or 
retrieving the geolocation data from the database . Addition 
ally or alternatively , determining that the second geographic 
location does not correspond to the first geographic location 
may include one or both of determining that the first 
geographic location and the second geographic location are 
not within a threshold distance of each other , and determin 
ing that the first geographic location and the second geo 
graphic location are not within a same geographic territory . 
[ 0215 ] Additionally or alternatively , preventing the finan 
cial transaction from being executed may include one or 
both of causing a fraud alert to be sent to a merchant terminal 
associated with the financial transaction , and causing a fraud 
alert to be sent to a computing system of a card issuer 
associated with the debit or credit card account . 
[ 0216 ] In another aspect , a computer - implemented method 
of preventing fraudulent online financial transactions may be 
implemented in one or more servers . The method may 
include : ( 1 ) receiving , by one or more processors of the one 
or more servers , a request to authorize a financial transac 
tion , wherein the financial transaction ( i ) is associated with 
a debit or credit card account and ( ii ) is an online transaction 
purportedly being entered into by an authorized cardholder 
associated with the debit or credit card account ; ( 2 ) identi 
fying , by the one or more processors , a computing device at 
which information associated with the debit or credit card 
account was entered in connection with the financial trans 
action ; ( 3 ) determining , by the one or more processors , a first 
geographic location at which the computing device resides ; 
( 4 ) determining , by the one or more processors and based 
upon geolocation data indicating one or more geographic 
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locations of the authorized cardholder , that the authorized 
cardholder was at a second geographic location at a time of 
the financial transaction ; ( 5 ) determining , by the one or more 
processors , that the second geographic location does not 
correspond to the first geographic location , and / or ( 6 ) in 
response to determining that the second geographic location 
does not correspond to the first geographic location , pre 
venting , by the one or more processors , the financial trans 
action from being executed . The method may include addi 
tional , fewer or alternative actions , such as any of those 
discussed elsewhere herein . 
[ 0217 ] For instance , receiving the request to authorize the 
financial transaction may include receiving the request to 
authorize the financial transaction from a computing system 
of a merchant associated with the financial transaction . 
Additionally or alternatively , identifying the computing 
device at which information associated with the debit or 
credit card account was entered may include receiving an IP 
address of the computing device from the computing system 
of the merchant associated with the financial transaction . 
[ 0218 ] Additionally or alternatively , determining the first 
geographic location may include determining the first geo 
graphic location by using the IP address as a key to a 
location database . Additionally or alternatively , determining 
that the authorized cardholder was at the second geographic 
location at the time of the financial transaction may include 
receiving the geolocation data from a third party server . 
[ 0219 ] Additionally or alternatively , determining that the 
authorized cardholder was at the second geographic location 
at the time of the financial transaction may include receiving 
the geolocation data from a mobile device of the authorized 
cardholder , storing the geolocation data in a database , and / or 
retrieving the geolocation data from the database . Addition 
ally or alternatively , receiving the geolocation data from a 
mobile device of the authorized cardholder may include 
receiving GPS location data from the mobile device . 
[ 0220 ] Additionally or alternatively , determining that the 
second geographic location does not correspond to the first 
geographic location may include one or both of determining 
that the first geo phic location and the second ged phic 
location are not within a threshold distance of each other , 
and / or determining that the first geographic location and the 
second geographic location are not within a same geo 
graphic territory 
[ 0221 ] In another aspect , a computer - implemented method 
of reducing false positives among geolocation - based fraud 
alerts issued in connection with online financial transactions 
may be implemented in one or more servers . The method 
may include : ( 1 ) determining , by one or more processors of 
the one or more servers , that a fraud alert exists for a 
financial transaction , wherein the financial transaction ( i ) is 
associated with a debit or credit card account and ( ii ) is an 
online transaction purportedly entered into by an authorized 
cardholder associated with the debit or credit card account ; 
( 2 ) identifying , by the one or more processors , a computing 
device at which information associated with the debit or 
credit card account was entered in connection with the 
financial transaction ; ( 3 ) determining , by the one or more 
processors , a first geographic location at which the comput 
ing device resides ; ( 4 ) determining , by the one or more 
processors , a time of the financial transaction ; ( 5 ) determin 
ing , by the one or more processors and based upon geolo 
cation data indicating one or more geographic locations of 
the authorized cardholder , that the authorized cardholder 

was at a second geographic location at the time of the 
financial transaction ; ( 6 ) determining , by the one or more 
processors , that the second geographic location corresponds 
to the first geographic location ; and / or ( 7 ) in response to 
determining that the second geographic location corre 
sponds to the first geographic location , marking , by the one 
or more processors , the fraud alert as a false positive such 
that no fraud alert is sent to the authorized cardholder in 
connection with the financial transaction . The method may 
include additional , fewer or alternative actions , such as any 
of those discussed elsewhere herein . 
[ 0222 ] For instance , determining the first geographic loca 
tion may occur prior to determining that the fraud alert 
exists , and determining that the fraud alert exists may 
include comparing the first geographic location to a set of 
one or more typical locations of the authorized cardholder , 
and / or generating the fraud alert in response to determining 
that the first geographic location does not correspond to the 
set of one or more typical locations . 
[ 0223 ] Additionally or alternatively , the method may fur 
ther include retrieving , by the one or more processors and 
from an account records database , transaction data associ 
ated with the financial transaction , determining the first 
geographic location may include identifying the first geo 
graphic location based upon location information included 
in a first field of the transaction data , and / or determining the 
time of the financial transaction may include identifying the 
time of the financial transaction based upon time informa 
tion included in a second field of the transaction data . 
[ 0224 ] Additionally or alternatively , determining that the 
authorized cardholder was at the second geographic location 
at the time of the financial transaction may include receiving 
the geolocation data from a third party server . Additionally 
or alternatively , determining that the authorized cardholder 
was at the second geographic location at the time of the 
financial transaction may include receiving GPS location 
data from a mobile device of the authorized cardholder , 
storing the GPS location data in a database , and / or retrieving 
the GPS location data from the database . 
[ 0225 ] Additionally or alternatively , determining that the 
second geographic location corresponds to the first geo 
graphic location may include determining that the first 
geographic location and the second geographic location are 
within a threshold distance of each other . Additionally or 
alternatively , determining that the second geographic loca 
tion corresponds to the first geographic location may include 
determining that the first geographic location and the second 
geographic location are within a same geographic territory . 
VIII . Exemplary System Embodiments 
[ 0226 ] In one aspect , a computer system configured to use 
customer data to determine that geolocation - based fraud 
alerts are false positives may include one or more processors 
and a memory . The memory may store instructions that , 
when executed by the one or more processors , cause the 
computer system to : ( 1 ) determine that an electronic fraud 
alert is a geolocation - based fraud alert generated based upon 
an unexpected or abnormal transaction location ; ( 2 ) in 
response to determining that the electronic fraud alert is a 
geolocation - based fraud alert , obtain , via one or more radio 
frequency links , customer data from two or more sources ; 
( 3 ) determine that the customer data from the two or more 
sources indicates that a customer is traveling ; ( 4 ) in response 
to determining that the customer data indicates that the 
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customer is traveling , determine that a customer location 
indicated by the customer data corresponds to the transac 
tion location ; and / or ( 5 ) in response to determining that the 
customer location corresponds to the transaction location , ( i ) 
mark the electronic fraud alert as a false positive and ( ii ) 
cause the electronic fraud alert to not be transmitted to a 
mobile device of the customer in order to reduce an amount 
of false positives that are transmitted to customers . The 
system may include additional , fewer or alternative compo 
nents , configurations and / or functionality , such as any of 
those discussed elsewhere herein . 
[ 0227 ] For instance , the instructions may cause the com 
puting system to determine that the electronic fraud alert is 
a geolocation - based fraud alert at least by inputting one or 
both of ( i ) the electronic fraud alert , and ( ii ) transaction data 
corresponding to a financial transaction associated with the 
electronic fraud alert , into a machine learning program that 
is trained to identify geolocation - based fraud alerts . 
[ 0228 ] Additionally or alternatively , the instructions may 
further cause the computing system to obtain , via a wireless 
communication channel , transaction data corresponding to a 
financial transaction associated with the electronic fraud 
alert , and / or input the transaction data into a rules engine to 
identify the financial transaction as potentially fraudulent 
and generate the electronic fraud alert . Additionally or 
alternatively , the customer data may include vehicle telem 
atics data that includes one or more past or current GPS 
locations . 
[ 0229 ] In another aspect , a computer system for reducing 
false positives among geolocation - based fraud alerts issued 
in connection with card - present financial transactions may 
include a location database configured to store geolocation 
data indicating geographic locations of authorized cardhold 
ers over time , one or more processors , and a non - transitory 
memory . The memory may store instructions that , when 
executed by the one or more processors , cause the one or 
more processors to : ( 1 ) determine that a fraud alert exists for 
a financial transaction , wherein the financial transaction ( i ) 
is associated with a debit or credit card account and ( ii ) is a 
card - present transaction purportedly entered into by an 
authorized cardholder associated with the debit or credit 
card account ; ( 2 ) determine a first geographic location at 
which information associated with the debit or credit card 
account was obtained by swiping or inserting a debit or 
credit card in connection with the financial transaction ; ( 3 ) 
determine a time of the financial transaction ; ( 4 ) determine , 
based upon first geolocation data stored in the location 
database and indicating one or more geographic locations of 
the authorized cardholder , that the authorized cardholder 
was at a second geographic location at the time of the 
financial transaction ; ( 5 ) determine that the second geo 
graphic location corresponds to the first geographic location ; 
and / or ( 6 ) in response to determining that the second geo 
graphic location corresponds to the first geographic location , 
mark the fraud alert as a false positive such that no fraud 
alert is sent to the authorized cardholder in connection with 
the financial transaction . The system may include additional , 
fewer or alternative components , configurations and / or func 
tionality , such as any of those discussed elsewhere herein . 
[ 0230 ] For instance , the instructions may further cause the 
one or more processors to retrieve , from an account records 
database , transaction data associated with the financial trans 
action , the instructions may cause the one or more proces 
sors to determine the first geographic location at least by 

identifying the first geographic location based upon location 
information included in a first field of the transaction data , 
and / or the instructions may cause the one or more processors 
to determine the time of the financial transaction at least by 
identifying the time of the financial transaction based upon 
time information included in a second field of the transaction 
data . 

[ 0231 ] Additionally or alternatively , the instructions may 
cause the one or more processors to determine that the 
authorized cardholder was at the second geographic location 
at the time of the financial transaction at least by receiving 
the first geolocation data from a mobile device of the 
authorized cardholder , storing the first geolocation data in 
the location database , and / or retrieving the first geolocation 
data from the location database . Additionally or alterna 
tively , receiving the first geolocation data may include GPS 
location data . 

[ 0232 ] Additionally or alternatively , the instructions may 
cause the one or more processors to determine that the 
second geographic location corresponds to the first geo 
graphic location by at least one of determining that the first 
geographic location and the second geographic location are 
within a threshold distance of each other , or determining that 
the first geographic location and the second geographic 
location are within a same geographic territory . 
[ 0233 ] In another aspect , a computer system for prevent 
ing fraudulent online financial transactions may include a 
location database configured to store geolocation data indi 
cating geographic locations of authorized cardholders over 
time , one or more processors , and a non - transitory memory . 
The memory stores instructions that , when executed by the 
one or more processors , may cause the one or more proces 
sors to : ( 1 ) receive a request to authorize a financial trans 
action , wherein the financial transaction ( i ) is associated 
with a debit or credit card account and ( ii ) is an online 
transaction purportedly being entered into by an authorized 
cardholder associated with the debit or credit card account ; 
( 2 ) identify a computing device at which information asso 
ciated with the debit or credit card account was entered in 
connection with the financial transaction ; ( 3 ) determine a 
first geographic location at which the computing device 
resides ; ( 4 ) determine , based upon geolocation data indicat 
ing one or more geographic locations of the authorized 
cardholder , that the authorized cardholder was at a second 
geographic location at a time of the financial transaction ; ( 5 ) 
determine that the second geographic location does not 
correspond to the first geographic location ; and / or ( 6 ) in 
response to determining that the second geographic location 
does not correspond to the first geographic location , prevent 
the financial transaction from being executed . The system 
may include additional , fewer or alternative components , 
configurations and / or functionality , such as any of those 
discussed elsewhere herein . 

[ 0234 ] For instance , the instructions may cause the one or 
more processors to receive the request to authorize the 
financial transaction from a computing system of a merchant 
associated with the financial transaction . Additionally or 
alternatively , the instructions may cause the one or more 
processors to identify the computing device at which infor 
mation associated with the debit or credit card account was 
entered at least by receiving an IP address of the computing 
device from the computing system of the merchant associ 
ated with the financial transaction . 
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[ 0235 ] Additionally or alternatively , the instructions may 
cause the one or more processors to determine the first 
geographic location at least by determining the first geo 
graphic location by using the IP address as a key to a 
location database . Additionally or alternatively , the instruc 
tions may cause the one or more processors to determine that 
the authorized cardholder was at the second geographic 
location at the time of the financial transaction at least by 
receiving the geolocation data from either ( i ) a third party 
server ; or ( ii ) a mobile device of the authorized cardholder . 
[ 0236 ] Additionally or alternatively , the instructions may 
cause the one or more processors to determine that the 
second geographic location does not correspond to the first 
geographic location at least by one or both of determining 
that the first geographic location and the second geographic 
location are not within a threshold distance of each other , 
and determining that the first geographic location and the 
second geographic location are not within a same geo 
graphic territory . 
IX . Exemplary Computer - Readable Medium Embodiments 
[ 0237 ] In one aspect , a non - transitory , computer - readable 
medium stores instructions that , when executed by one or 
more processors , may cause the one or more processors to : 
( 1 ) determine that an electronic fraud alert is a geolocation 
based fraud alert generated based upon an unexpected or 
abnormal transaction location ; ( 2 ) in response to determin 
ing that the electronic fraud alert is a geolocation - based 
fraud alert , obtain , via one or more radio frequency links , 
customer data from two or more sources ; ( 3 ) determine that 
the customer data from the two or more sources indicates 
that a customer is traveling ; ( 4 ) in response to determining 
that the customer data indicates that the customer is travel 
ing , determine that a customer location indicated by the 
customer data corresponds to the transaction location ; and / or 
( 5 ) in response to determining that the customer location 
corresponds to the transaction location , ( i ) mark the elec 
tronic fraud alert as a false positive and ( ii ) cause the 
electronic fraud alert to not be transmitted to a mobile device 
of the customer in order to reduce an amount of false 
positives that are transmitted to customers . The non - transi 
tory , computer - readable medium may store instructions that 
include additional , fewer or alternative functions , such as 
any of those discussed elsewhere herein . 
[ 0238 ] For instance , the instructions may cause the com 
puting system to determine that the electronic fraud alert is 
a geolocation - based fraud alert at least by inputting one or 
both of ( i ) the electronic fraud alert , and ( ii ) transaction data 
corresponding to a financial transaction associated with the 
electronic fraud alert , into a machine learning program that 
is trained to identify geolocation - based fraud alerts . 
[ 0239 ] Additionally or alternatively , the instructions may 
further cause the computing system to obtain , via a wireless 
communication channel , transaction data corresponding to a 
financial transaction associated with the electronic fraud 
alert , and / or input the transaction data into a rules engine to 
identify the financial transaction as potentially fraudulent 
and generate the electronic fraud alert . Additionally or 
alternatively , the customer data may include vehicle telem 
atics data that includes one or more past or current GPS 
locations . 

ral instances may implement operations or structures 
described as a single instance . Although individual opera 
tions of one or more methods are illustrated and described as 
separate operations , one or more of the individual operations 
may be performed concurrently , and nothing requires that 
the operations be performed in the order illustrated . These 
and other variations , modifications , additions , and improve 
ments fall within the scope of the subject matter herein . 

1. A computer - implemented method , implemented in one 
or more servers , of reducing false positives among geolo 
cation - based fraud alerts issued in connection with card 
present financial transactions , the method comprising : 

determining , by one or more processors of the one or 
more servers , a first geographic location at which 
information associated with a debit or credit card 
account was obtained by swiping or inserting a debit or 
credit card in connection with a financial transaction , 
wherein the financial transaction ( i ) is associated with 
a debit or credit card account and ( ii ) is a card - present 
transaction purportedly entered into by an authorized 
cardholder associated with the debit or credit card 
account ; 

determining , by the one or more processors , that a fraud 
alert exists for the financial transaction , at least in part 
by 
comparing the first geographic location to a set of one 

or more typical locations of the authorized card 
holder , and 

generating the fraud alert in response to determining 
that the first geographic location does not correspond 
to the set of one or more typical locations ; and 

based at least partly on generating the fraud alert : 
determining , by the one or more processors , a time of 

the financial transaction , 
receiving , by the one or more processors , geoloca 

tion data indicating one or more location - based 
factors including an indication of a flight to which 
the authorized cardholder checked in , 

determining , by the one or more processors , that the 
authorized cardholder was at a second geographic 
location at the time of the financial transaction , the 
second geographic location including a destina 
tion of the flight to which the authorized card 
holder checked in , 

determining , by the one or more processors , that the 
second geographic location is within the threshold 
distance of the first geographic location , 

receiving additional geolocation data from a mobile 
device of the authorized cardholder , the additional 
geolocation data including GPS location data ; and 

in response to determining that the second geographic 
location is within the threshold distance of the first 
geographic location and based at least in part on the 
additional geolocation data , marking , by the one or 
more processors , the fraud alert as a false positive such 
that no fraud alert is sent to the authorized cardholder 
in connection with the financial transaction . 

2. ( canceled ) 
3. The computer - implemented method of claim 1 , further 

comprising : 
retrieving , by the one or more processors and from an 

account records database , transaction data associated 
with the financial transaction , 

X. Additional Considerations 
[ 0240 ] The following additional considerations apply to 
the foregoing discussion . Throughout this specification , plu 
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wherein determining the first geographic location 
includes identifying the first geographic location based 
upon location information included in a first field of the 
transaction data . 

4. The computer - implemented method of claim 3 , 
wherein determining the time of the financial transaction 
includes identifying the time of the financial transaction 
based upon time information included in a second field of 
the transaction data . 

5. The computer - implemented method of claim 1 , 
wherein determining that the authorized cardholder was at 
the second geographic location at the time of the financial 
transaction includes : 

receiving the geolocation data from a third - party server . 
6. The computer - implemented method of claim 1 , 

wherein determining that the authorized cardholder was at 
the second geographic location at the time of the financial 
transaction includes : 

storing the additional geolocation data in a database ; and 
retrieving the additional geolocation data from the data 

base . 
7. The computer - implemented method of claim 1 , 

wherein receiving the additional geolocation data from a 
mobile device of the authorized cardholder includes : 

receiving , from the mobile device , an indication of a 
location at which the authorized card holder checked in 
on social media . 

8. The computer - implemented method of claim 1 , 
wherein 

the second geographic location includes a destination city 
of the flight to which the authorized cardholder checked 
in . 

generating the fraud alert in response to determining 
that the first geographic location does not corre 
spond to the set of one or more typical locations , 
and 

based at least partly on generating the fraud alert : 
determine a time of the financial transaction , 
receive the geolocation data indicating one or more 

location - based factors including an indication of a 
flight to which the authorized cardholder checked 
in , 

determine that the authorized cardholder was at a 
second geographic location at the time of the 
financial transaction , the second geographic loca 
tion including a destination of the flight to which 
the authorized cardholder checked in , 

determine that the second geographic location is within 
a threshold distance of the first geographic location , 

receive additional geolocation data from a mobile 
device of the authorized cardholder , the additional 
geolocation data including GPS location data ; and 

in response to determining that the second geographic 
location is within the threshold distance of the first 
geographic location and based at least in part on the 
additional geolocation data , mark the fraud alert as a 
false positive such that no fraud alert is sent to the 
authorized cardholder in connection with the finan 
cial transaction . 

11. The computer system of claim 10 , wherein the instruc 
tions further cause the one or more processors to : 

retrieve , from an account records database , transaction 
data associated with the financial transaction , 

wherein the instructions cause the one or more processors 
to determine the first geographic location at least by 
identifying the first geographic location based upon 
location information included in a first field of the 
transaction data , and 

wherein the instructions cause the one or more processors 
to determine the time of the financial transaction at 
least by identifying the time of the financial transaction 
based upon time information included in a second field 
of the transaction data . 

12. The computer system of claim 10 , wherein the instruc 
tions cause the one or more processors to determine that the 
authorized cardholder was at the second geographic location 
at the time of the financial transaction at least by : 

storing the additional geolocation data in the location 
database ; and 

retrieving the additional geolocation data from the loca 
tion database . 

13. The computer system of claim 10 , wherein receiving 
the additional geolocation data includes receiving , from the 
mobile device , an indication of a location at which the 
authorized cardholder checked in on social media . 

14. The computer system of claim 12 , wherein the second 
geographic location includes a destination city of the flight 
to which the authorized cardholder checked in . 

15. - 20 . ( canceled ) 
21. A method comprising : 
determining a first location of a requested card - present 

transaction associated with a card of an authorized 
cardholder , the card comprising at least one of a debit 
card or a credit card ; 

determining that the first location is greater than a first 
threshold distance from a second location of the autho 

9. The computer - implemented method of claim 1 , 
wherein determining that the second geographic location 
corresponds to the first geographic location includes : 

determining that the first geographic location and the 
second geographic location are within a same geo 
graphic territory . 

10. A computer system for reducing false positives among 
geolocation - based fraud alerts issued in connection with 
card - present financial transactions , the computer system 
comprising : 

a location database configured to store geolocation data 
indicating geographic locations of authorized cardhold 
ers over time ; 

one or more processors ; and 
a non - transitory memory storing instructions that , when 

executed by the one or more processors , cause the one 
or more processors to 
determine a first geographic location at which infor 

mation associated with a debit or credit card account 
was obtained by swiping or inserting a debit or credit 
card in connection with a financial transaction , 
wherein the financial transaction ( i ) is associated 
with a debit or credit card account and ( ii ) is a 
card - present transaction purportedly entered into by 
an authorized cardholder associated with the debit or 
credit card account , 

determine that a fraud alert exists for the financial 
transaction , at least in part by 
comparing the first geographic location to a set of 

one or more typical locations of the authorized 
cardholder , and 
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rized cardholder , the second location being a home 
address of the authorized cardholder ; 

based at least in part on determining that the first location 
is greater than the first threshold distance from the 
second location , identifying a third location of the 
authorized cardholder at a time of the card - present 
transaction , wherein the third location is identified 
based at least in part on geolocation data indicating that 
the third location is a destination of a flight to which the 
authorized cardholder checked in ; 

determining that the third location is greater than a second 
threshold distance from the first location ; 

receiving additional geolocation data from a mobile 
device of the authorized cardholder , the additional 
geolocation data including GPS location data ; and 

transmitting a fraud alert to a computing system associ 
ated with the authorized cardholder based at least in 
part on determining that the third location is greater 
than the second threshold distance from the first loca 
tion and further based at least in part on the additional 
geolocation data . 

22. ( canceled ) 

23. The method of claim 21 , wherein the geolocation data 
indicates that the authorized cardholder visited a website 
associated with the third location . 

24. The method of claim 21 , wherein the geolocation data 
indicates that the third location comprises a place that was 
endorsed by the authorized cardholder via a social media 
account . 

25. The method of claim 21 , further comprising : 
receiving , from a merchant computing system , a request 

to authorize the card - present transaction , 
wherein transmitting the fraud alert comprises transmit 

ting , to the merchant computing system , a message 
indicating that the card - present transaction is unauthor 
ized . 

26. The method of claim 21 , further comprising : 
generating the fraud alert . 
27. The method of claim 21 , wherein the geolocation data 

comprises online activity data of the authorized cardholder . 
28. The method of claim 21 , wherein the the third location 

includes a destination city of the flight to which the autho 
rized card holder checked in . 


