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LEARNING BAYESIAN NETWORK CLASSIFIERS 
USING LABELED AND UNLABELED DATA 

BACKGROUND OF THE INVENTION 

0001) 1. Field of Invention 
0002 The present invention pertains to the field of Baye 
sian network classifiers. More particularly, this invention 
relates to learning Bayesian network classifiers using labeled 
and unlabeled data. 

0003 2. Art Background 
0004 Bayesian network classifiers may be employed in a 
wide variety of applications. Examples of applications of 
Bayesian network classifiers include diagnostic Systems, 
decision making Systems, event predictors, etc. 

0005. A typical Bayesian network classifier may be rep 
resented as a graph Structure having a set of nodes and 
interconnecting arcs that define parent-child relationships 
among the nodes. A Bayesian network classifier usually 
includes a set of Bayesian network parameters which are 
asSociated with the nodes of the graph Structure. The Baye 
sian network parameters usually Specify the probabilities 
that each child node in the graph Structure is in a particular 
State given that its parent nodes in the graph Structure are in 
a particular State. Typically, the nodes of a Bayesian network 
classifier are associated with variables of an underlying 
application and the Bayesian network parameters indicate 
the Strength of dependencies among the variables. Typically, 
the variables of a Bayesian network classifier include a Set 
of features and a classification result. 

0006 The process of generating a Bayesian network 
classifier usually includes determining a structure of nodes 
and interconnecting arcs and then learning the Bayesian 
network parameters for the Structure. The Bayesian network 
parameters are usually learned using a set of data that 
pertains to an application for which the classifier is being 
designed. The data that may be used to learn Bayesian 
network parameters may include labeled data and/or unla 
beled data. Labeled data may be defined as a set of values 
for the features for which a classification result is known. 
The classification result is usually referred to as a label. 
Unlabeled data may be defined as a set of values for the 
features for which a classification result is not known. 

0007 Prior methods for learning Bayesian network 
parameters may use only labeled data. Unfortunately, 
labeled data are often difficult and/or expensive to obtain. 
Moreover, labeled data are usually required in large quan 
tities to yield an accurate Bayesian network classifier which 
renders the task of acquiring labeled data even more daunt 
Ing. 

0008 Prior methods for learning Bayesian network 
parameters may use only unlabeled data. Unfortunately, 
methods for learning from unlabeled data are usually com 
putationally expensive and may not yield an accurate Baye 
sian network classifier. 

0009 Prior methods for learning Bayesian network 
parameters may use a combination of labeled and unlabeled 
data. Unfortunately, prior methods for learning from a 
combination of unlabeled and labeled data usually lead to 
inconsistent results. Sometimes Such methods yield a more 
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accurate Bayesian network classifier and Sometimes Such 
methods yield a less accurate Bayesian network classifier. 

SUMMARY OF THE INVENTION 

0010. A method is disclosed that yields more accurate 
Bayesian network classifiers when learning from unlabeled 
data in combination with labeled data. The present technique 
enable an increase in the accuracy of a Statistically learned 
Bayesian network classifier when unlabeled data are avail 
able and reduces the likelihood of degrading the accuracy of 
the Bayesian network classifier when using unlabeled data. 
0011. A method according to the present teachings 
includes learning a set of parameters for a structure of a 
classifier using a Set of labeled data only and learning a Set 
of parameters for the given Structure using the labeled data 
and a Set of unlabeled data and then modifying the Structure 
if the parameters based on the labeled and unlabeled data 
leads to leSS accuracy in the classifier in comparison to the 
parameters based on the labeled data only. 
0012. Other features and advantages of the present inven 
tion will be apparent from the detailed description that 
follows. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0013 The present invention is described with respect to 
particular exemplary embodiments thereof and reference is 
accordingly made to the drawings in which: 
0014 FIG. 1 shows a Bayesian network learning system 
according to the present teachings, 
0015 FIG. 2 illustrates a method for generating a Baye 
sian network classifier according to the present technique; 
0016 FIG. 3 shows an example initial structure for a 
Bayesian network classifier; 
0017 FIG. 4 shows an example modified structure for a 
Bayesian network classifier. 

DETAILED DESCRIPTION 

0018 FIG. 1 shows a Bayesian network learning system 
10 according to the present teachings. The learning System 
10 includes a Bayesian network generator 16 that generates 
a Bayesian network classifier 18 in response to a set of 
labeled data 12 and a set of unlabeled data 14 and a set of 
test data 19. 

0019. The Bayesian network generator 16 generates the 
Bayesian network classifier 18 by determining a structure of 
nodes and arcs and then learning one set of parameters for 
the Structure using only labeled data and learning another Set 
of parameters for the Structure using a combination of 
labeled and unlabeled data. The Bayesian network generator 
16 modifies the structure if the parameters based on the 
combination of labeled and unlabeled data lead to less 
accuracy. The Bayesian network generator 16 uses the test 
data 19 to determine the accuracies. 

0020. The Bayesian network learning system 10 may be 
implemented in Software that executes on a computer Sys 
tem. 

0021 FIG. 2 illustrates a method for generating the 
Bayesian network classifier 18 in one embodiment. At step 
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100, the Bayesian network generator 16 determines an initial 
structure for the Bayesian network classifier 18. Any method 
may be used to determine the initial structure at step 100. 
0022 FIG. 3 shows an example initial structure for the 
Bayesian network classifier 18 from step 100. The initial 
structure of the Bayesian network classifier 18 in this 
example includes a Set of nodes 20-24 and a set of inter 
connecting arcs 30-33. The node 20 is a parent node to the 
nodes 21-24. The node 20 corresponds to a result (R) 
variable for the Bayesian network classifier 18. The child 
nodes 21-24 respectively correspond to a set of features 
(F1-F4) that lead to the result R. 
0023. Each of the nodes 20-24 has an associated condi 
tional probability table in the initial structure from step 100. 
Each conditional probability table is for holding a corre 
sponding Set of Bayesian network parameters. The follow 
ing illustrates an example conditional probability table for 
the node 20 (priors given that the node 20 has no parents). 

P (R = Y) 
P (R = N) 

0024. The result R associated with the node 20 in this 
example is a binary result, i.e. Yes/No. The conditional 
probability table for the node 20 includes the probability that 
R=Yes (P(R=Y)) and the probability that R=No (P(R=N)). 
0.025 The following illustrates an example conditional 
probability table for the node 21. 

P (F1 = YIR = Y) 
P (F1 = YIR = N) 

P (F1 = NR = Y) 
P (F1 = NR = N) 

0026. The feature F1 associated with the node 21 in this 
example is a binary value of Yes/No. The conditional 
probability table for the node 21 includes the probability that 
F1=Yes given that R=Yes (P(F1=YR=Y)) and the probabil 
ity that F1=Yes given that R=No (P(F1=YR=N)) and the 
probability that F1=No given that R=Yes (P(F1=NR=Y)) 
and the probability that F1=No given that R=No (P(F1 = 
NR=N)). 
0027. The following illustrates an example conditional 
probability table for the node 22 which is associated with a 
binary feature F2. 

P (F2 = NR = Y) 
P (F2 = NR = N) 

0028. The conditional probability table for the node 22 
includes the probability that F2=Yes given that R=Yes 
(P(F2=YR=Y)) and the probability that F2=Yes given that 
R=No (P(F2=YR=N)) and the probability that F2=No given 
that R=Yes (P(F2=NR=Y)) and the probability that F2=No 
given that R=No (P(F2=NR=N)). 
0029. The nodes 23-24 have similar arrangements for the 
probabilities associated with the features F3-F4, respec 
tively. 

Nov. 4, 2004 

0030. At step 102, the Bayesian network generator 16 
determines a classifier C1 by learning a Set of parameters for 
the initial structure from step 100 using the labeled data 12 
only. 

0031) The following is a set of example records (Record 
1-4) of the labeled data 12. 

F1 F2 F3 F4 R 

Record 1 Y N N N Y 
Record 2 Y Y Y Y N 
Record 3 Y Y N Y Y 
Record 4 N N Y N N 

0032. The Bayesian network generator 16 determines the 
probabilities for the conditional probability tables of the 
nodes 20-24 at step 102 by tallying the information con 
tained in the records 1-4 and using the tallies to compute 
probabilities. For example, the result R tallies from Records 
1-4 are Yes=2 and No=2, thereby yielding P(R=Y)=2/4 and 
P(R=N)=2/4 for the priors of the node 20. 
0033. The Records 1-4 yield the following probabilities 
for the conditional probability table of the node 21. 

P (F1 = YIR = Y) = 2/2 
P (F1 = YIR = N) = 1/2 
P (F1 = NR = Y) = 0/2 
P (F1 = NR = N) = 1/2 

0034. The Records 1-4 yield the following probabilities 
for the conditional probability table of the node 22. 

P (F2 = YIR = Y) = 1/2 
P (F2 = YIR = N) = 1/2 
P (F2 = NR = Y) = 1/2 
P (F2 = NR = N) = 1/2 

0035. The probability values in the conditional probabil 
ity tables for the nodes 23-24 may be determined in a similar 

C. 

0036. At step 104, the Bayesian network generator 16 
determines a classifier C2 by learning a Set of parameters for 
the initial structure from step 100 using both the labeled data 
12 and the unlabeled data 14. Any known technique may be 
employed at Step 104 to learn the Bayesian network param 
eters for the nodes 20-24 from the combination of the 
labeled data 12 and the unlabeled data 14. For example, a 
technique based on an expectation maximization (EM) 
method may be employed at step 104. 
0037. The unlabeled data 14 may be arranged as a set of 
records such as the records 1-4 above but without values for 
the result variable of the records. In addition, the unlabeled 
data records may includes only a Subset of values for the 
features F1-F4. There may be many more records in the 
unlabeled data 14 in comparison to the labeled data 12. 
0038 A technique for learning from the unlabeled data 14 
may include an initial labeling of the records of the unla 
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beled data 14 by classifying the available features. The label 
assigned to an unlabeled data record may be probabilities 
asSociated with a classification result for the unlabeled data 
record. After assigning labels to the unlabeled data records 
the parameters of the classifier C2 are relearned with the 
unlabeled data records now labeled and treated as if they 
were labeled data. The process of labeling the unlabeled data 
may then be repeated using the new parameters of the 
classifier C2 in an iterative manner. 

0039. At step 106, the Bayesian network generator 16 
tests the classifiers C1 and C2 to determine which one is the 
most accurate. The Bayesian network generator 16 performs 
step 106 using the test data 19. The test data 19 is labeled 
data. It is preferable that the test data not be the same labeled 
data that was used in steps 102-104 to generate the classifiers 
C1 and C2. 

0040. At step 108, if the classifier C2 is less accurate than 
the classifier C1 then at step 110 the Bayesian network 
generator 16 modifies the initial structure from step 100 that 
formed the basis of the classifiers C1 and C2. Step 110 may 
involve generating a slightly richer Bayesian network Struc 
ture. Examples of making the Structure richer include modi 
fications include adding nodes, adding edges, constraining 
Structures to a particular SuperSet, etc. 
0041 FIG. 4 shows an example modified structure for 
the Bayesian network classifier 18 from step 110. This 
example modification adds a new set of arcs 40-42 to the 
initial structure shown in FIG. 3. 

0042. The Bayesian network generator 16 may iteratively 
repeat StepS 102-110 to generate and test pairs of classifiers 
C1 and C2 which are based on successively modified 
StructureS. 

0043. At step 108, if the classifier C2 is not less accurate 
than the classifier C1 then at Step 112 the learning process on 
the classifier C2 using the current Structure continues. 
0044) A variety of known learning methods may be used 
for processing labeled and unlabeled records at step 104. In 
addition, a variety of known methods may be used for 
Structure modifications at Step 108. AS a consequence, the 
present technique is readily adaptable to a wide variety of 
known methods for learning Bayesian network classifiers. 
004.5 The present technique for learning Bayesian net 
work classifiers benefits from observations that learning 
from unlabeled data in prior methods can degrade the 
accuracy of a classifier. Given this observation, if learning 
from unlabeled data degrades a classifier then it may be 
inferred that the classifier Structure does not match the 
structure of the underlying reality. The observation that 
additional data, albeit unlabeled, degrades classification 
performance may be counter-intuitive but may be neverthe 
less demonstrated by experimentation and theoretical analy 
SS. 

0046) The present technique may be employed when 
exploring a Space of Bayesian network Structures for a 
particular classification application. In Such activities, the 
effect of processing a particular batch of unlabeled data may 
be used to decide whether to keep processing the training 
data to improve the parameters in the conditional probability 
tables of the current Structure or alternatively to backtrack to 
a different possibly richer Structure and Start over. 
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0047 The present systematic technique for learning from 
unlabeled data in combination with labeled data may yield 
more accurate Bayesian network classifiers. These technique 
may be used to increase the accuracy of Statistically learned 
Bayesian network classifiers when unlabeled data are avail 
able as is frequently the case. These technique also reduce 
the likelihood of degrading the resulting Bayesian network 
classifier when using unlabeled data as is common in prior 
technique. 
0048. The present systematic technique provides a sys 
tematic method to leverage a moderate number of labeled 
data in the presence of a large number of unlabeled data to 
reach a more accurate classifier. AS Such, these technique 
advance the State of the art in the field of Semi-Supervised 
learning and thereby increases the field of applicability of 
Bayesian network classifiers to circumstances where a mod 
erate amount of labeled data are available. 

0049. The foregoing detailed description of the present 
invention is provided for the purposes of illustration and is 
not intended to be exhaustive or to limit the invention to the 
precise embodiment disclosed. Accordingly, the Scope of the 
present invention is defined by the appended claims. 

What is claimed is: 
1. A method for generating a classifier, comprising the 

Steps of 
learning a Set of parameters for a structure of the classifier 

using a set of labeled data; 
learning a set of parameters for the Structure using the 

labeled data and a Set of unlabeled data; 
modifying the Structure if the parameters based on the 

labeled and unlabeled data leads to leSS accuracy in the 
classifier in comparison to the parameters based on the 
labeled data only. 

2. The method of claim 1, wherein the Step of learning a 
Set of parameters for a structure of the classifier using a Set 
of labeled data comprises the Step of learning the parameters 
in response to a Set of labeled records each comprising a 
value for each of a set of features and a corresponding label. 

3. The method of claim 1, wherein the step of learning a 
Set of parameters for the Structure using the labeled data and 
a set of unlabeled data comprises the Step of learning the 
parameters in response to a Set of labeled records each 
comprising a value for each of a Set of features and a 
corresponding label and a set of unlabeled records each 
comprising a value for a Subset of the features. 

4. The method of claim 1, wherein the step of modifying 
the Structure if the parameters based on the labeled and 
unlabeled data leads to leSS accuracy in the classifier in 
comparison to the parameters based on the labeled data only 
comprises the Steps of: 

generating a first classifier based on the Structure using the 
parameters derived from the labeled data only; 

generating a Second classifier based on the Structure using 
the parameters derived from the labeled data and the 
unlabeled data; 

determining an accuracy of the first classifier and an 
accuracy of a Second classifier; 

modifying the Structure if the accuracy of the Second 
classifier is less than the accuracy of the first classifier. 
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5. The method of claim 4, further comprising the step of 
learning the parameters for the Second classifier using a Set 
of additional data if the accuracy of the Second classifier is 
not leSS than the accuracy of the first classifier. 

6. The method of claim 5, wherein the step of determining 
an accuracy comprises the Step of determining the accuracy 
using a set of labeled test data. 

7. A method for generating a classifier, comprising the 
Steps of: 

generating an initial Structure for the classifier; 
generating a first classifier by learning a set of parameters 

for the initial Structure in response to a Set of labeled 
data; 

determining a Second classifier by learning a set of 
parameters for the initial Structure in response to the 
labeled data and a Set of unlabeled data; 

modifying the initial structure for the classifier if the 
Second classifier is leSS accurate than the first classifier. 

8. The method of claim 7, further comprising the step of 
determining whether the Second classifier is less accurate by 
testing the first and Second classifiers using a set of test data. 

9. The method of claim 8, wherein the step of testing the 
first and Second classifiers using a set of test data comprise 
the Step of testing the first and Second classifiers using a Set 
of labeled test data. 

10. The method of claim 7, further comprising the step of 
learning the parameters for the Second classifier using a Set 
of additional data if the accuracy of the Second classifier is 
not leSS than the accuracy of the first classifier. 

11. A Bayesian network learning System, comprising: 
a set of labeled data; 
a set of unlabeled data; 
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Bayesian network generator that determines a set of 
parameters for a structure of a classifier in response to 
the labeled data and a set of parameters for the Structure 
in response to a combination of the labeled data and the 
unlabeled data and that modifies the structure if the 
parameters based on the labeled and the unlabeled data 
leads to leSS accuracy in the classifier in comparison to 
the parameters based on the labeled data only. 

12. The Bayesian network learning System of claim 11, 
wherein the labeled data includes a set of labeled records 
each comprising a value for each of a Set of features and a 
corresponding result to be determined by the classifier. 

13. The Bayesian network learning system of claim 12, 
wherein the unlabeled data includes a set of unlabeled 
records each comprising a value for a Subset of the features. 

14. The Bayesian network learning System of claim 11, 
wherein the Bayesian network generator determines a first 
classifier based on the Structure using the parameters derived 
from the labeled data only and determines a Second classifier 
based on the Structure using the parameters derived from the 
labeled data and the unlabeled data and modifies the struc 
ture if an accuracy of the Second classifier is less than an 
accuracy of the first classifier. 

15. The Bayesian network learning system of claim 14, 
wherein the Bayesian network generator determines the 
parameters for the Second classifier using a set of additional 
data if the accuracy of the Second classifier is not less than 
the accuracy of the first classifier. 

16. The Bayesian network learning system of claim 15, 
further comprising a set of labeled test data. 

17. The Bayesian network learning system of claim 16, 
wherein the Bayesian network generator determines the 
accuracy in response to the labeled test data. 

k k k k k 


