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PRESENCE SERVER IN IP MULTIMEDIA

FIELD OF THE INVENTION

[0001] The present invention relates to the provision of a
system architecture in an packet switched environment, and
particularly to the implementation in such an architecture of
means for providing information about a user’s presence.

BACKGROUND TO THE INVENTION

[0002] In third generation (3G) mobile networks services
are provided over IP networks, which results in the integra-
tion of voice and data applications. One of the major
candidates for the emerging new IP based services is to
provide information about the user’s presence. Presence is
defined as subscription to and notification of changes in the
communications state of a user. This communications state
consists of the set of: communications means; communica-
tions address; and status of that user.

[0003] In third generation networks, call control and the
service creation environment are based on a session initia-
tion protocol (SIP), as described in 3** Generation Partner-
ship Project, Technical Specification Group Services and
System Aspects, IP Multi-Media Sub-System—Stage 2, 3G
TS 23.228 version 1.7.0. February 2001.

[0004] Internet Engineering Task Force, Internet Draft,
draft-rosenberg-impp-presence-ol.txt, Rosenberg et al. pub-
lished 2! March 2001, the contents of which are incorpo-
rated herein by reference as Annex A, proposes an extension
to SIP for subscriptions and notifications of user presence.
User presence is defined as the willingness and ability of a
user to communicate with other users on the network.
Historically, presence has been limited to “on-line” and
“off-line” indicators. The notion of presence in Rosenberg et
al is broader. Subscriptions and notifications of user pres-
ence are supported by defining an event package within the
general SIP event notification framework. This protocol is
also compliant with the common presence and instant mes-
saging (CPIM) framework. However, such proposal does
not include any consideration of multimedia environments.

[0005] The SIP extension defined in Rosenberg et al is
based on the concept of a presence agent (PA), which is a
new logical entity that is capable of accepting subscriptions
(through a SUBSCRIBE message), storing a subscription
state, and generating notifications (through a NOTIFY mes-
sage) when there are changes in user presence.

[0006] The aim of this invention is to provide a technique
for the session initiation protocol registration, subscription
and notification procedures in an internet protocol multime-
dia subsystem.

SUMMARY OF THE INVENTION

[0007] The aim of the present invention is achieved by
providing a presence server in the architecture. The presence
server is preferably provided as part of the application and
services ‘cloud’ or environment. By providing the presence
server in the architecture, subscribers are able to receive
information about other subscriber’s presence.

[0008] The present invention is related to 3GPP (3"
Generation Partnership Protects Release 5/6 standardization.
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[0009] In accordance with the present invention there is
provided a packet switched environment, including the
functionality of a presence server in an application and
services environment.

[0010] The packet switched environment is preferably an
internet protocol multimedia environment, and preferably a
subsystem of an all-IP telecommunications network.

[0011] In a first embodiment the interrogating call state
control function (I-CSCF) updates the presence information
in the presence server by forking an incoming REGISTER
message.

[0012] In a second embodiment the serving call state
control function (S-CSCF) acts as a presence agent and the
presence server provides the task of storing information
about the subscribers.

[0013] In a third embodiment the presence server in the
internet protocol multimedia (IM) sub-system behaves as a
presence agent and the serving call state control function
(S-CSCF) uses a separate REGISTER transaction to update
the presence information in the presence server.

[0014] The invention thus solves the problem of routing of
the REGISTER, SUBSCRIBE and NOTIFY messages in an
internet protocol multimedia (IM) subsystem.

BRIEF DESCRIPTION OF THE DRAWINGS

[0015] The invention will now be described by way of
reference to the accompanying drawings, in which:

[0016] FIG. 1 represents the 3GPP Release 5 architecture
embodying the present invention;

[0017] FIG. 2 represents the flow of REGISTER mes-
sages in a first embodiment of the present invention;

[0018] FIG. 3 represents the flow of SUBSCRIBE mes-
sages in a first embodiment of the present invention;

[0019] FIG. 4 represents the flow of NOTIFY messages in
a first embodiment of the present invention;

[0020] FIG. 5 represents the flow of SUBSCRIBE mes-
sages in a second embodiment of the present invention;

[0021] FIG. 6 represents the flow of NOTIFY messages in
a second embodiment of the present invention;

[0022] FIG. 7 represents the flow of REGISTER mes-
sages in a third embodiment of the present invention;

[0023] FIG. 8 represents the flow of SUBSCRIBE mes-
sages in a third embodiment of the present invention; and

[0024] FIG. 9 represents the flow of NOTIFY messages in
a third embodiment of the present invention.

DESCRIPTION OF PREFERRED
EMBODIMENTS

[0025] The present invention places a presence server in
the internet multimedia subsystem of the 3GPP Release 5§
architecture as part of the ‘application and services cloud’.
The internet protocol multimedia subsystem refers to the set
of Core Network entities using the services provided by the
packet switched domain of the 3GPP Release 5 architecture
to offer multimedia services. The entities of the internet
protocol multimedia subsystem are the CSCF, the MGCE,
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the MRF and some adaptation entities. The representation of
the extended architecture is shown in FIG. 1.

[0026] FIG. 1 is based on a basic 3GPP architecture in
accordance with the architecture defined in 3*! Generation
Partnership Project; Technical Specification Group Services
and Systems Aspects; Architecture for an All-IP Network;
3G TR 23.922 version 1.0.0; October 1999, the contents of
which are herein incorporated by reference as Annex B.
However, the architecture disclosed therein is modified, as
shown in FIG. 1, to include a presence server in accordance
with the present invention.

[0027] The present invention is particularly concerned
with the flow of REGISTER, SUBSCRIBE and NOTIFY
messages in a 3GPP network. The present invention will
now be described in further detail with reference to three
exemplary embodiments of REGISTER, SUBSCRIBE, and
NOTIFY message flows. It should be noted that only the
necessary parts of the network—and message flows—
needed for operation of the present invention are described
in the following examples.

[0028] One general requirement for all the described
embodiments is that the user’s profile information must
contain the name of the presence server associated with that
user.

[0029] The routing of the REGISTER/SUBSCRIBE/NO-
TIFY messages of a first embodiment is described herein-
below with reference to FIGS. 2 to 4.

[0030] In this first embodiment, the interrogating call state
control function (I-CSCF) updates the presence information
in the presence server by forking an incoming REGISTER
message.

[0031] A first network corresponds to the visited network
of the presence user agent (PUA), and includes user equip-
ment (UE) 200, and a proxy call state control function
(P-CSCF) 202. The first network is also the presence agent’s
network.

[0032] A second network corresponds to the home net-
work of the presence user agent (PUA), and includes an
interrogating call state control function (I-CSCF) 204, a
(HSS) 206, a serving call state control function (S-CSCF)
208, and a presence server (PS) 210.

[0033] A third network corresponds to the home network
of the subscriber, and includes a UE subscriber 212, a first
proxy call state control function (P-CSCF#1) 214, a first
serving call state control function (S-CSCF#1) 216. an
interrogating call state control function (I-CSCF) 218, a
(HSS) 220, a second serving call-state control function
(S-CSCF#2) 222, and a second proxy call state control
function (P-CSCF#2) 224. Referring to FIG. 2, there is
illustrated an extended registration message flow in accor-
dance with this first embodiment of the present invention.

[0034] As represented by step 230, the routing of the
REGISTER message, initiated by the user equipment 200,
takes place between the UE 200, the first network P-CSCF
202 and the second network I-CSCF 204. The name of the
presence server 210 is part of the subscriber’s profile, and
this is retrieved by the I-CSCF 204 from the HSS 206 in a
step 232. In a step 234 the I-CSCF 204 selects a S-CSCF for
the session initiation, which in this example is the S-CSCF
208.
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[0035] As represented by messages 236 and 238, the
I-CSCF 204 forks the incoming REGISTER message such
that, in accordance with this embodiment, it is forwarded to
both the S-CSCF 208 and the PS 210. Thereafter “200 OK”
messages are transmitted back to the UE 200 along the
reverse route.

[0036] Referring to FIG. 3, there is illustrated a routing of
the SUBSCRIBE message flow in accordance with this first
embodiment of the present invention.

[0037] As represented by messages 240, 242, and 244, the
SUBSCRIBE message is routed to the I-CSCF 204 from the
UE subscriber 212 wvia the P-CSCF#1214 and
S-CSCF#1216.

[0038] As represented by message 246, the I-CSCF 204
routes the received SUBSCRIBE message directly to the PS
210. Thereafter “202 Accepted” messages are routed back to
the UE subscriber along the reverse route.

[0039] Referring to FIG. 4, there is illustrated a routing of
the NOTIFY message flow from the presence server 210 in
accordance with this first embodiment of the present inven-
tion.

[0040] The PS 210. as represented by the message 248,
forwards the NOTIFY message to the I-CSCF 218. Follow-
ing a local query to the HSS 220 in step 249 the I-CSCE, as
represented by messages 250. 252 and 254, forwards the
NOTIFY message to the UE subscriber 226 via the
S-CSCF#2222 and the P-CSCF#2224. Thus the PS 210
sends the NOTIFY message directly to the other networks
I-CSCF 218. Once again, “200 OK” messages are routed
back to the PS 210 along the reverse route.

[0041] In summary, the first embodiment sets the follow-
ing new requirements to the network elements placed in the
architecture:

[0042] 1. I-CSCF downloads (part of) the subscrib-
er’s profile from HSS in order to find the subscriber’s
presence server;

[0043] 2.I-CSCF forks the incoming REGISTER of
PUA to the S-CSCF and to the presence server;

[0044] 3. I-CSCF routes the incoming SUBSCRIBE
requests to the presence server directly; and

[0045] 4. The presence server sends the outgoing
NOTIFYs directly to other network’s I-CSCEF.

[0046] The routing of the SUBSCRIBE/NOTIFY mes-
sages in accordance with a second embodiment of the
invention is described hereinbelow with reference to FIGS.
5 and 6.

[0047] Since the S-CSCF stores the subscriber profile and
the contact information provided in the REGISTER mes-
sage, a trivial solution is for the S-CSCF to act as a presence
agent. One possible problem with this solution is that the
S-CSCF would have to store information about all the
subscribers and generate NOTIFY messages to all of them.

[0048] Therefore, in the second described embodiment,
the task of storing information about each subscribers is
provided by the newly introduced presence server. For the
S-CSCF it is enough to receive only the first SUBSCRIBE
message for the presently, since it will generate the NOTIFY
message for the one subscription, and this NOTIFY message
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will be forked to the subscribers by the proxy server, which
has the information about the subscribers.

[0049] The registration flow in this solution corresponds
to the normal registration as defined by 3G TS 23.228
version 1.7.0, February 2001, discussed hereinabove in the
introduction.

[0050] The routing of the SUBSCRIBE/NOTIFY mes-
sages in accordance with the second embodiment of the
present invention is described hereinbelow with reference to
FIGS. 5 and 6. Elements of the first, second and third
networks corresponding to elements shown in FIGS. 2 to 4
are referenced in FIGS. 5 and 6 using the same reference
numerals.

[0051] In addition to the elements shown in FIGS. 2 to 4,
for the purposes of describing the second embodiment the
third network, corresponding to the home network of the
subscriber, includes two user equipment subscribers UE
subs#1302 and UE subs#2304. Furthermore, the second
network, corresponding to the home network of the PUA,
includes a second serving call state control function
S-CSCF#2306.

[0052] Referring to FIG. 5, there is illustrated a routing of
the SUBSCRIBE message flow in accordance with this
embodiment of the present invention.

[0053] A SUBSCRIBE message from the first user equip-
ment subscriber 302 is forwarded to the P-CSCF#1214, as
illustrated by message 308a. Such message is forwarded, in
turn, to the S-CSCF#1216 and the I-CSCF 204 as illustrated
by messages 310a and 312a. Following a local query in step
3134, the SUBSCRIBE message is forwarded to the PS 210,
as represented by message 314a. Subsequent thereto, the
SUBSCRIBE message is forwarded from the PS 210 to the
S-CSCF#2306, as represented by message 316.

[0054] Responsive to the SUBSCRIBE message 316 from
the presence server 210 corresponding to the first user
equipment subscriber 302 of the third network, the
S-CSCF#2 returns an acknowledgement message by way of
an accept signal, as represented by arrow 318.

[0055] Similarly a SUBSCRIBE message from the second
user equipment subscriber 304 is forwarded to the
P-CSCF#1214, as illustrated by message 308b. Such mes-
sage is forwarded, in turn, to the S-CSCF#1216 and the
I-CSCF 204 as illustrated by messages 3105 and 312b.
Following a local query in step 313b, the SUBSCRIBE
message is forwarded to the PS 210, as represented by
message 314b.

[0056] Tt is not necessary for the presence server 210 to
forward any subsequent SUBSCRIBE messages from user
equipment of the third network, as the S-CSCF#2306 has
already provided a successful acknowledgement.

[0057] Acceptance signals for each user subscriber are
returned to the respective subscribers along reverse paths,
responsive to receipt of the message 318 and an appropriate
SUBSCRIBE message 314.

[0058] Referring to FIG. 6, there is illustrated a routing of
the NOTIFY message flow from the presence server 210 in
accordance with this embodiment of the present invention.

[0059] As represented by message 320, a single NOTIFY
message is forwarded from the S-CSCF#1 to the presence
server 210.
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[0060] The presence server, as represented by message
3224 then forwards a first NOTIFY message to the I-CSCF
218. Following a first local query 3244, the first NOTFIY
message is forwarded to the first user equipment subscriber
302 via, in turn, the S-CSCF#2222 and the P-CSCF#2224,
as represented by messages 326a, 3284, and 330a.

[0061] The presence server, as represented by message
322b also forwards a second NOTIFY message to the
I-CSCF 218. Following a second local query 324b, the
second NOTFIY message is forwarded to the first user
equipment subscriber 302 via, in turn, the S-CSCF#2222
and the P-CSCF#2224, as represented by messages 326b,
328b and 330b.

[0062] «200 OK” messages are returned to the presence
server 210 via a reverse path, and a single “OK” message
forwarded to the S-CSCF#1.

[0063] The routing of the REGISTER/SUBSCRIBE/NO-
TIFY messages in accordance with a third embodiment of
the present invention is described hereinbelow with refer-
ence to FIGS. 7 to 9.

[0064] The solution described in this third embodiment
can be summarised as: the presence server in the internet
protocol multimedia subsystem behaves as a presence agent,
and the S-CSCF uses a separate REGISTER transaction to
update the presence information in the presence server.

[0065] The routing of the REGISTER/SUBSCRIBE/NO-
TIFY methods is described hereinafter with reference to
FIGS. 7t0 9. Elements of the first, second and third networks
corresponding to elements shown in FIGS. 2 to 6 are
referenced in FIGS. 7 to 9 using the same reference numer-
als.

[0066] Referring to FIG. 7, there is illustrated an extended
registration message flow in accordance with this third
embodiment of the present invention.

[0067] As represented by step 230, the routing of the
REGISTER message takes place between the UE 200, the
first network P-CSCF 202 and the second network I-CSCF
204.

[0068] Thereafter, in a step 702, the I-CSCF 204 selects a
S-CSCF 208 for the session initiation, which in this example
is the S-CSCF 208.

[0069] As represented by message 704, the REGISTER
message is then forwarded to the S-CSCF 208.

[0070] The name of the presence server 210 is part of the
subscriber’s profile, and this is retrieved by the I-CSCF 204
from the HSS 206 in a step 708.

[0071] Following successful initiation with the S-CSCF
208, a “200 OK” message is transmitted to the UE 200 along
a reverse path.

[0072] Thereafter, as represented by message 710, the
REGISTER message is forwarded to the presence server
210. The message 710 constitutes a separate REGISTER
transaction with which the S-CSCF updates the presence
information in the PS.

[0073] 1If the presence update fails at the presence server,
the S-CSCF generates a notification to the UE 200 indicating
the presence update failure event. For this notification a SIP
NOTIFY message can be used, for example, containing an
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event header with a new presence failure reason code. This
example is illustrated in FIG. 7 labelled as 711. The
NOTIFY is then acknowledged by the UE 200 to the
S-CSCF 208 using a “200 OK” message.

[0074] Referring to FIG. 8, there is illustrated a routing of
the SUBSCRIBE message flow in accordance with this third
embodiment of the present invention.

[0075] A SUBSCRIBE message from the user equipment
subscriber 212 is forwarded to the P-CSCF#1214, as illus-
trated by message 712. Such message is forwarded, in turn,
to the S-CSCF#1216 and the I-CSCF 204 as illustrated by
messages 714 and 716.

[0076] Following a local query in step 718, the SUB-
SCRIBE message is forwarded to the S-CSCF#2306, as
represented by message 720. Subsequent thereto, the SUB-
SCRIBE message is forwarded from the S-CSCF#2306 to
the PS 210, as represented by message 720.

[0077] Thereafter a “202 Accepted” message is sent along
the reverse path.

[0078] Referring to FIG. 9, there is illustrated a routing of
the NOTIFY message flow from the presence server 210 in
accordance with this third embodiment of the present inven-
tion.

[0079] As represented by message 722, a NOTIFY mes-
sage is forwarded from the presence server 210 to the
S-CSCF#1306. The S-CSCF#1306, as represented by mes-
sage 724 then forwards the NOTIFY message to the I-CSCF
218. Following a local query in step 726, the NOTIFY
message is forwarded to the user equipment subscriber 226
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via, in turn, the S-CSCF#2222 and the P-CSCF#2224, as
represented by messages 728, 730, and 732.

[0080] Thereafter a “200 OK” message is sent along a
reverse path.

[0081] The new requirements for the network elements
placed in the architecture due to the third embodiment cab
be summarised as below:

[0082] 1.The S-CSCF updates the presence informa-
tion in the PS with a separate REGISTER transac-
tion.

[0083] 2. If the presence update fails at the PS, the
S-CSCF generates a notification message (e.g. SIP
NOTIFY using the Evenyt header with a new pres-
ence failure reason code) to the UE indicating the
presence failure update event.

[0084] 3. The SUBSCRIBE generated by the sub-
scriber has to be routed by the network as it would
be a normal INVITE, only the S-CSCF of the PUA
routes the SUBSCRIBE to the PS associated with the
presently.

[0085] 4.The NOTIFY generated by the PS has to be
routed by the network as it would be a normal
INVITE.

[0086] Although the present invention has been
described with reference to three exemplary embodi-
ments, the present invention more generally presents
ways of implementing the idea presented in Rosen-
berg et al with 3GPP proposed architecture.
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htetp://www.ietf.org/ietf/l1id-abstracts.txt

The list of Internet-Draft Shadow Directories can be accessed at
http://www.ietf .org/shadow.html.

Abstract

This document proposes an extension to SIP for subscriptions and
notifications of user presence. User presence is defined as the
willingness and ability of a user to communicate with other users on
the network. Historically, presence has been limited to "on-line®" and
*off-line" indicators; the notion of presence here is broader.
Subscriptions and notifications of user presence are supported by
defining an event package within the general SIP event notification
framework. This protocol is also compliant with the Common Presence
and Instant Messaging (CPIM) framework.

1 Introduction

Presence is (indirectly! defined {n RFC2778 (1] as subscription to
and notification of changes in the communications state of a user.
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This communications state consists of the set of communications
means, communications address, and status of that user. A presence
protocol is a protocol for providing such a service over the Internet
or any IP network.

This document proposes an extension to the Session Initiation
Protocol (SIP) [2] for presence. This extension is a concrete
instantiation of the general event notification framework defined for
SIP [3), and as such, makes use of the SUBSCRIBE and NOTIFY methods
defined there. User presence is particularly well suited for SIP. SIP
registrars and location services already hold user presence
information; it is uploaded to these devices through REGISTER
messages, and used to route calls to those users. Furthermore, SIP
networks already route INVITE messages from any user on the network
to the proxy that holds the registration state for a user. As this
state is user presence, those SIP networks can also allow SUBSCRIBE
requests to be routed to the same proxy. This means that SIP networks
can be reused to establish global connectivity for presence
subscriptions and notifications.

This extension is based on the concept of a presence agent, which is
a new logical entity that is capable of accepting subscriptions,
storing subscription state, and generating notifications when there
are changes in user presence. The entity is defined as a logical one,
since it is generally co-resident with another entity, and can even
move around during the lifetime of a subscription.

This extension is also compliant with the Common Presence and Instant
Messaging (CPIM) framework that has been defined in {4). This allows
SIP for presence to easily interwork with other presence systems
compliant to CPIM.

2 Definitions

This document uses the terms as defined in [1). Additionally, the
following terms are defined and/or additionally clarified:

Presence User Agent (PUA): A Presence User Agent manipulates
presence information for a presentity. In SIP terms, this
means that a PUA generates REGISTER requests, conveying
some kind of information about the presentity. We
explicitly allow multiple PUAs per presentity. This means
that & user can have many devices (such as a cell phone and
PDA), each of which 1s independently generating a component
of the overal) presence information for a presentity. PUAs
push data into the presence system, but are outside of it,
in that they do not receive SUBSCRIBE messages, or send
NOTIFY.

Rosenberg et al. [Page 2]
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Presence Agent (PA): A presence agent is a SIP user agent which
is capable of receiving SUBSCRIBE requests, responding to
them, and generating notifications of changes in presence
state. A presence agent must have complete knowledge of the
presence state of a presentity. Typically, this is
accomplished by co-locating the PA with the
proxy/registrar, or the presence user agent of the
presentity. A PA is always addressable with a SIP URL.

Presence Server: A presence server is a logical entity that can
act as either a presence agent or as a proxy server for
SUBSCRIBE requests. When acting as a PA, it is aware of the
presence information of the presentity through some
protocol means. This protocol means can be SIP REGISTER
requests, but other mechanisms are allowed. When acting as
a proxy, the SUBSCRIBE requests are proxied to another
entity that may act as a PA.

Presence Client: A presence client is a presence agent that is
colocated with a PUA. It is aware of the presence
information of the presentity because it is co-located with
the entity that manipulates this presence information.

3 Overview of Operation

In this section, we present an overview of the operation of this
extension. )

When an entity, the subscriber, wishes to learn about presence
information from some user, it creates a SUBSCRIBE request. This
request identifies the desired presentity in the request URI, using
either a presence URL or a SIP URL. The subscription is carried along
SIP proxies as any other INVITE would be. It eventually arrives at a
presence server, which can either terminate the subscription (in
which case it acts as the presence agent for the presentity), or
proxy it on to a presence client. If the presence client handles the
subscription, it is effectively acting as the presence agent for the
presentity. The decision about whether to proxy or terminate the
SUBSCRIBE is a local matter: however, we describe one way to effect
such a configuration, using REGISTER.

The presence agent (whether in the presence server or presence
client) first authenticates the subscription, then authorizes it. The
means for authorizaction are outside the scope of this protocol, and
we expect that many mechanisms will be used. Once authorized, the
presence agent sends a 202 Accepted response. It also sends an
immediate NOTIFY message containing the state of the presentity. As
the state of the presentity changes, the PA generates NOTIFYs for all
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subscribers.

The SUBSCRIBE message effectively establishes a session with the
presence agent. As a result, the SUBSCRIBE can be record-routed, and
rules for tag handling and Contact processing mirror those for
INVITE. Similarly, the NOTIFY message is handled in much the same way
a re-INVITE within a call leg is handled.

4 Naming

A presentity is identified in the most general way through a presence
URI [4), which is of the form pres:user@domain. These URIs are
protocol independent. Through a variety of means, these URIs can be
resolved to determine a specific protocol that can be used to access
the presentity. Once such a resolution has taken place, the
presentity can be addressed with a sip URL of nearly identical form:
sip:user@domain. The protocol independent form (the pres: URL) can be
thought of as an abstract name, akin to a URN, which is used to
identify elements in a presence system. These are resolved to
concrete URLs that can be used to directly locate those entities on
the network.

When subscribing to a presentity, the subscription can be addressed
using the protocol independent form or the sip URL form. In the SIP
context, “addressed" refers to the request URI. It is RECOMMENDED
that if the entity sending a SUBSCRIBE is capable of resolving the
protocel independent form to the SIP form, this resolution is done
before sending the request. However, if the entity is incapable of
doing this translation, the protocol independent form is used in the
request URI. Performing the translation as early as possible means
that these requests can be routed by SIP proxies that are not aware
of the presence namespace.

The result of this naming scheme is that a SUBSCRIBE request is
addressed to a user the exact same way an INVITE request would be
addressed. This means that the SIP network will route these messages
along the same path an INVITE would travel. One of these entities
along the path may act as a PA for the subscription. Typically, this
will either be the presence server (which is the proxy/reqistrar
where that user 1s registered), or the pregsence client (which is one
of the user agents associated with that presentity!).

SUBSCRIBE messages also contain logical identifiers that define the
originator and reciplent of the subscription (the To and From header
fields). Since these 1dentifiers are logical ones. it is RECOMMENDED
that these use the protocol independent format whenever possible.
This also makes it easier to interwork with other systems which
recognize these forms.
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The Contact, Record-Route and Route fields do not identify logical
entities, but rather concrete ones used for SIP messaging. As such,
they MUST use the SIP URL forms in both SUBSCRIBE and NOTIFY.

S Presence Event Package

The SIP event framework (3) defines an abstract SIP extension for
subscribing to, and receiving notifications of, events. It leaves the
definition of many additional aspects of these events to concrete
extensions, also known as event packages. This extension qualifies as
an event package. This section fills in the information required by
(31.

$.1 Package Name

The name of this package is "presence®. This name MUST appear within
the Event header in SUBSCRIBE request and NOTIFY request. This
section also serves as the IANA registration for the event package
“presence”.

TODO: Define IANA template in sub-notify and fill it in here.

Example:
Event: presence

$.2 SUBSCRIBE bodies

The body of a SUBSCRIBE request MAY contain a body. The purpose of
the body depends on its type. In general, subscriptions will normally
not contain bodies. The request URI, which identifies the presentity,
combined with the event package name, are sufficient for user
presence.

We anticipate that document formats could be defined to act as
filters for subscriptions. These filters would indicate certain user
presence events that would generate notifies, or restrict the set of
data returned in NOTIFY requests. For example, a presence filter
aight specify that the notifications should only be generated when
the status of the users instant message inbox changes. It might also
say that the content of these notifications should only contain the
IM related information.

$ ) Expiration
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User presence changes as a result of events that include:
o Turning on and off of a cell phone
© Modifying the registration from a softphone
O Changing the status on an instant messaging tool

These events are usually triggered by human intervention, and occur
with a frequency on the order of minutes or hours. As such, it is
subscriptions should have an expiration in the middle of this range,
which is roughly one hour. Therefore, the default expiration time for
subscriptions within this package is 3600 seconds. As per [3], the
subscriber MAY include an alternate expiration time. Whatever the
indicated expiration time, the server MAY reduce it but MUST NOT
increase it.

5.4 NOTIFY Bodies

The body of the notification contains a presence document. This
document describes the user presence of the presentity that was
subscribed to. All subscribers MUST support the presence data format
described in [fill in with IMPP document TBD], and MUST list its MIME
type, [fill in with MIME type} in an Accept header present in the
SUBSCRIBE request.

Other presence data formats might be defined in the future. In that
case. the subscriptions MAY indicate support for other presence
formats. However, they MUST always support and list [fill in with
MIME type of IMPP presence document) as an allowed format.

Of course. the notifications generated by the presence agent MUST be

in one of the formats specified in the Accept header in the SUBSCRIBE
request.

5.5 Processing Requirements at the PA

User pregsence is highly sensitive information. Because the
implications of divulging presence information can be severe, strong
requirements are imposed on the PA regarding subscription processing,
especially related to authentication and authorization.

A presence agent MUST authenticate all subscription requests. This
authentication can be done using any of the mechanisms defined for
SIP. Tt {s not considered sutficient for the authentication to be
transitive; that 1s, the authentication SHOULD use an end-to-ead
mechanism. The SIP basic authentication mechanism MUST NOT be used.
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It is RECOMMENDED that any subscriptions that are not authenticated
do not cause state to be established in the PA. This can be
accomplished by generating a 401 in response to the SUBSCRIBE, and
then discarding all state for that transaction. Retransmissions of
the SUBSCRIBE generate the same response, guaranteeing reliability
even over UDP.

Furthermore, a PA MUST NOT accept a subscription unless authorization
has been provided by the presentity. The means by which authorization
are provided are outside the scope of this document. Authorization
may have been provided ahead of time through access lists, perhaps
specified in a web page. Authorization may have been provided by
means of uploading of some kind of standardized access control list
document . Back end authorization servers, such as a DIAMETER (5],
RADIUS [6], or COPS {7]. can also be used. It is also useful to be
able to query the user for authorization following the receipt of a
subscription request for which no authorization information was
present. Appendix A provides a possible solution for such a scenario.

The result of the authorization decision by the server will be
reject, accept, or pending. Pending occurs when the server cannot
obtain authorization at this time, and may be able to do so at a
later time, when the presentity becomes available.

Unfortunately, if the server informs the subscriber that the
subscription is pending, this will divulge information about the
presentity - namely, that they have not granted authorization and are
not available to give it at this time. Therefore, a PA SHOULD
generate the same response for both pending and accepted
subscriptions. This response SHOULD be a 202 Accepted response.

If the server informs the subscriber that the subscription is
rejected, this also divulges information about the presentity -
namely, that they have explicitly blocked the subscription
previously, or are available at this time and chose to decline the
subscription. If the policy of the server is not to divulge this
information, the PA MAY respond with a 202 Accepted response even
though the subscription 1s rejected. Alternatively, if the policy of
the presentity or the PA is that it is acceptable to inform the
subscriber of the rejection, a 60) Decline SHOULD be used.

Note that since the response to a subscription does not contain any
useful i1nformation about the presentity, privacy and integrity ot
SUBSCRIBE tresponses 1s not deemed i1mportant.

5.6 Generation of Notifications

Upon acceptance of a subscription, the PA SHOULD generate an

Rosenberg et al. [Page 7}



US 2004/0109439 A1l Jun. 10, 2004
12

Internet Draft presence March 2, 2001

immediate NOTIFY with the current presence state of the presentity.

If a subscription is received, and is marked as pending or was
rejected, the PA SHOULD generate an immediate NOTIFY. This NOTIFY
should contain a valid state for the presentity, yet be one which
provides no useful information about the presentity. An example of
this is to provide an IM URL that is the same form as the presence
URL, and mark that IM address as "not available". The reason for this
process of "lying" is that without it, a subscriber could tell the
difference between a pending subscription and an accepted
subscription based on the existence and content of an immediate
NOTIFY. The approach defined here ensures that the presence delivered
in a NOTIFY generated by a pending or rejected subscription is also a
valid one that could have been delivered in a NOTIFY generated by an
accepted subscription.

If the policy of the presence server or the presentity is that it is
acceptable to divulge information about whether the subscription
succeeded or not, the immediate NOTIFY need not be sent for pending
or rejected subscriptions.

Of course, once a subscription is accepted, the PA SHOULD generate a
NOTIFY for the subscription when it determines that the presence
state of the presentity has changed. Section 6 describes how the PA
makes this determination.

For reasons of privacy, it will frequently be necessary to encrypt
the contents of the notifications. This can be accomplished using the
standard SIP encryption mechanisms. The encryption should be
performed using the key of the subscriber as identified in the From
field of the SUBSCRIBE. Similarly, integrity of the notifications is
important to subscribers. As such, the contents of the notifications
SHOULD be authenticated using one of the standardized SIP mechanisms.
Since the NOTIFY are generated by the presence server, which may not
have access to the key of the user represented by the presentity, it
will frequently be the case that the NOTIFY are signed by a third
party. It is RECOMMENDED that the signature be by an authority over
domain of the presentity. In other words, for a user
pres:userdexample.com, the signator of the NOTIFY SHOULD be the
authority for example.com.

$.7 Rate Limitations on NOTIFY
For reasons of congestion control, it is important that the rate of
notifications not become excessive. As a result, it is RECOMMENDED

that the PA not generate notifications for a single presentity at a
rate faster than once every S seconds.
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5.8 Refresh Behavior

Since SUBSCRIBE is routed by proxies as any other method, it is
possible that a subscription might fork. The result is that it might
arrive at multiple devices which are configured to act as a PA for
the same presentity. Each of these will respond with a 202 response
to the SUBSCRIBE. Based on the forking rules in SIP, conly one of
these responses is passed to the subscriber. However, the subscriber
will receive notifications from each of those PA which accepted the
subscriptions. The SIP event framework allows each package to define
the handling for this case.

The processing in this case is identical to the way INVITE would be
handled. The 202 Accepted to the SUBSCRIBE will result in the
installation of subscription state in the subscriber. The
subscription is associated with the To and From (both with tags) and
Call-ID from the 202. When notifications arrive, those from the PA's
whose 202's were discarded in the forking proxy will not match the
subscription ID stored at the subscriber (the From tags will differ).
These SHOULD be responded to with a 481. This will disable the
subscriptions from those PA. Furthermore, when refreshing the
subscription, the refresh SHOULD make use of the tags from the 202
and make use of any Contact or Record-Route headers in order to
deliver the SUBSCRIBE back to the same PA that sent the 202.

The result of this is that a presentity can have multiple PAs active,
but these should be homogeneocus, so that each can generate the same
set of notifications for the presentity. Supporting heterogeneous
PAs, each of which generated notifications for a subset of the
presence data, is complex and difficult to manage. I1f such a feature
1s needed, it can be accomplished with a B2BUA rather than through a
forking proxy.

6 Publication

The user presence for a presentity can be obtained from any number of
different ways. Baseline SIP defines a method that 1s used by all SIP
clients - the REGISTER method. This method allows a UA to inform a
SIP network of its current comrmunications addresses (ie., Contact
addresses) . Furthermore, multiple UA can independently register
Contact addresses for the same SIP URL. These Contact addresses can
be SIP URLs. or they can be any other valid URL

Using the reqgister information for presence i1s straightforward. The
address of record in the RECISTER (the To field) identifies the
presentity. The Contact headers detine communications addresses that
describe the state of the presentity. The use of the SIP caller
preferences extension (8] 18 RECOMMENDED for use with UAs that are
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interested in presence. It provides additional information about the
Contact addresses that can be used to construct a richer presence
document. The "description® attribute of the Contact header is
explicitly defined here to be used as a free-form field that allows a
user to define the status of the presentity at that communications
address.

We also allow REGISTER requests to contain presence documents, so
that the PUAs can publish more complex information.

Note that we do not provide for locking mechanisms, which would allow
a client to lock presence state, fetch it, and update it atomically.
We believe that this is not neeeded for the majority of use cases,
and introduces substantial complexity. Most presence operations do
not require get-before-set, since the SIP register mechanism works in
such a way that data can be updated without a get.

The application of registered contacts to presence increases the
requirements for authenticity. Therefore, REGISTER requests used by
presence user agents SHOULD be authenticated using either SIP
authentication mechanisms, or a hop by hop mechanism.

To indicate presence for instant messaging, the UA MAY either
register contact addresses that are SIP URLS with the *"methods"
parameter set to indicate the method MESSAGE, or it MAY register an
IM URL.

TODO: This section needs work. Need to define a concrete example of
mapping a register to a presence document, once IMPP generates the
document format.

6.1 Migrating the PA Function

It is important to realize that the PA function can be colocated with
several elements:

o It can be co-located with the proxy server handling
registrations for the presentity. In this way, the PA knows
the presence of the user through registrations.

© It can be co-located with a PUA for that presentity. In the
case of a single PUA per presentity, the PUA knows the state
of the presentity by sheer nature of its co-location.

o It can be co-located in any proxy along the call setup path.
That proxy can learn the presence state of the presentity by
generating its own SUBSCRIBE in order to determine 1t. In this
Case, the PA 1s effectively a B2BUA.
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Because of the soft-state nature of the subscriptions, it becomes
possible for the PA function to migrate during the lifetime of a
subscription. The most workable scenario is for the PA function to
migrate from the presence server to the PUA, and back.

Consider a subscription that is installed in a presence server.
Assume for the moment that the presence server can determine that a
downstream UA is capable of acting as a PA for the presentity. When a
subscription refresh arrives, the PA destroys its subscription, and
then acts as a proxy for the subscription. The subscription is then
routed to the UA, where it can be accepted. The result is that the
subscription becomes installed in the PUA.

For this migration to work, the PUA MUST be prepared to accept
SUBSCRIBE requests which already contain tags in the To field.
Furcthermore, the PUA MUST insert a Contact header into the 202, and
this header MUST be used by the subscriber to update the contact
address for the subscription.

TODO: Does this work? What about getting a Record-Route in place at
the PUA. This might only be possible for refreshes that don't use
Route or tags.

The presence server determines that a PUA is capable of supporting a
PA function through the REGISTER message. Specifically, if a PUA
wishes to indicate support for the PA function, it SHOULD include a
contact address in its registration with a caller preferences
"methods" parameter listing SUBSCRIBE.

7 Mapping to CPIM

This section defines how a SIP for presence messages are converted to
CPIM, and how a CPIM messagesa are converted to SIP for presence. SIP
to CPIM conversion occurs when a SIP system sends a SUBSCRIBE request
that contains a pregs URL or SIP URL that corresponds to a user in a
domain that runs a different presence protocol. CPIM to SIP involves
the case where a user in a different protocol domain generates a
subscription that is destined for a user in a SIP domain.

Note that the process defined below requires that the gateway store
subscription state. This unfortunate result 18 due to the need to
remember the Call-1D, CSeq, and Route headers for subscriptions from
the SIP side, so that they can be inserted into the SIP NOTIFY
generated when a CPIM notification arrives.

7 1 S1P to CPIM

SIP tfor presnce is converted to CPIM through a SIP to CPIM abstract
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gateway service, depicted in Figure 1.

SIP to CPIM|
Conversion |

Figure 1: SIP to CPIM Conversion

The first step is that a SUBSCRIBE request is received at a gateway.
The gateway generates a CPIM subscription request, with its
parameters filled in as follows:

O The watcher identity in the CPIM message is copied from the
From field of the SUBSCRIBE. If the From field contains a SIP
URL., it is converted to an equivalent pres URL by dropping all
SIP URL parameters, and changing the scheme to pres.

This conversion may not work - what if the SIP URL has
no user name. Plus, converting from a URL back to a
URN {n this fashion may not do it correctly.
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o The target identity in the CPIM message is copied from the
Request-URI field of the SUBSCRIBE. This may need to be
converted to a pres URL as well.

o The duration parameter in the CPIM message is copied from the
Expires header in the SUBSCRIBE. If the Expires header
specifies an absolute time, it is converted to a delta-time by
the gateway. If no Expires header is present, one hour is
assumed.

o The transID parameter in the CPIM message is constructed by
appending the Call-ID, the URI in the To field, the URI in the
From field, the CSeq and the tag in the From field, and the
request URI, and computing a hash of the resulting string.
This hash is used as the transID. Note that the request URI is
included in the hash. This is to differentiate forked requests
within the SIP network that may arrive at the same gateway.

The CPIM service then responds with either a success or failure. In
the case of success, the SIP to CPIM gateway service generates a 202
response to the SUBSCRIBE. It adds a tag to the To field in the
response, which is the same as the transID field in the success
response. The 202 response also contains a Contact header, which is
the value of the target from the SUBSCRIBE request. It is important
that the Contact header be set to the target, since that makes sure
that subscription refreshes have the same value in the request URI as
the original subscription. The duration value from the CPIM success
response is placed into the Expires header of the 202. The gateway
stores the Call-ID and Route header set for this subscription.

If the CPIM service responds with a failure, the SIP to CPIM gateway
generates a 603 response. It adds a tag to the To field in the
response, which is the same as the transID field in the failure
response.

When the CPIM system generates a notification request, the SIP to
CPIM gateway creates a SIP NOTIFY request. The request 1s constructed
using the standard RFC2%41 (2] procedures for constructing a request
within a call leg. This will result i1n the To field containing the
watcher field from CPIM. and the From field containing the target
tield trom the CPIM notification. The tag in the From field will
contain the transID. The presence i1ntormation 1s copied into the body
of the notification. The Call-ID and Route headers are constructed
from the subscriprion state stored i the gateway 1If no notification
has yet been generated for this subscription, an initial CSeq value
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is selected and stored.

SUBSCRIBE refreshes are handled identically to initial subscriptions
as above.

If a subscription is received with an Expires of zero, the SIP to
CPIM gateway generates an unsubscribe message into the the CPIM
system. The watcher parameter is copied from the From field of the
SUBSCRIBE. The target parameter is copied from the Request URI field
of the SUBSCRIBE. The transID is copied from the tag in the To field
of the SUBSCRIBE request.

The response to an unsubscribe is either success or failure. In the
case of success, a 202 response is constructed in the same fashion as
above for a success response to a CPIM subscriber. All subscription
state is removed, In the case of failure, a 603 response is
constructed in the same fashion as above, and then subscription state
is removed, if present.

7.2 CPIM to SIP

CPIM to SIP conversion occurs when a CPIM subscription request
arrives on the CPIM side of the gateway. This scenario is shown in
Figure 2.

The CPIM subscription request is converted into a SIP SUBSCRIBE
request. To do that, the first step is to determine if the subscribe
is for an existing subscription. That is done by taking the target in
the CPIM subscription request, and matching it against targets for
existing subscriptions. If there are none, it is a new subscription,
otherwise, its a refresh.

It its a new subscription, the gateway generates a SIP SUBSCRIBE
request in the following manner:

© The From field in the request is set to the watcher field in
the CPIM subscription request

o The To field in the request is set to the target field in the
CPIM subscription request

© The Expires header in the SUBSCRIBE request is set to the
duration field in the CPIM subscription request

© The tag in the From field is set to the transID in the CPIM
subscription request.
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Figure 2: CPIM to SIP Conversion

This SUBSCRIBE message is then sent.

1f the subscription is a refresh, a SUBSCRIBE request is generated in
the same way. However, there will also be a tag in the To field,
copied from the subscription state in the gateway, and a Route
header, obtained from the subscription state in the gateway.

When a response to the SUBSCRIBE is received, a response is sent to
the CPIM system. The duration parameter in this response is copied
from the Expires header in the SUBSCRIBE response (a conversion from
an absolute time to delta time may be needed). The transID in the
regspanse 18 copied from the tag in the From field of the response. If
the response was 202, the status is set to 1ndeterminate. If the
response was any other 200 class response, the status is set to
sucess. For any other final response, the status 1s set to failure.

If the response was a 20C class response, subscription state is
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established. This state contains the tag from the To field in the
SUBSCRIBE response, and the Route header set computed from the
Record-Routes and Contact headers in the 200 class response. The
subscription is indexed by the presentity identification (the To
field of the SUBSCRIBE that was generated).

If an unsubscribe request is received from the CPIM side, the gateway
checks if the subscription exists. If it does, a SUBSCRIBE is
generated as described above. However, the Expires header is set to
zero. 1f the subscription does not exist, the gateway generates a
failure response and sends it to the CPIM system. When the response
to the SUBSCRIBE request arrives, it is converted to a CPIM response
as described above for the initial SUBSCRIBE response. In all cases,
any subscription state in the gateway is destroyed.

when a NOTIFY is received from the SIP system, a CPIM notification
request is sent. This notification is constructed as follows:

0 The CPIM watcher is set to the URI in the To field of the
NOTIFY.

© The CPIM target is set to the URI in the From field of the
NOTIFY.

© The transID is computed using the same mechanism as for the
SUBSCRIBE in Section 7.1

© The presence component of the notification is extracted from
the body of the SIP NOTIFY request.

The gateway generates a 200 response to the SIP NOTIFY and sends it
as well. .

TODO: some call flow diao.-ams with the parameters
8 Firewall and NAT Traversal

It is anticipated that presence services will be used by clients and
presentities that are connected to proxy servers on the other side of
firewalls and NATs. Fortunately, since the SIP presence mesgages do
not establish independent media streamsg, as INVITE does, firewall and
SAT traversal is much simpler than described in (9] and {10).

Cenerally, data traverses NATs and {irewalls when 1t 1s sent over TCP
or TLS connections established by devices irside the firewall/NAT to
devices outside of 1t. As a result, it 13 RECOMMENDED that S$1P for
fresence entities maintain persistent TCP or TLS connections to their
rext hcp peers. This includes connections opened to send a SUBSCRIBE,

Rosendberg et al. {Page 16)



US 2004/0109439 A1l Jun. 10, 2004
21

Internet Draft presence March 2, 2001

NOTIFY, and most importantly, REGISTER. By keeping the latter
connection open, it can be used by the SIP proxy to send messages
from ocutside the firewall/NAT back to the client. It is also
recommended that the client include a Contact cookie as described in
{10) in their registration, so that the proxy can map the presentity
URI to that connection.

Furthermore, entities on either side of a firewall or NAT should
record-route in order to ensure that the initial connection
established for the subscription is used for the notifications as
well.

9 Security considerations

There are numerous security considerations for presence. Many are
outlined above; this section considers them issue by issue.

9.1 Privacy
Privacy encompasses many aspects of a presence system:

© Subscribers may not want to reveal the fact that they have
subscribed to certain users

© Users may not want to reveal that they have accepted
subscriptions from certain users

© Notifications (and fetch results) may contain sensitive data
which should not be revealed to anyone but the subscriber

Privacy is provided through a combination of hop by hop encryption
and end to end encryption. The hop by hop mechanisms provide scalable
privacy services, disable attacks invelving traffic analysis, and
hide all aspects of presence messages. However, they operate based on
transitivity of trust, and they cause message content to be revealed
to proxies. The end-to-end mechanisms do not require transitivity of
trust, and reveal information only to the desired recipient. However,
end-to-end encryption cannot hide all information, and is susceptible
to traffic analysis. Strong end to end authentication and encryption
also requires that both participants have public keys, which is not
generally the case. Thus, both mechanisms combined are needed for
complete privacy services.

SIP? allows any hop by hop encryption scheme. It is RECOMMENDED that
between network servers (proxies to proxies, proxies to redirect
servers), transport mode ESP [l1] 18 used tO encrypt the entire
me9sage. Between a UAC and its local proxy, TLS [12) is RECOMMENDED.
Similarly. TLS SHOULD be used between & presence server and the PUA.
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The presence server can determine whether TLS is supported by the
receiving client based on the transport parameter in the Contact
header of its registration. If that registration contains the token
"tls" as transport, it implies that the PUA supports TLS.

Furthermore, we allow for the Contact header in the SUBSCRIBE request
to contain TLS as a transport. The Contact header is used to route
subsequent messages between a pair of entities. It defines the
address and transport used to communicate with the user agent. Even
though TLS might be used between the subscriber and its local proxy,
placing this parameter in the Contact header means that TLS can also
be used end to end for generation of notifications after the initial
SUBSCRIBE message has been successfully routed. This would provide
end to end privacy and authentication services with low proxy
overheads.

SIP encryption MAY be used end to end for the transmission of both
SUBSCRIBE and NOTIFY requests. SIP supports PGP based encryption,
which does not require the establishment of a session key for
encryption of messages within a given subscription (basically, a new
session Key is established for each message as part of the PGP
encryption). Work has recently begun on the application of S$/MIME
{13) for SIP.

9.2 Message integrity and authenticity

It is important for the message recipient to ensure that the message
contents are actually what was sent by the originator, and that the
recipient of the message be able to determine who the originator
really is. This applies to both requests and responses of SUBSCRIBE
and NOTIFY. This is supported in SIP through end to end
authentication and message integrity. SIP provides PGP based
authentication and integrity (both challenge-response and public key
signatures), and http basic and digest authentication. HTTP Basic is
NOT RECOMMENDED.

9.3 Outbound authentication
When local proxies are used for transmission of outbound messages,
proxy authentication is RECOMMENDED. This is useful to verify the
identity of the originator, and prevent spoofing and spamming at the
originating network.

9 4 Replay prevention
To prevent the replay of old subscriptions and notifications., all

signed SUBSCRIBE and NOTIFPY requests and responses MUST contain &
Date header covered by the message signature. Any message with a date
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older than several minutes in the past, or more than several minutes
into the future, SHOULD be discarded.

Furthermore, all signed SUBSCRIBE and NOTIFY requests MUST contain a
Call-ID and CSeq header covered by the message signature. A user
agent or presence server MAY store a list of Call-ID values, and for
each, the higest CSeq seen within that Call-ID. Any message that
arrives for a Call-ID that exists, whose CSeq is lower than the
highest seen so far, is discarded.

Finally, challenge-response authentication (http digest or PGP) MAY
be used to prevent replay attacks.

9.5 Denial of service attacks

Denial of service attacks are a critical problem for an open, inter-
domain, presence protocol. Here, we discuss several possible attacks,
and the steps we have taken to prevent them.

9.5.1 Smurf attacks through false contacts

10

10

Unfortunately, presence is a good candidate for smurfing attacks
because of its amplification properties. A single SUBSCRIBE message
could generate a nearly unending stream of notifications, so long as
a suitably dynamic source of presence data can be found. Thus, a
simple way to launch an attack is to send subscriptions to a large
number of users, and in the Contact header (which is where
notifications are sent), place the address of the target.

The only reliable way to prevent these attacks is through
authentication and authorization. End users will hopefully not accept
subscriptions from random unrecognized users. Also, the presence
client software could be programmed to warn the user when the Contact
header in a SUBSCRIBE is from a domain which does not match that of
the From field (which identifies the subscriber).

Also, note that as described in [3]}, if a NOTIFY is not acknowledged
or was not wanted, the subscription that generated it i{s removed.
This eliminates the amplification properties of providing false
Contact addresses.

Example message flows

The (ollowing subsections exhibit example message flows, to further
clarify behavior of the protocol.

.1 Client to Client Subscription with Presentity State Changes
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This call flow illustrates subscriptions and notifications that do
not involve a presence server.

The watcher subscribes to the presentity, and the subscription is
accepted, resulting in a 202 Accepted response. The presentity
subsequently changes state (is on the phone), resulting in a new
notification. The flow finishes with the watcher canceling the
subscription.

Watcher Presentity

| F1 SUBSCRIBE |

| F7 SUBSCRIBE (unsub) [

Message Details

F1 SUBSCRIBE watcher -> presentity

SUBSCRIBE sip:presentitydpres.example.com SIP/2.0
Via: SIP/2.0/UDP watcherhost.example.com:5060
From: User «<pres:userdexample.com>

To: Resource c<pres:presentitydexample.coms
Call-ID: 3248S4)awatcherhogt .example.com

CSeq : 1 SUBSCRIBE

Expires: 600

Accept: application/xpidfexm]

Event: presence

Contact: sip:userdwatcherhost.example.com
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F2 202 Accepted presentity->watcher

SIP/2.0 202 Accepted

Via: SIP/2.0/UDP watcherhost.example.com:5060

From: User <pres:user@example.com>

To: Resource <pres:presentity@example.com>;tag=88a7s
Call-ID: 32485436Gwatcherhost.example.com

Cseq: 1 SUBSCRIBE

Event: presence

Expires: 600

Contact: sip:presentity@pres.example.com

F3 NOTIFY Presentity->watcher

NOTIFY sip:user@watcherhost.example.com SIP/2.0

Via: SIP/2.0/UDP pres.example.com:5060

From: Resource <pres:presentity@example.com>;tag=88a7s
To: User <pres:user@example.com>

Call-ID: 3248543@watcherhost.example.com

CSeq: 1 NOTIFY

Event: presence

Content-Type: application/xpidf+xml

Content-Length: 120

<?xml version=%"1.0"?>
<presence entitylnfo="pres:presentity@example.com”>

<tuple destination="sip:presentity@example.com" status="open®/>
</presence»

F4 200 OK watcher-.>presentity

SIP/2.0 200 OK

Via: SIP/2.0/UDP pres.example.com:.$5060

From: Resource «pres:presentitydexargle.coms
To: User c<pres:user@example.com>

Call-ID: )2485430watcherhost.example.com
CS5eq. 1 NOTIFY
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F5 NOTIFY Presentity->watcher

NOTIFY sip:user@watcherhost.example.com SIP/2.0
Via: SIP/2.0/UDP pres.example.com:5060

From: Resource «<pres:presentity®@example.com>
To: User «<pres:user@example.com>

Call-1ID: 3248543@watcherhost.example.com

CSeq: 2 NOTIFY

Event: presence

Content -Type: application/xpidf+xml
Content-Length: 120

<?xml version=*1.0"?>
<presence entitylnfo="pres:presentity@example.com">

<tuple destinations"sip:presentity@example.com” status="closed"/>
</presence>

Fé 200 OK watcher->presentity

SIP/2.0 200 OK

Via: SIP/2.0/UDP pres.example.com:S060

From: Resource <«<pres:presentity@example.com>
To: User <pres:user@example.com»

Call-1D: 32485432watcherhost.example.com
CSeq: 2 NOTIFY

F7 SUBSCRIBE watcher -> presentity

SUBSCRIBE sip:presentity@pres.example.com SIP/2.0
Via: SIP/2.0/UDP watcherhostz.example.com:5060
From. User «<pres:userdexample.com»

To: Resocurce <pres:presentitydexample.com,
Call-1D: 3248S543@watcherhost example.com

Event : presence

CSeq : 2 SUBSCRIBE

Expires: 0

Accept. application/xpidfexml

Contact: sip:user®watcherhost.example com
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F8 202 Accepted presentity-»>watcher

SIP/2.0 202 Accepted
Via: SIP/2.0/UDP watcherhost.example.com:5060
From: User <pres:user@example.com>

To:

Resource <pres:presentity®example.com>

Call-ID: 3248S43@watcherhost.example.com
Event: presence

Cseg: 2 SUBSCRIBE

Expires:o0

10.2 Presence Server with Client Notifications

Jun. 10, 2004

March 2, 2001

This call flow shows the involvement of a presence server in the
handling of subscriptions. In this scenario, the client has indicated
that it will handle subscriptions and thus notifications. The message
flow shows a change of presence state by the client and a
cancellation of the subscription by the watcher.

Presence

| F1 REGISTER |

F3 SUBSCRIBE I

| Fs 202
feocmmommmr e |
F6 202 | |
A AL LR EEL | |
F7 NOTIFY | |
€ ="t cccerocencsennccssmnnrssarnsmcsrerses s s aensee .
F8 200 OK | ]
----------------------- o~----.--------------,l
| F9 REGISTER |
R R R |
| F10 200 OK |
(R SRR R >|
11 NOTIFY ] |
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Message Details

F1 REGISTER PUA->server

REGISTER sip:example.com SIP/2.0

Via: SIP/2.0/UDP pua.example.com:5060

To: <sip:resource@example.com>

From: <sip:resource@example.com>

Call-ID: 2818Gpua.example.com

CSeq: 1 REGISTER

Contact: <sip:id@pua.example.com>;methods="MESSAGE"
;description="open"

Contact: <sip:id@pua.example.com>;methods="SUBSCRIBE"

Expires: 600

F2 200 OK server->PUA

SIP/2.0 200 OK

Via: SIP/2.0/UDP pua.example.com:5060

To: <sip:resource@example.com>

From: <sip:resource@example.com>

Call-ID: 2818@pua.example.com

CSeq: 1 REGISTER

Contact: <sip:idadpua.example.com>;methodss "MESSAGE"
;descriptions“"open®

Contact: <sip:iddpua.example.com>;methods«"SUBSCRIBE"

Expires: 600

F) SUBSCRIBE watcher-»server
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SUBSCRIBE sip:resourcegexample.com SIP/2.0
Via: SIP/2.0/UDP watcherhost.example.com:5060
From: User <pres:user@example.com>

To: Resource <pres:resource@example.com>
Call-ID: 3248S@watcherhost.example.com

CSeq : 1 SUBSCRIBE

Expires: 600

Event: presence

Accept: application/xpidf+xml

Contact: sip:user@watcherhost.example.com

F4 SUBSCRIBE server->PUA

SUBSCRIBE sip:id@pua.example.com SIP/2.0
Via: SIP/2.0/UDP server.example.com:5060
Via: SIP/2.0/UDP watcherhost.example.com:5060
From: User «<pres:user@example.com>

To: Resource «<pres:resource®example.com>
Call-ID: 3248Sewatcherhost.example.com
CSeq : 1 SUBSCRIBE

Event: presence

Expires: 600

Accept: application/xpidf+xml

Contact: sip:userdéwatcherhost.example.com

FS 202 Accepted PUA->server

SIP/2.0 202 Accepted

Via- SIP/2.0/UDP server.example.com:5060

Via. SIP/2.0/UDP watcherhost .example.com:5060
From: User <pres:.user3example.com»

To: Pesource «pres resourcedexample.coms>;tagsf{d2
Call-ID: 324854watcherhost example.com

CSeq : 1 SUBSCRIBE

Event . presence

Expires 600
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F6 200 OK server->watcher

SIP/2.0 202 Accepted

via: SIP/2.0/UDP watcherhost.example.com:5060
From: User <pres:user®example.com>

To: Resource <pres:resource@example.com>;tag=££d2
Call-ID: 32485@watcherhost.example.com

CSeq : 1 SUBSCRIBE

Event: presence

Expires: 600

F7 NOTIFY PUA->watcher

NOTIFY sip:user@watcherhost.example.com SIP/2.0
Via: SIP/2.0/UDP pua.example.com:5060

To: User c<pres:user@example.com>

From: Resource c<pres:resource@example.coms;tag=£f£d2
Call-ID: 3248S@watcherhost.example.com

CSeq : 1 NOTIFY

Event: presence

Content -Type: application/xpidf+xml

Content-Length: 120

<?xm]l version="1.0"?>
<presence entitylnfos"pres:resourcedexample.com">

<tuple destination="im:resourcedexample.com" statuss“open*/>
</presence>

F8 200 OK watcher - >PUA

SIP/2.0 200 OK

Via: SIP/2.0/UDP pua.example.com:%5060

To: User «pres:userdexample.com>

From. Resource «pres: resourcedexample.com», tag-£f£d2
Call-ID. J248Sawatcherhost .example.com

CSeq : 1 NOTIFY
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F9 REGISTER PUA->server

REGISTER sip:example.com SIPF/2.0

Via: SIP/2.0/UDP pua.example.com:5060

To: <sip:resource@example.com>

From: <sip:resource@example.com>

Call-ID: 2818@pua.example.com

CSeqg: 2 REGISTER

Contact: <sip:id@pua.example.com>;methods="MESSAGE"
;description="busy"

Contact: <«<sip:id@pua.example.com>;methods="SUBSCRIBE"

Expires: 600

F10 200 OK server->PUA

SIP/2.0 200 OK

Via: SIP/2.0/UDP pua.example.com:5060

To: <sip:resource@example.com>

From: <sip:resource@example.com>

Call-ID: 2818@pua.example.com

CSeq: 2 REGISTER

Contact: <sip:id@pua.example.com>;methods="MESSAGE"
;description="busy"

Contact: «sip:id@pua.example.com>;methods="SUBSCRIBE"

Expires: 600

F11 NOTIFY PUA->watcher

NOTIFY sip:user@watcherhost.example.com SIP/2.0
Via: SIP/2.0/UDP pua.example.com:5060

To: User c¢pres:userdexample.com>

From: Resource <pres:resourcedexample. com»;tags=ffd2
Call-ID: 3248Sdwatcherhost .example.com

CSeq : 2 NOTIPY

Event: presence

Content-Type: application/xpidfexm}

Content -Length: 120
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<?xml versions"1.0"?>
<presence entitylInfos"pres:resourced@example.com”>

<tuple destination="im:resource@example.com* status="busy"/>
</presence>

F12 200 OK watcher->PUA

SIP/2.0 200 OK

Via: SIP/2.0/UDP pua.example.com:S5060

To: User <pres:user@example.com>

From: Resource «pres:resource@example.com>;tag=£ffd2
Call-ID: 3248B5@watcherhost.example.com

CSeq : 2 NOTIFY

10.3 Presence Server Notifications

This message flow illustrates how the presence server can be the
responsible for sending notifications for a presentity. The presence
server will do this if the presentity has not sent a registration
indicating an interest in handling subscriptions. This flow assumes
that the watcher has previously been authorized to subscribe to this
resource at the server.

Watcher Server PUA
| F1 SUBSCRIBE | ]
fo-eeeemeees ot |
| F2 202 Accepted | |
Jeecomcmmreneneennn { |
| F3 NOTIFY | |
leoroeenen-n sesese-- | |
| F& 200 Ok { (
R R R R »| |
| | FS REGISTER |
| R seseeen]
{ { P6 200 Ok |
[ Pomeeemme e
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Message Details

F1 SUBSCRIBE watcher-s>server

SUBSCRIBE sip:resourced@example.com SIP/2.0
Via: SIP/2.0/UDP watcherhost.example.com:5060
To: <pres:resource@example.com>

From: <pres:user@example.com>

Call-ID: 2010@watcherhost.example.com

CSeq: 1 SUBSCRIBE

Event: presence

Acceprt: application/xpidf+xml

Contact: <sip:user@watcherhost.example.com>
Expires: 600

F2 202 OK server-s>watcher

SIP/2.0 202 Accepted

Via: SIP/2.0/UDP watcherhost.example.com:5060
To: «<pres:resource@example.com>;tagsffd2
From: <pres:user@example.com>

Call-ID: 2010@watcherhost.example.com

CSeq: 1 SUBSCRIBE

Event: presence

Expires: 600

Contact: sip:example.com

F3) NOTIFY aserver-»> watcher

NOTIFY sip:user®watcherhost .exasple com S1P/2.0
Via: SIP/2.0/UDP server.example.com:5060
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From: <pres:resource@example.coms;tag=£ffd2
To: <pres:user@example.com>

Call-ID: 2010@watcherhost.example.com
Event: presence

CSeq: 1 NOTIFY

Content-Type: application/xpidf+xml
Content-Length: 120

<?xml version="1.0"?>
<presence entityInfo="pres:resource@example.com">

<tuple destination="im:resource@example.com" status="open"/>
</presence>

Fi 200 OK

SIP/2.0 200 OK

Via: SIP/2.0/UDP server.example.com:5060
From: <pres:resource@example.com>;tagsf£fd2
To: «<pres:user@example.com>

Call-ID: 2010@watcherhost.example.com
CSeq: 1 NOTIFY

FS REGISTER

REGISTER sip:example.com SIP/2.0

Via: SIP/2.0/UDP pua.example.com:5060

To: <sip:resourceéexample.com>

From: c<sip:resourcesexample.com>

Call-ID: 110épua.example.com

CSeq: 2 REGISTER

Contact: «<sip:i1dapua.example.com> ;methods«"MESSAGE"
;descriptione"Away from keyboard-

Expires. 600
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F6

F7

200 OK

Via: SIP/2.0/UDP pua.example.com:5060

To: <sip:resource@example.com>

From: <sip:resource@example.com>

Call-ID: 110@pua.example.com

CSeq: 2 REGISTER

Contact: <sip:id@pua.example.com>;methods="MESSAGCE"
; description="Away from keyboard"
; expires=600

NOTIFY

NOTIFY sip:user@watcherhost.example.com SIP/2.0
via: SIP/2.0/UDP server.example.com:5060

From: <pres:resource@example.com>;tag=£ffd2

To: <pres:user@example.com>

Call-ID: 2010@watcherhost.example.com

CSeq: 2 NOTIFY

Event: presence

Content -Type: application/xpidfexml

Content -Length: 120

<?xml version="1.0"7?>
<presence entityInfo="pres:resource@example.com">
<tuple destinations="im:resource@example.com” status="Away from

keyboard*®/>

F8

</presence>

200 OK

SIP/2.0 200 OK

Via: SIP/2.0/UDP server.example.com:5060
From: «<sip:resourcedexample.com>;tage=£ffd2
To: «<pres-user@example.com>

Call-1D: 2010dwatcherhost example.com
CSeq- 2 NOTIFY
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11 Open lssues

The following is the list of known open issues:

o

This draft recommends that the To and From field are populated
with presence URLs rather than sip URLs. Is that reasonable?
Will this lead to incompatibilities in proxies? Is there any
issues with CPIM if the SIP URL format is used? This depends
on what components of a message are signed in CPIM.

Rate limitations on NOTIFY: do we want that? How do we pick a
value? 5 seconds is arbitrary.

Merging of presence data from multiple PA has been removed. Is
that OK?

Placing IM URLs in the Contact header of a REGISTER: is that
OK? What does it mean?

The process of migrating subscriptions from a presence server
to PUA is not likely to work in the case where subscription
refreshes use tags and Route headers. So, we have a choice.
Either migration is disallowed, and we keep with leg oriented
subscriptions, or migration is allowed, and there is no tags
or Route's associated with subscriptions.

Converting SIP URLs back to pres URLs.

The SIP to CPIM and CPIM to SIP gateways are not stateless,
because of the need to maintain Route, Call-ID, CSeq, and
other parameters. Perhaps we can ask CPIM to define a token
value which is sent in a CPIM request and returned in a CPIM
response. Would that help?

Need to specify how to take Contacts from REGISTER and build a
presence document. Cne obvious thing is that the contact
addresses don't go in there directly; you probably want to put
the address of record, otherwise calls might not go through
the proxy.

12 Changes from -00

The document has been completely rewritten, to reflect the change

from a

sales pitch and educational document, to a more formal

protocol specification. It has also been changed to align with the
SIP event architecture and with CPIM. The specific protocol changes
resulting from this rewrite are:

Rosenberg

et al. {Page 32}
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o The Event header must now be used in the SUBSCRIBE and NOTIFY
requests.

© The SUBSCRIBE message can only have a single Contact header.
-00 allowed for more than one.

o The From and To headers can contain presence URIs.
o The Request-URI can contain a presence URI.

o Subscriptions are responded to with a 202 if they are pending
or accepted.

o Presence documents are not returned in the body of the
SUBSCRIBE response. Rather, they are sent in a separate
NOTIFY. This more cleanly separates subscription and
notification, and is mandated by alignment with CPIM.

o Authentication is now mandatory at the PA. Ruthorization is
now mandatory at the PA.

o Fake NOTIFY is sent for pending or rejected subscriptions.
© A rate limit on notifications was introduced.
© Merging of presence data has been removed.
© The subscriber rejects notifications received with tags that
don't match those in the 202 response to the SUBSCRIBE. This
means that only one PA will hold subscription state for a
particular subscriber for a particular presentity.
o IM URLs allowed in Contacts in register
o CPIM mappings defined.
o Persistent connections recommended for firewall traversal.
Obtaining Authorization
When a subscription arrives at a PA. the subscription needs to be
authorized by the presentity. In some cases, the presentity may have
provided authorization ahead of time. However, in many cases. the
subscriber is not pre-authorized. In that case, the PA needs to query

the presentity for authorization.

In order to do this, we define an implicit subscription at the PA.
This subscription is for a virtual presentity, which is the “set of

Rosenberg et al. {Page 13)
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subscriptions for presentity X*, and the subscriber to that virtual
presentity is X itself. whenever a subscription is received for X,
the virtual presentity changes state to reflect the new subscription
for X. This state changes for subscriptions that are approved and for
ones that are pending. As a result of this, when a subscription
arrives for which authorization is needed, the state of the wvirtual
presentity changes to indicate a pending subscription. The entire
state of the virtual presentity is then sent to the subscriber (the
presentity itself). This way, the user behind that presentity can see
that there are pending subscriptions. It can then use some non-SIP
means to install policy in the server regarding this new user. This
policy is then used to either accept or reject the subscription.

A call flow for this is shown in Figure 3.

In the case where the presentity is not online, the problem is also
straightforward. When the user logs into their presence client, it
can fetch the state of the virtual predentity for X, check for
pending subscriptions, and for each of them, upload a new policy
which indicates the appropriate action to take.

A data format to represent the state of these virtual presentities
can be found in [14]).
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Foreword

This Technical Report has been produced by the 3GPP.

The contents of the present document are subject to continuing work within the TSG and may change following formal
TSG approval. Should the TSG modify the contents of this TS, it will be re-released by the TSG with an identifying
change of release date and an increase in version number as follows:

Version x.y.z
where:
x the first digit:
1 presented to TSG for information;
2 presented to TSG for approval;
3 Indicates TSG approved document under change conrol.

y the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates,
etc.

z  the third digit is incremented when editorial only changes have been incorporated in the specification;

1 Scope

This technical report will propase an architecture that provisions an all-[P archutecture option for release 00. The
purpose of the technical report is to
- wentify key issues and affected ongoing 3GPP work that need to be resolved and

- propose a hugh level work plan for completion of an all [P release 00 UMTS standard

1n order to provide this archilectural option witlun Relcase 2000.

2 References
The following documcnts contain provisions which, through reference 1n this text, constitute provisions of the present
document.

e References are cither specific {sdentificd by date of publication. edion numbet, version number, cic ) or
non-specific

* For 2 specific reference. subsequent revisions do not apply
*  For a non-specific reference, the Latest venion apphes

® A non-specific reference to an ETS shall also be taken to refer to later vertions published as an EN math the ame
number

{1} TS 22.101 vervion 3 60 Scrvice Pnncipics

[2] TS 23121 Archurectural Requuirements for Release 9.

[3] TS22.121: The Vunua! Home Enviroament

[4] TS 23.002: Network architecture

[s) ~Compressing TCP/IP Headers for Low-Speed Serial Links", IETF RFC 1144, V. Jacobson
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3.1

Definitions

Definitions and abbreviations

For the purposes of the present document, the [following] terms and definitions {given in ... and the following] apply.

existing service: services supported in Release 99 and earlier releases for both GSM and UMTS.

Al 1P core network: core network of release 2000 that uses [P for transport of all user data and signalling

ERAN is defined as an evolved GSM BSS supporting EDGE modulation schemes on a 200kHz basis and real time

packet scrvices

3.2

For the purposes of the present document, the following abbreviations apply:

Abbreviations

<ACRONYM> <Explanation>

2G
3G

AMR
AS

BSC
BTS
CAMEL

Isup

MAHO
MAP

second generation
third generation

Adaptive Multi Rate
Application Server
Base Station Controller
Base Station

Customised Applications for Mobile Network Enhanced Logic

CAMEL Application Part
Call Control

Call Control Function

Core Network

Crrcwit Swatched

Call State Control Function
CAMEL Service Environment
Disectory Number

Directory Name Server
Enhanced Data for GSM
Enhanced GPRS

For Further Study

Gateway GPRS Support Node
Gateway MSC

General Packet Radio Service
GPRS Support Node

GPRS Tunnclling Protocol
Home CSCF

Home Network

Home Subscnber Server
Incomung Call Galeway
Intelligent Network

IN Application Pant

Laternet Protocol

Lntegrated Services Digital Network

Internet Service Provider
ISDN User Part

Local Area Network
Logical Name

Mobile Assisted Handover
Mobile Application Part
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MCU Media Control Unit R
MExE Mobile Execution Environment
MGCF Mecdia Gateway Control Function
MGW Media Gateway
MM Mobility Management
MO Mobile Originated
MRF Media Resource Function
MSC Mobile Switching Centre
MT Mobile Termunated/Termunal
NPA Numberning Plan Area
O&M Operations and Maintenance
obDB Operator Determined Barring
OSA Open Service Architecture
PCU Packet Control Unit
PDP Packet Data Protocol
PDU Packet Data Unnt
PS Packet Switched
PSTN Public Switched Telephony Network
QoS Quality of Service
R0OO Release 2000
R9% Release 1999
RA Rouning Area
RAN Radio Access Network
RLC/MAC Radio Link Control/Mcdia Access Control
RNC Radio Network Controller
R-SGW Roaming Signaling Gateway
RTP Real Tume Protocol
SAT SIM Application Toolkit
SCF
SCp Service Control Point
S-CSCF Serving CSCF
SGSN Serving GPRS Support Node
sSIp Scssion Initiated Protocol
SLA Scrvice Level Agreement
SN Serving Network
SRNC Serving Radio Network Controller
SSF Service Swatching Function
TCP Transmussion Control Protocol
TE Termunal Equipment
T-SGW Transport Signalling Gateway
uDP User Datagram Protocol
UE User Equipmemt
UMS User Mobility Server
UTRAN UMTS Terrestnal Radwo Access Network
VHE Vutual Home Environment
VLR Visitor Location Register
VolP Voxe over IP
VPN Vutual Private Network
WAP Wucless Application Protocol
WIN Wireless IN (ANSI-41)
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4 Requirements

In order for TSG-SA2 to conduct a study of the architecture issues relating to the introduction of an All IP architecture
within UMTS, assurmptions were made as to the requirements for this architecture. TSG-SA1 are 1nvited to vatidate and
to extend these requirements as pan of the work package on requirements for Release 2000.

4.1 General

The aim of the a1l IP architecture is to allow operators to deploy IP technology to deliver 3" Generation services, that is
an architecture based on packet technologies and IP telephony for simultaneous real time and non real time services.
This architecture should be based on an evolution from Release 99 specifications and should be compatible with IMT-
2000, providing global terminal mobility (roarming) [1].

The P nerwork should provide wireless mobility access based on ERAN and UTRAN with a common core network,
based an evolution of GPRS, for both. In this context, an E-GPRS radio access nerwork is 2 200kHz GSM based
network supporting EDGE and cvolved to support real time packet services. Although EDGE is not within the scope of
3GPP, there are requirements for the core network of the all IP architecture, to be common to both access technologies.

The charactenistics of this network are

* Based on an evolution of GPRS

e Common network elements for multiple access types including UTRAN and ERAN

s Packet transport using [P protocols

e [P Client enabled terminals

*  Support for voice, data, rcal ume multimedia. and services with the same network elements.
The report also covers the suppon of CS services on [P technologies.

The bencfits of this approach include

e Ability to offer seamless services, through the use of IP, regardless of means of access (e.g. common features
used by subscnbers whether accessing via conventional land telephony, cable, wireless, HIPERLAN 2 etc.)

*  Syncrgy with generic IP developments and reduced cost of service

e  Efficicat solution for simultancous multi-media scrvices including voice, data, and advanced real time services.
e Higher level of contol of services

e Integrated, and cost reduced OA&M through (P

e Take advantage of Internet applicatons by supporting terrunals whach are IP clients.

e Cast reduction through packet transpost

4.1.1 General Requirements

1. Theoverall aim of the all IP petwork 13 to support sumular services to GSM release ‘99 and new tnovative services
Whete approprate these senvices should inter-wock with exisiting GSM servaces

2. In addition 1t should also possible to support exasting (R99 and before) services/capabilities (speech, data,
mulumcdia, SMS, supplementary services, VHE....)in 3 manner that 1s ransparent to the users of these services (1].
That is, the network needs to provide the service capabiliies required 1n such a way as to support interworking of
these services between the ROO all IP network oprion and the other farruly networks two domain architecture option
{GSM pre Release 99, UMTS release 99).
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3. The standard shall enable the all IP core network to support refease 99 CS terminals. This shall be standardised in
such a way as to allow operators to decide whether or not they wish to support Release 99 CS only terminals.

4. The support of existing services shall not preclude the extension of service capabilities possible through the use of
an all IP architecture.

S.  When the all IP nctworks are deployed, there will be services and databases provided for existing networks which
arc non-IP based ¢.g. local number portability, free phone numbers, specialised corporate services. The all P
architecture will need to be able to access these services.

6. R"00 all IP core network shall allow implementations having a CS and a PS domain, that are separated like both
these domains in the R'99 architecture. This implementation allows the two domains to evolve independently, e.g.
to combine an all IP R’00 PS domain with a STM based R'99 CS domain. Furthermore it shall be possible to
implement 2 CS domain that uses all IP based architecture and in distinct service areas of the same network a CS
domauwn based on ATM/STM. This allows a smooth migration to an all IP based core nctwork.

The R'00 all IP architecture shall support that all services share bearer level transport and bearer control.

R'00 architecture shall allow an operator 1o migrate a R'99 network wito a R*00 network, without need for change of
transport network technology, node numbering scheme etc. R'00 networks shall also allow connection of R'99
UTRAN over lucs, to provide the operator with flexibility in the network implementation.

Note: In the general R°00 architecture other transport technology than IP shall be possible.

42 Service Capabilities

421 General

The following general service capabiliies are «Wdentified:
l.  Legalinterception has to be possible in the R0O All-1P network.

2 Emergency calls shall be supported in the RO0 All-IP network.

422  Basic requirements for the Service and Application Platforms
List of requirements on the “Application and Service™ block:

| Service capabilites are 10 be made available to the Applicanons through Service capability features,
2 Scrvice capability features are provaded by one or mure service capabilities (possibly directly provided by
ncrwork functions, ¢ g HSS. CSCF etc ), as illustrated 1n Figure 4-1,
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Service Capability Features

Figure 4-1: Relationship between Service Capability Features (SCFs) and Service Capabilities.

3. Incremental introduction of scrvice capability features by the network operator has to be possible, for operator
specific service capabilities;
4. A standard interface, called the application interface, has to be introduced for access to Service capability

features by Applications. Thus interface has to provide a controlled, secure and accountable relationship between
Apphications and Service capability fearures;

5. The Application interface must provide access to the Service capability features based on user subscription
profile;

6. Applications can be located either on servers and/or on (mobile) termunals;

7. Applications can only access the service capabilities through the service capability features;

8. Applications can utilze both capabilities provided by the Mobile Nerwork functions, and functions as provided

by IT systems, through the service capability features.

43 Numbering Schemes

The standards shall allow mobile termmunated communications to be routed to the user's terrrunal on the basis of a single
iennfier e g MSISDN. Thus does not preclude muluple addresses being used for differcnt services and capabilities

(e g data, Fax, SMS). The network wall route the call 1o the termunal over the available resources, dependent upon, for
example. termrunal capability, taffic loading and coverage Networks mmugranng to an all IP architecture wall require the
ability to route based on & single identifier to mawntan service transparency.

44 R99 Terminals

Sce secton 4 1 ) above The following requirements for the suppurt of R99 termrunals 13 an operator specific opuion
1 The standards shall enable the All-IP core network o support UMTS R99 terrmunals

2 Speech services including emergency calls shall be provided 1n All-IP nctwocks to any UMTS R99 termunal
supporting these services.

L 3 To ensure roarmung of non VolP capable UMTS R99 iemunals, speech services including emergency calls shall
be possible based on CS capabilities of these termunals
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4.5 Radio aspects

I The radio resource usage should be optimised within the architecture for both service and signalling support.

2. Separation of the radio related and radio un-related functionalties between the core network and the radio access
network

3. Scparation of the user plane and control plane protocol stacks in the radio access networks

4. Fast uplink access and fast resource assignment procedures in both uplink and downlink for multiplexing different
types of traffic on the same air link.

5. Optimization of end-to-end 1P transport for certain class of real time applications (e.g. header compression, header
smpping)

6. Network controlled handover procedure with short interruption to support real time applications {see handover
requirement, section 4.9.)

7. Protocol stacks in the access network to support a range of services with different QoS requirements

8. Inter-working/interoperability of the QoS mechanism developed for the radio access network and the QoS
mechanism used in the packet core network.

9. Bearer differentiation capability at the access network for multiplexing different types of traffic on the air to achieve
maximum spectrum utilization

10. Opumal coding and interleaving for some applications such as voice.
1. Support of muitiple data flows with different QoS per IP address (as defined in QoS framework in relcase 99)
12, Spectrum efficiency shall be maxinuzed (e.g. statistical multiplexing).

13. The ERAN shall support GPRS and EGPRS services for pre-Release 2000 terminals.

4.6 Interworking

I The All-IP core network shall suppont interworking to external IP and non-IP networks (¢.g. circuit-switched
networks (PSTN, ISDN, GSM PLMN, UMTS PLMN,..).

4.7 Mobility management

1 The All-[P core network shall provide steamlining and CN operated hand-over procedures for UMTS.

48 Roaming

1 The standard shall enabdle the AlL-IP core netwack to support roaming with 2G GSM/GPRS networks and R99
UMTS petworks

4.9 Handover

The suppont of handover between release 98, release 99 and release 2000 network echnologies 1 essental n
mamtaiung adequate network coverage Tabie 4-1 llustraics the nccessary handover scenanos and the status of
development of mechanisms.

Table 4-1: Handover requirements for UMTS All IP network
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Between 2G-GSM es | 2G-GPRS UMTS cs UMTS ps UMTS IP UMTS IP

(R99) (R99) (PS services) | (CS

services)

UMTS 1P (PS Req R0OO* Req R0OO Req ROO* Req ROO OK Not
services) . Required
UMTSIP(CS Req R0OO Not Req Req ROO Not Reg Not Req OK
services)
Key:
OK Same technology
Req ROO Required for release 2000

* The implications of the requirement for PS to/from CS handover in ROO are the subject of much debate. Alternatives
for either the support of handover or to provide service coverage need to be investigated.
4.9.1 Handover Categories
1 Ina nctwork handover
Handover inside one all IP network
la Intra RAN handover
Ib Inter RAN handover
2 Inter network handover
Handover between two all [P nctworks
3 Inter-system handover

Handover between an all IP actwork and other systems

492 General Definition

Resclection and handover are two methods of suppormng mobility dunng an active session. Reselection 1s the process
whereby the mobile station autonomously determuncs which cell the mobile will recerve services on. Handover is the
process whereby the nctwork deternunes whach cell the mobile will recesve services on.

493 General Requirements

For real-ume services handover procedure shall be used The nctwork shall coatrol the handover procedure

Handover shall be the selected method of mobility 1f one of more active scssions have requested handover n 2 muit
session call wmith different QoS requirements

Performance requirement on speech intcrruption (1 ¢ “mute” period) shall be equivalent to or better than than GSM or
ANSI-136 bandover for selephoay services. TBD for other services offered by an all P Network.

Maintain maxumum packet loss imut (1 ¢ less than TBD) and mavimum delay hirut (e, less than TBD) during
handover.

Non-real-time services shall use either handover or cell reselection depending on the QoS parameters in combination
with network parameters.
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The Subscribed QoS level should be maintained across the handover boundary. However QoS negotiation (if
neceassary) should be possible before, during and after the handover (The application may reject the offered QoS)

Handover procedure shall utilize radio resources efficiently.

Handover shall not compromisc the security of: the network providing the new radio resources; the (possibly different)
network providing the onginal radio resources; and the terrunal UE.

There shall be efficient handling of multiple bearers, e.g. if voice and email ransfer is going on simultaneously.

Essential IPAUDP/RTP header information (for inter and intra all IP network handover), as seen by an IP end point, shall
be preserved across handover boundary. The required essential header information depends on the bearer.

494 MS Requirements

The mobile station shall be capable of supporting both reselection and handover.

The mobile station shall aid the RAN in the handover decision by supplying RF environmental information (e.g.
received signal strength from serving cell and neighbour cells).

495 RAN Requirements
Handover decisions shall be based in the RAN.

Maintain the RAN QoS parameters, associated with the mobile station, across a handover boundary. Note, RAN QoS
parametcrs for a mobile station are based upon the negotiated set of QoS parameters.

Facilitate admission control to optimize radio resources.

Select a handover target based on cntena such as RF environmental information, radio resources of the neighboring
cells, QoS requirements of the session, etc.

4.10 Call Control and Roaming

The following requirements need consideration for call control and roamung support in an all [P based network.

1 Rounng of signalling and ransport needs to be optumused, for the purposes of call control and roaming between
networks.

2 Whenever possible, romboning of the user’s voice or data communicanion session back 10 theis home environment
should ot be used to provide the user with services when roamung outside thew home nerwork.

3 The Release 2000 all [P nerwork must comply with the mandated requirements for Emergency Services
4 The Release 2000 all [P actwork must comply with the frandsted requirements for Number Portability

5  The Release 2000 all IP network must suppont multiparty voxce and data communications seisions wncluding the
capabality for the user or scrvice logx 10 dynamically add of delete users from an active communcations scssion.

6 The Release 2000 all IP network must be able 10 accept and re-foute incomung voxce or datas communication

rcqmumnmaddnmdlomeMsm«mmmmdwnmofuumlm
plans (¢ g.. NPA splits m North Amenca)

7  Trancoding of the traffic (voxe, data. video) should be munumased. For example.. 1f the termunal equipment of the
called and calling party have the same vocodet, no transcoding of the voxce aflic, withun the nctwork. wouid ocour

$  The Releasc 2000 all P nerwork must provide connection to the services of the legacy 2G and release 99 aetworks.
9  The Release 2000 all IP metwork shall support VHE for roamers.

10 A minumum set of services for roamers shall be provided within the serving network. This frunimal set of user
services is still being defined. However, the followiny is anticipated to be in this minimal set of user services:



US 2004/0109439 A1l Jun. 10, 2004
57

a  Speech call and data session origination.

b  Speech call and data session termination.

¢ Call Waiting for voice calls in the case of monomedia session
d Call Forwarding services for voice calls.

¢ Calling party identification information

f SMS

11 In the event that the Release 2000 all IP operator does not have a legacy network in the market that a Release 2000
all IP network is being deployed into and the Release 2000 all IP operator does not have any business relationships
with the operators of the legacy networks. Consequently, the design of the Release 2000 all IP network can not
assume that the requirements for mandated services or operator-specific services can be satisfied by forwarding the
Release 2000 all IP call to the legacy nerwork. The following are examples of Operator Services that may need to
be handled directly by the Release 2000 all [P networks:

a  Durectory Assistance
b Third party billing

¢ Collectcalls

d Calling card calls

12 When a Release 2000 all IP user roams from a Release 2000 all IP network 1o another Release 2000 all [P network
and gets access to both transport services (e.g. GPRS) and application level services (e.g. multimedia calls),
services may be provided by a CSCF in the serving nerwork or by a CSCF in the home network. The serving
network shall contain the information to contact the user's home network for the user's profile information. The
CSCF of the serving nerwork shall have access to the necessary information for the invocation and conwol of the
user’s advanced/ supplementary services at the user’s home network.

13 The user shall be able 1o gain access to thewr ISPs or corporate LAN application level services.
14 Both dynanuc and dedicated [P addresses shall be supported.

15 Release 2000 all IP networks will be capable of providing VPN functionality. VPN refers to both the GSM VPN
and lntranets. The VPN features supported require further study and analysis.

16 When the UE uses the service of a CSCF/MSC server, the CSCF/ MSC Server needs to authenticate the UE. The
way thus 1s handled when the UE uses the services of a CSCF in the visited nerwork requires further study and
analysis.

4.11  Security

The gencral pnnciple for secunty (o the all [P nctwork implementation 1s 1o reuse the same mechanisms developed for
JGPP Release 99 wherever possible

5 Architecture for an all IP PLMN

5.1 Reference Architecture
The reference archutecture provides two options:
Option 1: has been developed with the goal of allowing operators 1o deploy an all [P based archutecture to deliver 3%

Generation wireless/mobile services. This architecture is based on packet technologics and IP telephony for
simultancous real time and non real time services.
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Option 2:. One purpose of option 2 is also to allow support of release 99 CS domain terminals. In addition option 2 also
supports the IP based services of option 1.

5.1.1 Reference Architecture — Option 1

As descnbed carlier in the Requirements section 4.1, the architecture shown in Figure 5-1 has been developed with the
goal of allowing operators to deploy an all IP based architecture to deliver 3™ Generation wareless/mobile services. This
architecture is based on packet technologies and IP telephony for simultancous real time and non real time services.

The architecture shown and the components of which are described in subsequent sections allow for flexible and
scaleable mechanisms to support global roaming and interoperability with extemal networks such as PLMN, 2G Legacy
networks, PDNs and other multimedia VOIP networks.

The end-to-end architecture consists of the following key segments:
a) Radio Network

b) The GPRS network

¢) The Call Contol

d} Gateways to external netwarks

¢) The Service architecture

The Radio nctwork pan consists of the equipment associated with the mobile user, the Radio Airlink and the Radio
Access Network. The RAN supports both the UTRAN and the EDGE technologies.

Scction 4 indicatcs that the intent of the core nerwark part of the all IP architecture is that it should be designed to allow
opcrators to usc other access networks, for example ERAN and HIPERLAN 2. Within Figure 5-1, the ERAN is shown
exphcitly, where as the other access networks are represented by the bubble labelled “Allemnative Access Network™.
For the purposes of this report,

the ERAN is defined as an evolved GSM 8SS supporting EDGE modulation schemes on a 200kH: basis
and real ume packet services

The support of alternative access networks, and the impact of the All IP architecture on the ERAN are outside the scope
of this activity. However, to avoid the loss of information, the report does indicated where requirements are known to
apply to these access networks.

Within this report, the reference pount between the ERAN and the core nerwork 1s designated as the lu_ps'. That is, the
reference pownt 8 Ju and the implementauon is expected to be sinular to that of the fu_ps.

Note: the use of the reference label lu_ps® is confusing. During the standardisation sctivity a more suitadie label
should be choven.

The GPRS petwork part has the GSNs which provsde the mobility management and the PDP context activanoa senvices
to the mobtle termunal as they do 1n the R99 GPRS PS domain network  The HLR functionality for the GPRS nerwork
15 provided by the Home Subscniber Server, (HSS)

The Call Control pan of the archutecture 13 the most cnitcal functionality The CSCF, MGCF. R-SGW, MGW, T-SGW
and the MRF compnise the Call Control and signalling functionality to deliver the real-nme mobile/wireless services
The CSCT o surslar 10 the H 323 GateKeeper or 3 SIP Server. The archutecture has been mntentionally kept generc and
& not based on 8 specific call control mechamsms such as H 323 or SIP. Such a chosce 1 for further study.

The user profiles are mantamned m the HSS The ugnaling to the multumedia [P nerwork s merface solely via the
CSCF whule the bearey 15 mntetfaced directly with the GGSN The MRF interfaces with all bearer components fos bearer
media and with the CSCF (or signaling The MRF provades for medis nusing. multiplexing, other processing and
gencranon functions.

The tnterconnectivity to external networks such as PLMN, other PDNSs, other multimedia VO!P networks and 2G
Legacy networks (GSM or TDMA) s supported by the GGSN, MGCF, MGW, R-SGW and T-SGW functiona!
elements. Other PLMNs are interfaced for both bearer and signalling via their respective GPRS components. The CSCF
is a new component which also participates in this signalling. The signalling to legacy mobile networks is interfaced
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via the R-SGW, CSCF, MGCF, T-SGW and HSS, while the bearer is interfaced to and from the legacy PSTN network
via an MGW. Legacy landline circuit switch signalling is interfaced via the CSCF, MGCF and T-SGW while the bearer
is interfaced to and from the legacy PSTN network via an MGW.

The Service Architecture part of the network is currently depicted as an extemal entity and is described tn detail in the
section 10. Non-standard services are provided via wterfaces 1o an application services layer. The HSS, the SGSN and
the CSCF interface with the application and services bubble.

The details for each of the functional elements of the architecture arc provided in subsequent subsections of this

document.
Legacy mobike
signaling

Applications

Multimedia
IP Networks

:

Legacy/External

Other PIMN

~——— Signalling Interface
Signalling and Data Transfer Interface
Figure 5-1: Reference Architecture for Option 1

The Gm interface between the UE and the CSCF consists of the user to network multumedia signalling. It is
carricd on radio, lu, Gn and Gi interfaces.

The SGSN and GGSN are the same functional clements as defined in 23.002 {4] for R99 of UMTS.

Mobility management procedures for Release 2000 all IP network MSs in Release 2000 all IP networks ase
based on the Rounng Area idenufier (RAIJ). Mobility management procedures for CS capable MSs 1n Release
2000 ali IP networks are based on the Routing Area identifier (RAId) and on Location Area Identifiers In case
of roarmung berween Release 2000 all IP networks to 2G and vice versa, a mechanism to convert the format of
sdentiies 13 needed (1.e. MS roanung from Release 2000 all IP actwork to 2G network has knowledge oaly of
old RA but Location Area Identifier also needs to be given to the 2G-MSC). When roarmung from 3G-R00 to
2G {without possibility of combined update). how the 2G-MSC can retneve the IMS] from the all IP core
aetwork 13 an open e

MS wdentity (IMSI) 13 protected over the radso mierface through the adoption of a sungle tempocary ideanfier
(P-TMSI} allocaied by the SGSN dunng the MS regstration procedure P-TMS! can be reallocated at every
following registranon or routing area update [relevance 10 roamung scenanos between Release 2000 all 1P
actworks and kegacy cellular nerworks)

The Access Network Nodes (GSN(s), RNC) are not awase the mulumnedis signaling protocol between the UE
and the CSCF. They are even not aware that a given UE sends or does 0ot send signalling to the CSCF.

Notel: this does not preciude that 1o optimuze the radio, the RNC mught support specific RAB for the indivadual
flows of the multumedia user planc. These RAB are requested by the UE at PDP context acuvation.

Note2: the SGSN may have a role in the choice of the CSCF by the UE. This is FFS. But even if the SGSN
participate in the CSCF address determination, the SGSN does not carry out the multimedia registration on
behalf of the UE.
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Different PDP contexts carvy multimedia signalling and user flows due to different requirements on QoS for
these PDP contexis. The Access Network Nodes (GSN(s), RNC) are nevertheless not aware whether a given
PDP context cammies multmedia signatling or not.

Working Architectural approach

1. The All IP Core network s engineered primarily to use a common technology (IP) to support all services
including mulumedia and voice services controlled by H.323/SIP or ISUP.

2. Network architecture 1s based upon [P packet technologies for simultaneous real-time and non-real-time
services.

3. Network architecture is bascd upon an evolution of GPRS.

4. For support of R99 CS domain services the R99 CS domain CC mechanism may be reused. (NOTE: This
does not prevent aliernative mechanism such as H.323, SIP or evolved forms of R99 CS domain CC
mechanisms being used by operators to deliver R99 CS domain services)

5. For the support of selease 00 termunals are [P based, and the integration of services is obtained through IP.

6. Network archutecture should support personal mobility and interoperability between mobile and fixed
networks for both voice and data services.

7. Mawtatn or improve quality of service levels when compared to today’s networks,
8. Maintain or improve network rehability when compared 1o today's nerworks.

9. AlLIP interfaces and associated nerwork tnterfaces should be enhanced to support real-time mulumedia
services.

10. Nerwork architecture wall pravide a separation of service control from callconnection control.

11, Network archuecture wall replace SS7 wansport wath [P,

12. Network architectuze will be independent of network transport layers of Layer 1 (L1) and Layer 2 (L2).
13. Regardless of service type, ISUP based or IP based. IP transport shall be possibie for all signalling and

data transport.

51.2 Reference Architecture — Option 2

As descnibed earliet in the Requuements section 4 1.1 1tem 3 and 6, the architecture shown in Figure $-2 allows
operators to mugrate from a R'99 UMTS nctwork o a R°00 All IP network. One purpose of option 2 1s to allow
support of release 99 CS termunals Opuioa 2 allows the two domains of R'99 1o evolve independently.

As for option 1 the archtecture of option 2 allows that all senvices supponied by option 2 share bearer level transport
and bearet control Vanous underlaying transport mechaniums shall be aliowed (¢ g RTP.UDP.IP, AALLATM or
ST™)

Reference aschutecture opnon 2 icludes the SGSN 'GGSN/CSCF based services of reference archutecture optiva | The
defisunons and workung archutectural approach descnibed i chapter § 1 1 therefore also applees to the
SGSNGGSNCSCF part of optioa 2

{Note The requirement in section 4 3 for the support of rounng o a single MSISDN or 10 allow operators 10 move
subscnibers from the CS servsces o the All IP servace without changing MSISDN will be solved as part of R99 ]

Two conzol clements, related with R°99 CS domawn archutecture, are sdded n optioa 2. the MSC server and GMSC
serves.

Option 2 benefits from the lu arclutecture of R'99, having ransport of user data scparated from control, to allow
UTRAN 10 access the core network via a MGW separated from the MSC server. Between UTRAN and MSC server the
contral part of lu, RANAP, is used.
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[Note: 1) Exact definition of ERAN in relation to GSMrteleservice speech and ERAN's relations to MSC server/MGW
needs 10 be defined. 2) The possibility of interfacing GSM/BSS to MGW and MSC server shall be further studied.].

By allowing servers to terminate MAP and the user-nerwork signalling (04.08+ CC+MM), requirements related to
scrvice and network mugration of R'99 UMTS CS demain services and network mugration can be fulfilled. The
requircments that requires a network architecture according to option 2 are:

Section Requirement Number

4.1.1 2 (to meet the timescales of R00)

4.1.1 3

4.1.1 6

44 all

48 1 (the need for option 2 to meet this requirement will depend upon the roaming solution
chosen)

Altematve
Access
Network

Mulumedia
. IP Networks

L;iucﬂ-m--[rscw 2]

- Mc .

y

PSTN
'*-l Mt ‘i {MGW | Legacy/External
R Uu - b
th —_ —_— v
(TR ENT 4 LAY B /‘_ . < E 2
9 . . . . =
W ORAN AR LG il I i ---m
Now
v A
[sso J4—{rscwe ]
Sepralimg Wmacriacs ) thoue elements are duplicased for figure

syout paspone anly, they briong © the wame

— Sugrallwg anud Data Tranafer Inserface logxcal clernent w the reference moded

Figure 5-2: Relerence Architecture for Optioa 2

lu 13 the reference pount between UTRAN and all IP core network. Berween UTRAN and SGSN lu 1s [P based.
Betweea UTRAN and MGW - [ucs (RTP, AAL2) - lu may be based on different transport technologres.

MAP 13 opcrated between HSS and MSC server and GMSC server respectively.
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51.3 What is the Border of the Network

Open Issue: What is the Border of the Network

In the case that the GGSN is seen as the border of Lhe network towards the IP network or the GGSN+MGW is scen as
the nerwork border towards the PSTN/Legacy network, then the following issue need to be clanified: how to determune
the MGW and how to cnsure the mosi optimal routing towards this MGW. On call setup, the CSCF needs to determune
the appropriate MGW for the call. For example, it needs 10 determine if the call is to the PSTN (and in this case
towards which PSTN network) or to a Voice Over IP network. This determination can only be ensured when call set-up
signalling has been analysed by the CSCF and possibly by the SCF. This analysis may change the called party number
(for instance modify the called party address from the address corresponding to an IP terminal to an address
carresponding to a foreign PSTN terminal). It is only at that point that the best MGW can be determined. This
determunation cannot be done before by the SGSN. The MGW address is sent back (through H.225 signalling) 1o the
UE. The UE can then activate a PDP context {for the support of user plane traffic) towards the appropriate network (i.c.
the network that best allows to reach the MGW to be used by the call).

Note {FFS). The issue of aptimal routing when an MRF is added cannot be determuned until there is agreement on what
is the border of the nctwork.

5.2 New Functional Elements

5.2.1 Call State Control Function (CSCF) .

In the following scction, CSCF has been divided into several logical components.

Currently, thesc logical components are internal to the CSCF. The need for external components to be able to
address directly once of the logical components of the CSCF s for FFS,

Every CSCF acting as a Serving CSCF (see section 9) has a CCF function.

ICGW (Iincoming call gateway)

¢ Acts asa first entry point and performs routing of incormung calls,

¢ Incomung call service tnggenng(e.g call screeming/call forwarding uncondinonal) may need to
reside for opumusation purposcs.

¢ Query Addsess Handling (implies admunistiative dependency wath other ennines)

¢ Conwnunicates with HSS

CCF (Calt Control Function)

¢ Call set-up tefmunation and state ‘cvent management

® Intcract with MRF 10 ordet 1o suppont mult-party and othes services
¢  Reporn call events for billing. auditing, intercept of othet purpose

®  Recerves and process applicaton level registration

¢ Query Address Handling (implhics adminustrative dependency)

¢ May provide service mgger mechamsms (service capabilities features) towards Application &
services network (VHE/QSA)

¢ May invoke location based services relevant to the serving network
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¢ May check whether the requested outgoing communication is allowed given the current
subscription.

SPD (Serving Profile Database)

o [nteracts with HSS in the home domain to receive profile information for the R0Q ali-IP
network user and may store them depending on the SLA with the home domain

e Notifies the home domain of initial user’s access (includes e.g. CSCF signalling transport
address, user 1D etc. needs further study)

¢ May cache access related information (e.g. terminal IP address{es) where the user may be
reached etc.)

AH (Address Handling)

¢ analysis, translauon, modification if required, eddress portability, mapping of alias addresses
¢ May do temporary address handling for inter-network routing.
Other functions such as admission control, multiple session knowledge within one CSCF, multiple

CSCFs serving one terminal for multiple services, role of multiple CSCFs serving a network etc. need
further investigation.

Interfaces need to be further studied and defined.

5.2.2 Home Subscriber Server (HSS)

The Home Subscriber Server (HSS) 15 the master databasc for a given user. It is responsible for keeping a master list
of features and services (either disectly or via servers) associated with a user, and for racking of location of and means
of access for its users. 1t provides user profile information, either directly or via servers. It is a superset of the Home
Location Register (HLR) funcuonality., for example as defined in GSM MAP, but differs n that it needs to also
communicate via new [P based interfaces. The HSS shall suppon a subscnpnion profile which identifies for a given user
for example:

¢ userdentities

¢ subscnibed services and profiles

¢ scrvice specific information

¢ mobility management informaton

¢ authonzation informaton

Like the HLR, the HSS contaums or has access to the authenicanon centers'servers (¢ g ALC. AAA).
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HSS (HLR/ UMS)

Locaton

[_R-SGT) CSCF

Figure 5-3: Example of a Generic HSS structure and basic interfaces

HOME SUBSCRIBER SERVER

3G HLR

Ko

basoo,

SGSN

Figure 5-4: Example of HSS structure with UMS Specific Functionality

The HSS may consist of the following elements as shown in the Figure 3.

1) User Mobility Server (UMS). ot stores the Release 2000 all IP nerwork Service Profile(see secton 9 1) and stores
Service Mobiliry o Serving CSCF related information for the users UMS nught also generate, store and of manage
secunty duia and polies (e g IETF features) UMS should provide logxcal name to transport addsess ranslanon in
otdet to provide answer 10 DNS guenes UMS role and functional decomposition are for further study

2) 3G HLR A GPRS HLR enhanced 1o support Release 2000 all [P networks GPRS specific informanon.

Gr and G use MAP which may be umplemented uing MAP transponed over IP, however the usue of roamung 10 2
nctwork (hat supports MAP over SS7 needs 10 be considered. The Cx wntesface requires further study: it may be
umplemented via IETF protocols such as DNS or via MAP procedures.
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Following functionality may need to be supported in the HSS and are for further study:

e it stores the ROO all- EP network Service Profile and stores location information for the users.
¢ it may also generate, store and/or manage secunty data and policies (e.g. IETF features).
e may need to provide logical name to transport address translation.

¢ The HSS interacts with the R-SGW to communicate with VLRs and other Mobility managers which do not use [P.
HSS interfaces with CSCF via Cx which is for further study.

¢ Other ROO all-IP based network functions such as AAA, DNS etc. and their interactions with HSS is for further
study.

+ Interface(s) between UMS and 3G HLR is for further study.

note: If the user profile is split across different databases then there should either be no duplication of information
elements or the consistency of the data should be maintained.

5.2.3  Transport Signalling Gateway Function (T-SWG)
This is component in the RO all-[P network is PSTN/PLMN termination point for a defined network.

The funcnonahity defined within T-SGW should be consistent with existing/ongoing industry
protocols/interfaces that will satisfy the requirements.

e Maps call related signalling from/to PSTN/PLMN on an [P bearer and sends it to/from the MGCF.
e Needs to provide PSTN/PLMN <-> [P transpont level address mapping.

Interfaces need 1o be further studied and defined.

5.24  Roaming Signalling Gateway Function (R-SGW)

The role of the R-SGW described in the following bullets is related only to roaming to/from 2G/R99 CS and GPRS
domain to/from R0O CS and GPRS domain and 15 not involving the multimedia/VolP domain.

- Inorder to ensure proper roamung, the R-SGW performs the signaling conversion at wansport level
{conversion. Sigtran SCTP/IP versus SS7 MTP) between the legacy SS7 based transport of signaling and
the P based ransport of signalting. The R-SGW docs not interpret the MAP / CAP messages but may have
to interpret the underlying SCCP layer to ensure proper rounng of the signahng.

»  (For the support of 2G 7 R99 CS termunals) The services of the R_SGW arc used to ensure transport
nterworkung between the SS7 and the IP mansport of MAP _E and MAP_G signalling interfaces with 2 2G
/RS9 MSC/VLR

For the Multumedia'VolP domain, MAP intcrworking at the R-SGW 1 foe Further Study

525 Composite Gateway
Componite gateway. A logxcal entity composed of a single MGC and one of more MGs that may be reside on different

mactunes Together, they preserve the behaviour of 3 gateway as defuwed 1 H 32) and H.246 (tus may uxiude SIP
servers and MSC servers i release 2000)

526  Media Gateway Control Function (MGCF)

This component in the RO0 all-1P network is PSTN/PLMN termination point for a defined network.
The functionality defined within MGCF should be consistent with existing/ongoing industry
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protocols/interfaces that will satisfy the requirements.

¢ Controls the parts of the call state that pertain to connection control for media channels ina MGW,
¢ Communicates with CSCF.

¢ MGCF selects the CSCF depeneding on the routing number for incoming calls from legacy
networks.

¢ Performs protocol conversion between the Legacy (e.g. ISUP, R1/R2 etc.) and the ROO all-IP
network call control protocols (this is still under further study within the industry).

¢ Out of band information assumed to be received in MGCF and may be forwarded 10 CSCF/MGW.

Interfaces need to be further studied and defined.

5.2.7 Media Gateway Function (MGW)

This component in the ROO all-IP nctwork is PSTN/PLMN wransport termination point {or a defined network. For the
architecture option 2, the component is also used for interfacing UTRAN with the All IP core network over Tu.

“The functionaiity defined within MGW should be consistent with existing/ongoing industry protocols/interfaces that
will satisfy the requirements.

A MGW may terminate bearer channels from a switched circuit network (i.c., DSOs) and media streams from a packet
network (¢.g., RTP streams in an IP network). Over lu MGW may support media conversion, bearer control and
payload processing (e.g. codec, echo canceller, conference bridge) for support of different lu options for CS services:
AALYATM based as well as RTP/AUDP/IP based. [Note: in the general R 00 architecture different core nerwork
transport technologies shall be pussible for example. ATM, STM or P ]

¢ Interacts with MGCF, MSC server and GMSC server for resource control.
# Owns and handles resources such as echo cancellers etc.
¢ May nced 10 have codecs.

In band signalling impacts to MGW and ROO all-IP network is for further study.

Functionahity on the delivery of nng tone towards PSTN/ PLMN are for further study.

The MGW will be provisioned wath the necessary resources for supporting UMTS‘GSM tansport media. Further
uilonng (1 € packages) of the H.248 may be requised to support additional codecs and framung protocols, etc.

For archutecture option 2. the MGW bearer control and payload processing capabilines wall also need to support mobile
specific functions such as SRNS relocanonhandover and anchonng (note that these functions are provided by the
SGSN GGSN in architecture optionl and are not required in the MGW) 1t 1s expected thut cusvent H.248 standard
mechanisms can be applicd to enabic thus Solutions of how to use the H 248 genenc bearer control mechanusms for
mobile specific funchions needs further studies

interfaces nced o be further studied and defined

528  Multimedia Resource Function (MRF)

¢ This component perfortms mulitparty call and mulu media conferencing functions. MRF would
have the same functions of an MCU 1n an H.323 nctwork.

¢ Responsible for bearer control (with 3G-GGSN and MGW) in case of multi party/multi media
conference
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¢ May communicate with CSCF for service validation for multiparty/muliimedia sessions.

Handling of resources such as two stage dialling, announcements etc. arc for further study.

Interfaces need to be further studied and defined.

5.2.9 MSC Server
MSC server mainly comprises the call control and mobility control parts of a GSM/UMTS R99 MSC.

The MSC Server is responsible for the control of mobile originated and mobile terminated 04.08CC CS Domain calls. [t
terminates the user-network signalling (04.08+ CC+MM) and translates it into the reievant network - network
signalling. The MSC Server also contains 3 VLR to hold the mobile subscriber's service data and CAMEL related data.

MSC server controls the parts of the call state that pertain to connection control for media channcls in a MGW,

5.2.10 Gateway MSC Server

The GMSC server mainly comprises the call control and mobility control parts of a GSM/UMTS R99 GMSC.

53 Description of Reference Points

5.3.1 Cx Reference Point (HSS - CSCF)

This relference pouwnt supports lhe-nansfcr of data between the HSS and the CSCF

When a UE has regisicred with a CSCF, the CSCF can update its location towards HSS  Thus will allow the HSS to
determune which CSCF to duect incomung calls to. On this update towards the HSS, the HSS sends the subscnber data
(apphication related) to CSCF.

For a MT call, CSCF asks the HSS for call routing information.

532 Gm Reference Point (CSCF - UE)

Thus wterface 1s to sllow UE to communicate with the CSCF e g
e reguter with a CSCF,
o Call ongination and termunation

®  Supplementary senxes control

5.343 Mc reference point (MGCF -~ MGW)

The Mc reference point describes the interfaces between the MGCF and MGW, between the MSC
Server and MGW, and between the GMSC Server and MGW. It has the following properties:

o full compliance with the H.248 standard, baseline work of which is currently carried out in [TU-
T Study Group 16, in conjunction with IETF MEGACO WG.
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s flexible connection handling which allows support of different call models and different media
processing purposes not restricted 1o H.323 usage.

e open architecture where extensions/Packages definition work on the interface may be camied
out.

e dynamic sharing of MGW physical node resources. A physical MGW can be partitioned into
logically scparate virtual MGWs/domains consisting of a set of statically allocated
Terminations.

« dynamic sharing of transmission resources between the domains as the MGW controls bearers
and manage resources according to the H.248 protocols.

For architecture option 2, the functionality across the Mc reference point will need to support mobile specific functions

such as SRNS relocation/handover and anchoring. It is expected that current H.248/1ETF Megaco standard mechanisms

can be applied to enable this. Solutions of how 1o use the H.248 generic bearer control mechanisms for mobile specific
functions needs further studies

5.34  Mh Reference Point (HSS - R-SGW)

Ths interface supports the cxchange of mobility management and subscription data information between HSS and
R99/legacy mobile networks. This 1s required to support All IP users who are roamung in a 2G network.

5.3.5 Mm reference Point (CSCF — Multimedia IP networks)

This 15 an [P interface between CSCF and IP networks. This interface is used, for example, to receive a call request
from another VoIP call control server or terrmunal.

5.3.6  Mr Reference Point (CSCF - MRF)

Allows the CSCF to control the resources withun the MRF

5.3.7  Ms reference Point (CSCF - R-SGW)

This interface allows CSCF to contact legacy network elements, e g 2G HLR, for location management (locanon update
and subscriber data download). and call control (eg 2G HLR enquires for routing number (RN) for a roarmung 2G uscr)

538 Mw Reference Point (CSCF ~ CSCF)

The interface allows one CSCF (¢ g home CSCF) 10 relay the call request to another CSCF (eg serving CSCF)

5.3.9 Nc Reference Points (MSC Server - GMSC Server)

Over the Nc reference point the Network-Network based call controt 1s performned  Examples of dus are ISUP or an
eroh ement of ISUP for bearer independent call control (BICC) In the all IP core nerwork Ne reference pount uses an [P
based ugnalling Bansport [Note n the gemeral R 00 architecture diferent oproms for sigaalling oraasport on Nc
shall be posuble }

5.3.10 Nb Relerence points (MGW-MGW)

Over the Nb reference pont the bearer control and transport are performed. The transport may be RTP.UDP/P or
AAL?2 for traasport of user data. The bearer control over Nb 1 FFS, 1t may be based on RTP, H.245 or corresponding
[Note in the general R°00 archutecture different options for user data transport and bearer conirol shall be possible
on Nb, for example: AAL2/Q AAL2, STM/none, RTP/H 245.)



US 2004/0109439 A1l Jun. 10, 2004
69

5.3.11 SGSN to Applications and Services

The interface from the SGSN to the SCP in the Applications and services domain is the interface defined for GPRS to
support Charging Application Interworking.

54 Usage of MAP/CAP - Protocol stack below MAP / CAP —
General considerations
Below MAP and CAP, the protocol stack within the All [P CN is as shown in Figure 5-5:

- SCCP and TCAP are used below CAP and MAP. Indeed CAP and MAP both rely on services provided by
these underlying protocols {¢.g., transaction capabilities, global title translation). Alternatives to providing the
services of SCCP is for further study.

- The lower transmission layers are compliant with the [ETF Sigtran protocol suite used to carry
telecommunication signalling on top of an [P backbone.

MAP/CAP

TCAP
SCCP
Adaptation layer
scrp
uDP
{4

Figure 5-5: All IP R0OO protocol stack for MAP/CAP
This protocol stack 1s used to carry MAP/CAP flows:

e nsidc the All [P CN, between nodes termunanng the MAP/CAP: e.g. between HSS or SCP and the AllIP CN
functions (SGSN, MSC servers .. ) handling Call / Session and needing to dialog wath the HSS or SCP for user
mobility management / subscriber data retneval. Tus is for example the case of the Gr, Ge interfaces.

1t may also be envisaged (although thus requures further study) to use MAP on Cx for user mobility management /
subscnber data remeval.

* w case of nterworking with nodes not supporuing this MAP/CAP over IP stack (¢ g 2G or UMTS R99 perworks
nodet) but nceding a MAP / CAP dialog with a node supporting tus MAP/CAP over IP stack. Thus protocol stack 1s
used between the nodes termunating MAP. CAP and the R-SGW The Mh interface shall use MAP over IP, for the
toarmung scenanos wvolving the ROO CS domawn and GPRS (excluding the VolP/Muliumedia domain). hence thus
docs not exclude other protocols being used. The use of MAP on the M3 s FFS.

6 QoS

The work currently being done withun the S2 QoS Ad Hoc = reflected wathun TR 23 907 and the QoS secton of

TR 22.105. The R99 version of these specifications will support real tume applicanons on a packet switched network
which includes the ability of UMTS to ransparently support mului-media applications that utilize the H.323 protocol.
The all-1P architecture as described in this document defines the implementation of a call control function which can be
based on either SIP or H.323 within the PLMN. Therefore, the RO0 QoS work will include any changes required to
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support QoS capabilities necessary for support of multi-media based on H.323 or SIP within the PLMN. Doing this is
not expected to inroduce any new QoS requirements at the UMTS bearer level.

In additon, pleasc note that the desire also exists to have the all-IP architecture support multi-media applications that
utilize the SIP protocol. However, QoS work related to the SIP protocol would only be undertaken within 3GPP when
IGPP itself undertakes the work 10 support the SIP protocol. However, we do anticipate that the QoS work centered on
H.323 is durectly applicable to SIP.

in addition, since the work on the all [P network includes EDGE support as identified by the ERAN architecture, the
QoS work within the ERAN needs to be in alignment with QoS support within UMTS.

A prehmunary review of the current version of TR 23.907 leads us to believe that it is largely sufficient to meet the
objectives an all IP network. The review includes the following observations :

- TR 23.907 includes the specification of 3 QoS conversational class which includes voice. TR 23.907 identifies
the fundamental characteristics of this class as:

- Preserve time rclation (variauon) between information entities of the stream.
- Conversational pattem (stringent and low delay)

- These characteristics apply whether voice 1s carmied within a circuit or as packets. So there should be no need to
modify the QoS classes currently defined.

- Implementing the H.323 catl mode! within the PLMN is not expected to affect the R99 TR 23.907 identificd
QoS technical requirements, the overall architecture, nor the functions identified therein. However, a bricf study
will be necessary to verify this.

- The Radio Access Bearer Service attnbutes cwrently defined will need to be reviewed in light of an all IP
network but minima! additions in this area would be expected for UMTS. However, for EDGE, work shauld be
anticipated. Obviously the mapping from bearer to radio bearer is also affected.

- The issue of interworking the packet voice capable GPRS with other networks needs to be studied at least as it
perwains to an acceptable voice delay budget.

7 Handover

Within this section, the topacs to be studied and standardised to support handover for real time services in the PS domain
have been identified. Thus sechon has investigated vanous handover scenanos, however the fact that the scenano has
been studied here does NOT umply a requuement for the support of that scenano. The requirements for handover
relanng to0 the All [P archutecture of R0OO tn UMTS wall be determuned by S1 as part of the ROO Service Requuement
specification work.

7.1 SRNC Relocation within a UMTS R0O IP network

Within UMTS, work has already been undertaken to provade handover for real ume PS domain services. The UTRAN

docs not disunguish between curcuit and pachet services, it sumply provades for real and non-real ame services, hence
Intra RAN handover for real ime services ts availadle

7.1.1 Support Required within ERAN

The goal of the All [P archutechure 13 to provide 8 comamon core nctwork for both UTRAN and ERAN. The specification
of ths work 15 outside the scope of thrs study, however, it 1s worth nofing that the ERAN wil] need 10 support the
following procedures: :

e  SRNC Relocanon

e Mobile Assisted Nerwork Controlled handover for the real time packet services.
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7.1.2  AllIP UTRAN to All IP ERAN Handover

The need to suppon this handover scenario is for FFS.

In this scenario, a CSCF will support terminals in both the ERAN and the UTRAN. The terminal will have access to the
same Media Gateway from both RANs, hence the same media codec will be used in the network.

7.2 SRNC Relocation/Handover Between All IP and CS
Domain/GSM

7.2.1 Requirement

The need to support these handover scenarios is for FFS.
The expected scenarios:

e Inter system handover, where target system does not support the necessary RT requirements for its packet
domain (e.g. Inter system hand-over towards R97)

To fulfill this potential requirement, 2 solutions have been currently proposed {other may be studied). Any solution
would face the following issues:

1. The MS has one or more PDP context for the signalling and the traffic. As the MS after the HO is handlcd by
the CS domain, these PDP contexts need to be swatched out? How to signal to the MS that its traffic is now
handled by the CS domain? There is no H323 (H225 / H245) that could be used for such purposc?

2. Multimedia CC messages sizes may be larger than supported in the CS domain. The feasibility of transfering
the Multi-media protocol messages on top of GSM CS signalling radio and A interface connections as well as on
the MAPE nterface needs to be investigated.

3. How docs the SGSN determune that sessions involve the CSCF?

7.22  Solution with CSCF supporting MAP E

The followang text considers the scenario when a UE has at least one session active which involves the CSCF.

On recept of an SRNC relocation required message, the SGSN determines that the SRNC relocation results i a change
of SGSN 10 one, which does not support the All IP services. One option is to force the servang RNS to hold the sessions
unt those involving the CSCF have been torn down, altermatively the SGSN needs to trans{es the scssions pot using the
CSCF to the SGSN and the CSCF wnvolved sessions to a 3G-MSC.

The signaling descnbed below 13 based on the proceduses for SRNC Relocation in 23.121. 1t shows that the use of the
anchor MSC concept could be appled 1n order top maintain the Mulimedia CC signaling to be tunneled back to the
CSCF which acts at the “"Anchor MSC™. However, i1ssues still anse as to how to remove the PDP context to temmunate st
within the nctwork

I Om recerpt of “SRNC relocanon Required Message™ SGSN checks for
e Do any sessions involve the CSCF If so,
o 13 the target SGSN aa E-GSN?

2. SGSN signals 1o the CSCF that a handover 1o an MSC 13 required [ ¢ sends “Forward SRNC Relocanon™
message

3. CSCF signals “Prepare SRNC Relocauon™ to Noa-anchor MSC including the information received from the
Source RNC.
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4. Non-anchor MSC starts the Relocation process, treating the CSCF as the Anchor MSC. This allows the Multi-
media client CC messages to be tunneled through the Non-anchor MSC to the CSCF.

5. The CSCF instructs the GW 1o prepare to transfer the traffic between the PSTN and the Non-Anchor MSC. Le.

to take the GGSN out of the path.
6. Successful swatch of the bearers at the RNC, takes the SGSN and GGSN out of the path. The GTP tunnels are
then released.
Open Issues:

1. How does the SGSN determine which sessions involve the CSCF?

2. How does the SGSN inform the CSCF 1o request a connection from the MSC via a MAP-E interface? In the case
of the CSCF being 1n an external ncrwork, it may not be possible for the SGSN to know the CSCF address.

3. For a Mobile 10 PSTN call, the CSCF will need to signal to the GW to route PSTN waffic to the 3G-MSC

7.2.3  Inter-System handover using the ISHF
The mechanism descnbed in this section, identifies a new functional element, the ISHF. This isolates MAP/E from the

CSCF. Further work is required to idennfy if this approach, or the approach of supporting MAP/E on the CSCF (see
section 7.2.2) should be adopted.

7.2.3.1 General

Based on the handover requirements given in Table 4-1, the following intersystem handover scenarios should be
accommodated by the Al IP architecture.

e  UMTS R 00 IP network to/from 2G GSM network handover

These procedures listed shall not require change 1o the termunal.

- - . .
/ Appikabons ™ ; Legacy mobule
\ & Servces ( ugnaling

= Seprelng arrise
o Signaleng and Duta Tramfer buertace

Figure 7-1: Support of InterSystem Handover

To support intersystem handover it 15 proposed that a new function is added to the architecture, called the InterSystem
Handover Funcuon (ISHF), see Figure 7-1.
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The changes/additions to the baseline architecture given in Figure 7-1 include:

1. ISHF is the Inter-System Handover Function for handover between the UMTS R 00 IP networks and UMTS (PS,
CS) networks and berween UMTS R 00 IP networks and legacy networks. The ISHF is responsibie for the handofT
signaling procedures to another core network in addition to the establishment of a bearer connection between the
source and target networks.

2. Mhx is the interface between ISHF and the R-SGW. This interface is MAP/E and is used to signal handoff
messaging betwecen networks.

3. My is the interface between the ISHF and the GGSN. This interface relays handover related lu signaling between
the UTRAN and the ISHF. Note this is interface is tunncled through the SGSN.

4. Mz is the interface between the ISHF and the CSCF. This interface is used setup bearer resources between the
source and target networks for inter-system handover.

It 15 assumed that the R-SGW function will interwork the UMTS R 00 P handover procedures to the handover
procedures of the source or destination network, that is the ISHF resides withun the R-SGW. It may be desirable to
create a separate function that performs interworking between core network protocols, this is for FFS.

7232 UMTS R 00 IP network to/from 2G network handover

This example shows how handover (Hard Handover) is performed from UMTS R 00 IP network to a legacy GSM
network. This demonstrates the signaling required between the networks and assumes a trunk circuit bearer between the
networks. Other bearer comnection schemes are possible, but not addressed in this example. (Note that all the air
interface messages are not shown for clanty in the diagram. In addition, the MGCF and T-SGW are shown as a
combined node and the messaging between these functions are omutted for clanty.)
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Figure 7-2: UMTS R 00 IP to GSM handover
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Figure 7-3: UMTS R 00 IP to GSM handover (continued)

UMTS R 00 IP = GSM handover
1. Upon detection of a ngger SRNC sends RANAP message Relocation Required to the ISHF.
2. The ISHF will send the MAP/E Prepare Handover 1o the R-SGW.

3. The R-SGW Interworks (1f required) the Prepare Handover to the appropriate network protocol (in thus case GSM
MAP) and sends the message to the other network (MSC)

Notc. Steps 4& 5 follow the normal GSM procedures and are shown only for clanty.

6 Once mtul procedures are complete in GSM MSCBSS the MSC retums MAP message Prepare Handover
Response o the R-SOW.

7  The R-SGW coaverts {1f required) to the MAP.E protocol and sends the resulung Prepare Handover Response
message w the ISHF

8 The ISHF inmuates procedures 1o cstablish bearer resources between the networks  In thus case s trunk cucun
established The ISH sends 3 CONNECT message 1o the CSCF to titiate a call to set up the bearer

9  The CSCF sends a CONNECT w the curcuit gateway (MGCF, T-SGW shown combined for sumplicity) to estabhish
an outgoung ¢all 1o the MSC.

10 The circunt gateway sends the ISUP LAM message to the MSC

11. The MSC responds wath the ACM message.

12, 1SHF responds to the initial request from SRNC by sending RANAP message Relocation Command to the SRNC.
13. Via existing RRC connection. SRNC sends RRC message Handover Command (Hard Handover) to the UE.
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Parameters: Handover type.
Note: Procedures related to synchronization etc. to GSM BSS are not shown.
Note: Step 14-16 follow normal GSM procedures and are shown only for clanty.

17 Detection of the UE within the GSM coverage results in the MSC sending MAP message Send End Signal
Request to the UMTS R 00 IP network (R-SGW)

18. The R.SGW forwards the Send End Signa! Request to the ISHF.

19. ISHF initiates release of resources allocated by the former SRNC (Ju Release Command).
20. ISUPAnswer is sent from the MSC to the Circuit Gateway.

2)1. Connect is rcturned to the CSCF function

22, Conncct is relayed back to the ISHF.

23. Previously allocated bearer resources are released within UMTS (e.g. using RANAP and ALCAP protocols
[ALCAP not shown)) (Iu Release Complete).

24. Procedure is concluded from UMTS point of view by ISHF sending MAP/E message Send End Signal Response
(this message is not sent until the end of the call).

25. The R-SGW will send the MAP Send End Signal Response to the MSC.

7.3 Areas for Further Study

The lollowing areas may require further study.
- Bearer set-up/control berween networks dunng handover
- Anchonng bearer n the UMTS R 00 [P network
- MAHO support
- Inter-RNC Soft handover
- Inter RAN to RAN of same rype siteamliming
- Inter RAN 10 RAN aof different rype streamliang

8 Radio Aspects

Note: This section requires suppert from the RAN group.

8.1 General

1) CN - RAN interface definibon

(3) Funcuonal split between ON and RAN- new radio access network called EGPRS Radio
Access Nerwork (ERAN) is considered. The unterface between the radio access network such
as ERAN or UTRAN and the CN needs to be defined/extended and should allow different air
interface technologies to access to the CN. The detailed functional split between CN and
RAN needs further investigation.
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(b) Impact on existing GPRS/EGPRS/UTRAN implementations and deployments

(c) Migration scenarics-2G to release 99 (BSS is not IP-based) to release 2000 (all IP-based
network)

(d) Protocol stack evaluation (including evaluation of control and user planes from CN to both
RAN and MS) -

2) ERAN archutecture (Refer to SMG2)
(a) ERAN reference modcl-network entities, protocol stacks and logica! or functional elcments
(b) Functional split between elements
(¢) Definition of interaction between elements

(d) Impact on existing GPRS/EGPRS deployments (BSC, PCU, and BTS) and mitigation
strategies

3) UTRAN architecture extensions
(a) ldentification of required extensions

4) Realtime Handover for Packet Domain
(2) ERAN issues (Refer to SMG2)
(b) UTRAN issues

§) QoS suppon
(3) Evaluation of S2 QoS Ad Hoc progress for real-time data support
(b) Signalling mechanism
(c) CNssues
(d) Alignment of GPRS with UMTS QoS
(e) Realization of QoS on radio hnk

6) (E)GPRS Radio issues (Refer to SMG2)
(2) Rcal-ime support including handover and QoS

(b) Spectrum efficicncy performance (e.g. statistical multiplexing and
source/channel coding)

(¢) RLC/MAC enhancements

(d) The effect of vanous deployment scenarios (e.g. spectrum availability) and traffic mux, such as
voice and data, on spectrum efficiency should be considered.

7) UTRA Radio 1ssues

(3) Real-ime packet data support including handover and QoS ~ validation and possible
enhancement

{b) Radio efficiency performance (¢ g statistical muluplexing and
source‘channel coding)

{¢) RLCMAC enhancements if needed

{d) The effect of »anous deployment scenanos (¢ g spectrum availability) and raffic mux, such
as voice and data, on spectrum efficiency should be considered.

Mote The RLC/MAC line 1items about (sections 6(c) and 7(c)) may mnclude
e Enhanced for radio resource allocation.

¢ Radio access bearer delinitions (1 ¢, define for the vanous traffic classes the path
twough the protocol stack and the bearet to be used).

¢ Flow classification (¢ g. mapping of user maffic oato approprate radio access bearer)

* Enhancemeni of EGPRS protocol to suppont real tme service and QoS management
(¢.g. Fast channcl allocation schemes).
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8.2 Airlink Optimisation for Real-Time 1P

8.2.1 Introduction

I the all-1P archytecture, a fundamental objective is 1o suppont IP-based real-time and non real-time traffic for a mobile
termunal while achieving spectral efficicncy and error robustness. In the case of real-time voice, spectral efficiency and
error robustness have a performance baseline comung from the current cellular systems. There is also 2 baschine in voice
quality. It 1s natural to expect that the ali-IP architecture has to meet this existing bascline for voice services. The
question 1s then how to meet the objectives of spectral efficiency and error robustness and the existing baseline for real-
ume voice when the all-IP paradigm is applied to cellular systems.

For 1P-based real-time multimedia, RTP protocol is predominantly used on top of UDP/ IP. The size of the combined
IP/UDP/RTP headers is at least 40 bytes for IPv4 and at least 60 bytes for IPv6, while the voice payload is short,
typically shorter than the IPAUDP/RTP header. Clearly, if the headers were sent "as is” over the air interface to conform
to the pure IP parachgm, it is not possible to meet or even get close to the baseline spectral efficiency of existing circuit
voice. Some header adaptation technique is required, whereby a transformation is applied to the IP/UDP/RTP headers to
reduce their size before ransmission on the au interface, and the reverse transformation applied after crossing the air
wnterface, to restore the original header size and valucs. Reduction of the header size is done by removing redundancy in
the onginally coded header information and/or removing header field information and thereby losing functionality.
Impact on transparency and robustness to errors have to be fully understood in order to design the appropriate
adaptation techniques (Transparency for a given header field is defined as the property whereby the valuc afler
transformation/reverse transformation is the same as wn the onginal header).

This section explores the range of possible adaptanon techniques and proposcs two adaptation techniques, header
smpping and header compression. The twao techniques must be further studicd as regards crror robustness, voice quality
and iP mansparency.

8.2.2  user plane adaptation

In the following we refer 10 the functionahity that does transformation‘reverse transformation as User Plane Adaptation
(UPA). and explore the range of possible adaptation techniques, along with their pros and cons.

8.2.2.1 Full opacity (no adaptation)

The UPA has no knowledge of the intemal structure of the headers or payload, and no transformation is done on the
IPAUDPRTP headers which are sent in full over the air interface. Ermor protection is applicd evenly to all the buts in the
header, and evenly to all the bits in the payload. The header part wall likely require stronger error protection than the
payload. since a header loss wall require to discard the corresponding packet, and no error concealment or munigation can
be applied to the header. This techmique achicves full transparency, which allows to support protocols such as IPSEC on

an end-to-end basis An obvious con 1s the high overhead caused by the headers, which results in very poor spectrum
efficiency

8222 Payload opacity (header adaptation only)

tn this case. the UPA only necds to know the intemal structure of the IP UDP RTP header but not of the payload Only
the headers are adapied, either by header compicssion of headet stnppang.

82221 Header compress«on/decompression

IPATDP RTP headers are compressed before tansmuision over au interface and decompeessed at the recaiving end Like
before, headen requare stronget eTtor protection than payload The most wellknown header compression algonthm is the
Van Jacobson algonthm (RFC 1144, Compressing TCP.TP Headers for low speed seral links) [n gencral compresaed
beaders are more vulnerabie 10 errors than uncompressed headers. The curtent standardised algonthms has therefore
proven 1o be lets efficsent over lotsy links such as » radio interface.

The bencfit of compressing the IPAUDP/RTP header 18 nevertheless obvious as it significantly reduces the required
overhead per packet.For an efficient header compression scheme, the IPAUDP/RTP headers can be compressed down to
2 bytes.
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New header compression schemes, adapted to cellular radio link reliability charactenstics, will be developed 1n the
future. Such schemes adapted to radio environment may be able 1o compress the IPAUDP/RTP headers down to 2 bytes.
One example among others would be a scheme currently being proposed for development in the IETF in which the
compressed header carry a checksum computed over the header before compression. This provides a reliable way to
detect and repair errors and increases error robustmess.

A gencral drawback with most header compression schemes arc incompatibility with end-to-end security (IPSEC) and
bandwidth management, since compressed headers have vanable size.

Requirements and evaluation cntena for header compression schemes to be used over the radio interface is summansed
wn the table 8-1.

Figure 8-1 shows a conceptual diagram of header compression used in conjunction with the lower layers in cellular.
Vaice is used as an example. The lower layers may perform interleaving and channel coding. For simplicity, the effect
of interleaving and channel coding on the bit stream transmitted over the air interface is not shown. The effect of
possible link level multiplexing with other wraffic streams is not shown either. There is an MS-based UPA point and a
network-based UPA point. The MS-based UPA acts as header compressor and header decompressor for the uplink and
downlink respectively, while the network-based UPA acts as header decompressor and header compressor for the uplink

and downlink respectively.

The requirements for header compression are described in the table below. In cach case, some justification for the
requirement is also provided.

[ Focus Area Requirement Justification
i Performance / Must provide low relative overhead (as defined In general, a primary goal 1s high spectral efficiency.
Speciral in [1]) under expected operating conditions Reduction of overhead has direct impact.
Efficiency
2 1Pv6 or I1Pv4 Must include suppont for [Pv6 and [Pv4 Ipv4 and ipv6 terminals are expected 10 cocxist for
some time

1 Ubiquity Must NOT require modifications to existing IP Enables use of current devices/services which employ
(v4 or v6), UDP, or RTP protocol stack genenc IPFUDP/RTP stacks.
implementations

4 Celtular HO Must suppont the cellular handofT opcration, in Target application 1s for adaptation of the user planc on
an efficient manner, All fields must be cellular air interfaces; therefore this operanion must be
transparent to the HO process, 1 ¢, are exactly supported. Efficiency requirement is due 1o potennial
tegenerated subsequent to handofT. impacts on speetral efficiency and voice quality if HO

15 not property handled.

S Integrity The header compression process must be Would ke to maintain the end-to-end integrity of 1P
lossless

6 Erver Propagatiea | Eror propoagation duc to header compresion Error propagsiton rcsults in lower spectral eMciency
should be hept 1o 8 absolute munimum of and lower voice quality, this i3 a snous problem for
avorded if a1 all posuble , error propagasion 1s ennsting schemes such as {3}
defined at the 1013 of pachets subsequent 1o the
one whete the crror actually occurred, rven when
those wbscquent pach cts contan no errors

? Drlsy Mug operate under all expected delay The user may be w different rypes of envsonments
condrons, header compression process must not | with different charackensics, sddmonal delays will
contribute significamly w sysiem delay budget have adverse effects on converianional voce

[ § Packet Lous Must operaae under all expected packet loss The utet may be n diffcrent types of envioaments
condinons, prefer that header compresion with different charactensiics
efficiency s as independent of packet loss rate as
possible
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9 Media Must function regardless of media type wn RTP The algorithm should be applicable to any type of

payload (in general, there is NO required RTP/UDP/IP data flow; nolc that this does not
Supported knowlcdge of payload) preciude optional optimizations for certain media types
10 | Independeace with | Must function for mobile-mobilc and mobile- Both types of calls will occur in All-IP cellular

respect to call type | landhine calls, performance in cach case should systems; each 1s equally important
be comparable to exasting cellular (1n terms of
both qualiry and spectral efficiency)

Table 8-1: Requirements for Header Compression
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"y [ [ _voice ] L
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channal Codmg, ®tE) Ehannel decoding. e
Asg wmeriace

Figure 8-1; Header compression

82222 Header stripping/regeneration

[P UDPRTP headers are stnpped before ransmmussion over air interface and regencrated at the receiving end.
Lssentially only the payload 15 bansmutied, but some additional header-related informmation needs to be ransmutted to
enable the header regeneration The degree of header wansparency achieved 15 vanable, depending on the amount of
header-related information that one wants to transrrut. No header error protection 1s needed when the header information
1 compleicly removed However, the necessary informanon for header regeneration requires 3 headet, at least for some
pachets Whea the pavioad has constant 1ize. bandwidth management 1ssue s virtually ehmunated since the payloads can
be carned on a constant b rate channcl The constant bt rate channcl also elirunates QoS (delay and jitter) problems
As before, end-to-end sccunity cannot be accomodated

Figure 8.2 shows 3 conceptual diagram of header stpping used 1n conjunction with the lower layers w cellular Voxce 15
used a3 an examplke  The bower layers may perform interleaving and channel coding For sumplicity, the efTect of
wnterieaving and channel coding on the but stream transsrutted over the 2ir interface 13 not shown The effect of possible
hink level muitiplering wath other taffic streams 1 not shown either There 1s an MS-based UPA pomnt and a octwork-
based UPA pout The MS-based UPA acts as header strrpper and header regenerator for the uplink and downluink
respecuvely, whik the network -based UPA acts as header regenerator and header stripper for the uplink and downlink
reipechvely

Jun. 10, 2004
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Figure 8-2: Header stripping
8223 No opacity (full adaptation)

The UPA knows the structure of the headers and the payload. Headers can be compressed or stripped. In addition,
payload transmission 1s optinused by techniques such as unequal bit protection, channel and ervor coding optimised for
the payload structure, etc.

823 Application to all-1P network
The all-1P nctwork is expected to provide real-time bearer services intended to carry
e Basic conversational voice (service equivalent to voice in current celular)

*  Real-ume Multimedia (includes voice which is scen as a component of mulumedia)

8231 Basic voice

For basic voice, the emphasis 1s on meeting and 1f possibie exceeding the baseline of raditional cellular in terms of
spectrum efficiency, error sobustness and voice quahity Traditonal cellular systems achicve that baschine by using well
known techniques such as unequal bit protection, channel and error coding optinused for the payload, etc In addition,
speech frames do not incur any header (in the IP sense) overhead. In the all-IP system, we peopose to define a “basic
voxce” bearer tailored foe converianonal voxe and possible other media wath the same charactensixs.

The basic voxce will use payload optinusation and uncqual bit proteciaon of the payload sumular to traditional cellular
Packing more speech frames into one packet will improve the relative overhead, but at the expense of added detay,
which ncgatively impacts voxce quality Transarussion of header-related nformanon and'or compressed header will
require sTong €Tt prolechion.

Two options cexist to achieve requited charactenstics for Basic Voxce
Header Stripping: At s munimum, header stnpping for bask voice will have to achseve wansparency for the statc

IP/UDP/RTP ficlds {those that do not change dunng the call) and the RTP time stamp and RTP sequence number. This
bearer corresponds to the full adaptation case above with header stripping.
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Header compression adapted to radio characteristics: By using a robust header compression scheme the overhead
per packet is reduced 10 2 bytes. Also this case shall correspond to the full adaptation case above with header
compression.

Additional optimusation techniques may be cantemplated to further improve the spectrum efficiency.

The two options and specific algorithms shall be evaluated accarding to the criteria of table 8-1 of chapter 8.1.2.1.

§.23.2 Real-Time multimedia

Real-ume multimedia is a new service that does not exist in traditional 2G cellular systems. A new bearer is proposed.
For thai bearer, ransparency for all the IPPUDP/RTP fields is crucial. Under the transparency constraint, we want to
optimise spectrum efficiency and error robustness, but unlike voice, there is no baseline to be used as target. The
nansparency objective naturally leads to choosing header compression as the user plane adaptation. Payload will have
same erTor protection and compressed header will have even stronger protection. The ability to provide unequal bit
protection of the payload also for this service needs to be studied. This bearer corresponds to the header adaptation only
case above with header compression. Specific algorithms applied to Real-Time multimedia shall be evaluated according
to the critena of table 8-1 of chapter 8.1.2.1.

8233 Pure IP

The Pure IP service can be provided to accommodate end-to-end protocols such as IPSEC. In order to achieve this
accomodation, the bearer does not do any adaptation and corresponds to the "No adaptation” case above. Header
adaptation may also apply for Pure IP. Specific algorithms for header adaptation shall be evaluated according to the
critena of table 8-1 of chapter 8.1.2.1.

8.24 Conclusions

IPAUDP/RTP packets require adaptation to the radio link to meet the spectrum efficiency and ervor robusmess
requirements of cellular systems. It shall be mvestigated if a single scheme can simultaneously and fully meet the above
requirements and IP ransparency. An alternative o a single scheme is a gradation of schemes tailored to the particular

type of application. Applications may then use different kinds of bearers optimized for their particular current needs.

real-time bearers can be categonised in Scen from the header compression pownt of view basic voice (BV) and real-ime
mulumedia (RTMM). BV bearer is intended to carry voice, as a service equivalent to the one in traditional cellular
systems. RTMM bearer is intended 1o carry genenc multimedia traffic, which can include voice. In addition, a pure 1P
service may be contemplated for suppon of apphications, which require full ransparency.

e BV wall use header smpping or header compression with unequal bat protection n the payload.

e RTMM wall use beader compression with equal bit protection in the payload. The possibility to support unequal
bt protection in the payload shall be investigated.

e Pure IP service wall support data transport without transforrmung the header Header compression shall also be
pussible for Pure [P Pure [P uses equal bit protection in the payload

1n all cases, header (if present) roquires StTong e1Tor protection

9 Call Control

9.1 Terminology for Call Control

The ter'mlnology in this section is that terminology used that is new or has been changed from that defined for
R99. The terminology defined in (his section has not been the object of a real debate and hence cannot be
considered as agreed. This section needs to be aligned with the terminology used in R99. R99 terminology
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should be used unless a new or changed cancept is introduced. Changes to terminology defined by S1 require 51
agrecment.

Thus section defines a common set of terms on which the present document is based on. The following list of terms is the
first attempt to define some termunology.

The termunology defined here have not been matched wath the existing 3GPP terminology and this matching will need to
be done. Morcover, 3GPP has not defined all the terms that are necded for an all IP based network yet.

1 Access Profile: contaws subscription profile information relevant 10 a specific bearer network. As an example, E-
GPRS profile plus the radio bearer features (e.g. QoS) to which the user can access is an Access Profile. Access
specific roaming information for access to and from legacy networks is a part of the access profile . As an example
for CS terminals, Access Profile contains information on the allowed LA, on security data for authentication

2 Rclease 2000 a)! IP networks Service Profile: contains service subscription data relevant to the Release 2000 all
IP network services the user has subscribed to. As an example, Service Profile contains user's identifier, user's
aliases, user's temporary location information (e.g. poinier to the current Serving Domain), indication of the
mulumedia services and capabilitics the user has subscribed to, service triggers, status of supplementary services,
elc.

3 User Profile: is a combination of one or more Access Profiles and zero, onc or more Release 2000 all IP networks
and Roamung Service Profiles. The User Profile is maintained in the HSS. (FFS)

4 PDP Flow: it is a PDP context without the restriction that a different [P address has to be assigned to differcnt PDP
contexts. Differenuanon between PDP flows is based on protocol type (e.g. TCP, UDP eic.) and port number. (FFS)

S Bearer Network: it is a sct of network elements that provides a user with means to connect to a serving/home
domaun 10 use services of facilities of the network the user is roaming in and gain access to the home domain or
other service networks. Examples of bearer networks are:

e E-GPRS plus one or morc different RANS;
e Cable Access Network, eic.

6. Domain: A domain s a logical association of network clements. A dumain may contain any number of HSS,
CSCFs and MRF. A domain can be Home Domain for some uscrs (those whose subscniption profile 15 stored tn the
HSS 1n that specific domain) and Serving Domain for other users (those whose subscription profile is stored in the
HSS wn a distinct domatn). A domuain can connect 1o a multitude of bearer networks. (FFS) The purpose of
introducing the domain concept 1n release 00 s to enforce access Independence in the core, support of NAl
addresses, scalability, additional services and servers expected (ex Email’CSCF interworking), allow the usc of
DNS and directonces for ranslations. Domain’s already provide the glue for many useful services and
functiomahiues A domarn 1s a logical realm that indicates a system or zone. A domain is used to associale services
and senvers with a common idennifier for translation purposes. A domain 1s used as a key tnto databases in ordet to
obuan the network addresses of nodes for respective services assocuated wath the domain. The actual location of
nodes supporting these services is not restncted in any way by a domain The term domain used here refers to the

DNS defimtion of doman
Open Jssue The use of the term. domain, home domain and sening doman tequites further clanfication and analysis
7  Home Domaia it 13 3 domain that contains an HSS In particular, the Home Domasn of 3 user 1s the domain

comaining the HSS that stores the user profile Home Domain may of may not contain the Home CSCF, the MRF o¢
service Jogx Home Doma:n.

*  provides and mauntaims the user and user’s subscrniption data 1n & HSS for the user belonging to the domam,
*  supports also access independent users and users profile such as browser bookrmarks and phone lists,
*  user provides and updates the currently visited serving domaun wath user's profile;

* store routing and mobility information that enables service delivery 10 users and users roamung outside and
inside the home network; ’

* maintains roaming agreements and service level agreements with other networks;
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*  Home Domain is seen as the initial termination point from the originating network when it contains the Home
CSCF, -

e may collect and consolidate charging data.
Other functions are FFS.
8 Serving Domain
* stores roamung profile as received from the home domain

= provides services ot access to services in the home domain (as per terminal capabilities and service level
agreement if different operator domain) wath the same “look, touch and feel™ as much as possible;

»  stores routing and mobility information that enables service delivery to users roaming in the service domain;
» optionally collects data for billing and statistics;

* canprovide local services such as location based services and information {(e.g. advertisements, operator
announcements to local events, eic.);

* provides optional resources such as conference devices, multimedis call control etc. (Resource could be
provided in home network)

e Home Domain can act as Serving Domain when the user is registered in the home domain. (FFS)

9 Release 2000 all [P networks: A Release 2000 all IP networks comprises of the following logical components:
e One or more domain(s);
e Any number of bearer network(s);
s Connecuvity to one or more MGCFs and MGWs.
e Zero, one or more MSC/GMSC Servers

10 Home Network (HN): considenng a specific user, the Home Network is made of zcro, one or more serving
domains, any number of bearer nctworks, zero, one of more MGCF/MGW, and the home domain for that specific
user (FFS)

11 Serving Network (SN): considenng a specific user, the Serving Network 15 made of zero, one or more serving
domains and onc or more bearcr networks, zero, one of more MGCFMGW, and does not contain the home domain
of that specific user. (FFS)

12 Service Logic Domaie includes the following funciions

e contains existing telecom servace capabilines (ve SCP for IN),

e contatns WAP type capabilities for Web-based services,

o allows casy access 10 services by the users (nonficanons of new services, activabion/deactivanon of services m
the network, capability for payment and upgrade for new services, etc ),

e updates profile data in the honxe domain 1n the event of mod:fications by the user or by the provider of the
Service Logx Domawmn operatar,

e provides access (o of capabihinies o reach other Service Logic Domamn,
e some location based services can also 1eside 1n the Service Logi Domamn.

The Service Logic Domaul could have a nght coupling wath the Home Network in order 10 manage/charge/provide
apphcation service capability set uniformly o the users. In particular, if CSCF handles service triggers the Service
Logic Domain and Home Domain may be providing both the user’s user profile and subscription profile 10 CSCF ina
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co-ordinated/transparent fashion. The Service Logic Domain could also be stand-a?one, i.c. independent from the _
network location. (FFS) It is for further study whether or not the CSCF can be logically associated with the service logic
domain.

13 Home User: is a user of the home network having a subscription in the home domain. A user is considered a home
user when the user is located in a serving domain in its home network. The user may or may not be located in their
home domam.

14 Roaming User: is a user roaming outside its Home Network and being served in a Serving Network. (FFS)
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Figure 9-1: Modelling of the network in domains

15 Legacy Network: a legacy network can be:
e §S7 based networks (c.g. PLMN, PSTN and ISDN) as well as CAS based networks;,
e  GPRS nerworks. (FFS)

16 Multimedia IP Network. it 15 an external IP network with support of teal-time multimedia services (using H.323
and’or S|P protocols), and includes SIP-H.323 network clements and ternunals, and possibly gateways to interface
with Release 2000 all IP networks. (FFS)

17 Serving CSCF (S-CSCF) 1t 13 3 CSCF in the Serving Domatn with which the user 13 registered and that s
providing the services depending o the Service Profile(s) oblained from the Home Domasn of the user  (FFS)

18 Home CSCF (H-CSCF): the Home CSCF u 3 CSCF un the Home Domain or Private Domain. The Home CSCF 18
associated 10 2 uscr at the subscnption ume and, 1f the user 18 Wdentified by aliases that mught require translation to
an [P addreus (¢ g logical names tanslated by DNS), the transport address of the Home CSCF wall be pravided as
ranslation of the sluases (FFS)

9.2 Assumptions

The following assumptions have been considered in the development of the roaming models described in the present
version of the document.
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1 The addressing requirements and mechanisms will be based on the requirements and mechanisms identified by
3GPP in 3G TR 22.975 and 3G TS 33.003.

2 Call admission/denying and call re-routing will be considered. Details of call admission (e.g. authentication and
QoS) will not be discussed here.

3 Re-routing of incomung voice or data communication requests that are addressed to the user's directory number
during penods of realignment of the national numbering plans will be considered. Probably, a non final solunon
{e.g. re-direction of calls based on databases) will be provided.

4 A specific PDP flow (called Signalling PDP flow), distinct from PDP flows carrying media PDUs, is adopted to
carry signalling between UE and CSCF {e.g. call set-up, in-call signalling such as flash requests). The signalling
PDP flow does not need to have an IP address different from the one of the PDP flows carrying the media.

5  The user profiles are stored in a permanent way into a database/server in the Home Domain.

6 Incase of roaming the user profile in the home network must be intcrrogated by the serving network at least at
registration and part of user profile could be temporanly stored into the serving network.

7 The roamung architecture will be optimised with the assumption that IP addresses will be allocated dynamically.

8 No new requirements would be placed on the legacy (e.g. PSTN, 2G PLMN) and Multimedia [P Networks to
interconnect with the Release 2000 all IP nerworks. Release 2000 all IP networks would have to ensure inter-
operability wath the existing legacy and Multimedia IP Networks. In case a 2G HLR (e.g. GPRS HLR) is re-used to
hold data for Release 2000 all IP nerwork users, the 2G HLR will be upgraded to support Release 2000 all [P
network user and its interfaces might need to be upgraded.

10. An MS registration procedure consists logically of a bearer level regiswration (¢.p. GPRS anach) and, if so
specificd/allowed by the MS subscription profile, an application level registration. MS registration is performed, as
an example, at MS power up.

11. The bearer level registration procedure entals registration with the GPRS nodes, according to GPRS-denved
procedurcs.

2 The apphcanion level registration procedure entails registranion with a serving CSCE/MSC server 1n order to inform
the CSCF/MSC server of the MS presence and 10 allow the CSCF/MSC server to retrieve the user information from
the HSS.

13. Bearer level registration and apphicanon Ievel registration are considered 1o be two separate procedures. Bearer
level registration completeion may trigger in the UE 2 signalling PDP flow activation as a possible mean of
supporting the application level registration procedure.

14 The MS location is tracked at the GPRS Jevel using GPRS mobulity management, and user mobility is tracked at
the application level thsough a speaific procedure aumed at updating the user information mantained by the CSCF /
MSC Senvet and. possibly. Jocanion information held by the HSS °

15 HSS heeps track of the user mobility i terms of the cuntent CSCF-MSC senvet or Senving Domain,
16 Support of multparty voice and data communucation sessions (including the capability for the user o service logx

to dynumacally add or delcte users from an active communi ation session) 13 nol considered in the present vernon of
this document

17 Roarmung agreements (stat or dynam ) between the co-operatng operators must exist.

18. Service Level Agreements (SLA) berween network operators are defined (statically of dyramcally) 1o ensure
consistent devel of services (e g end-10-end QoS, secunity ec )

19 All nctwork components that require sddress analysts and address translation for routing of sermanating calls (e g
CSCF, MSC server, MGCF) are capable of doing 30 or has accens to consistent translanon databases of 10 the HSS
10 otdet 10 resolve routng’call termunation 1ssues

20. O&M functions exist to connect vanous components of 2 Release 2000 all [P network to each other, making it
possible for cach componcent to know how 10 address/access any other component within the network domain.
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21. O&M functions exist to make network provisioning profiles (e.g. 800 wiggers, tone information) available m each

domain whenever.

22. In order 1o obtain user-plane optimisation, the serving GGSN will be preferably located in the serving nerwork.

23. Service profile (subscription and activation status) and service triggers are either mawntained by the HSS and/or
updated by the HSS towards the CSCF/MSC Server.

24. CSCF-routed call signalling is assumed for real-time services.

25. Every CSCF is associated 1o one or more MRF, and every MRF can be controlled by more than one CSCF. For
sake of clarity, if H.323 terminology is used to describe the MRF, MCU is part of the MRF. MRF could be located
in the home network (when the Home CSCF 1s contolling the current call) or in the serving nerwork (when the
serving CSCF 1s controlling the current call).

26. Some of the funcuons of the A Home CSCF is are needed 1n all the roaming scenarios in order to support:

e inconmung calls addressed to a DN from other Release 2000 all IP networks or Multimedia IP Networks with
optimised routing (i.e. calls not routed through PSTN);

e incoming calls from other Release 2000 all IP networks or Multimedia [P Networks originated with a LN
(Logical Name);

e  implementation of supplementary services and Incoming Call Screening-like functions for terminated calls (e.g.
Call Forwarding Unconditional).

9.3 Roaming Within All IP networks

In the follow, a set of roamung scenarios is descnbed.

Editor’s Note: please note that the network interfaces and the names shown in the diagrams from 6.4 to 6.7 may not
always be correct.

9.3.1  Call Mode!

The call mode! descnibed by the following statements has been adopted in the present document:

e Calls fiomthrough PSTN are routed 10 an MGCF with connectivity to the Home Nerwork corresponding to the
dialled DN.

s Calls from a Release 2000 all IP network to a different Release 2000 all IP networks originated with a DN can be
optutused (1 €. pot routed to PSTN) only 1f the onginaning Release 2000 all IP networks has knowlcdge of the
numbenng plan of the destnation Release 2000 all {P networks and can route the call duectly 10 the destinanon
Relkease 2000 all IP networks without leaving the IP domain. Further opunusations could be possible 1f the network
whete the call 1s onginated has also access to the HSS of the network to which the call 1s destined and
corresponding to the dialicd DN. The same applies to calls from a Mulumedia [P Network 10 8 Release 2000 311 IP
nerwork onginated with 8 DN (FFS)

e Assumung scenano 1, for incomang calls (1.¢ mobile terrmnated calls), the call setup request always amves at the
1ICGW which interrogates the HSS, implements Inconung Call Screening and relays (without parformung sny call
control funchon) the request to Scrving CSCF 7 MSC Server If the onguinating Release 2000 all IP networks had the
capability to interrogate HSS of the destination network, it would be possible to addrets the call setup request to the
Serving CSCF durectly.

® Regarding onginating calls, the call request is handled by the Serving CSCF/MSc server (when present), or the
Home CSCF when a Serving CSCF is not present.
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This section covers only PS services.

9.3.2 Scenario 1, Traditional Model

The following pictures show respectively the roaming scenario 1 applied to roaming inside a single nerwork and applicd
10 roamung between networks.

N
Muliimeda i PSTN/ A
P Networks Leppcy/Enierral /

Figure 9-2: Scenario 1 applied to roaming inside a single network

Figure 9-3: Scenario 1 applied lo roaming between networks

The following points characterise scenario 1:
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e both a Home CSCF and Serving CSCF are present and active;
e  MT calls are routed to the Serving CSCF through the Home CSCF;

e non-basic services (e.g. supplementary services, etc.) invoked by MO calls and requiring interaction with service
logic specific to the home network operator can be provided in two ways:

e Serving CSCF has a direct interface to the service logic (e.g. direct interface to a SCP in case of IN), case (1) in the
above pictures;

* only Home CSCF has access to the service logic and the two CSCFs co-operate in order to provide the service, case
(2) tn the above pictures;

e MT Calls which reach the Serving CSCF are handled by the Servering CSCF for basic voice services;
e  MT calls invoking non-basic services are handled as described for MO calls;

s user plane for MT calls is routed from the originating network to the serving network through the home network
(1.c. from PSTN to MGW to GGSN 1n the serving network);

o user plane for MO calls to non Release 2000 all IP networks (and for non-optimised Release 2000 all IP nerworks
to Relcase 2000 all [P networks calls) is routed from the serving network to PSTN through a MGW in the serving
netwark, thus optimising the routing of user plane. In case of roaming within the same network, MGW can be
chosen “closc” to the bearer nerwork again in order to optimise the routing of user plane;

* Home CSCF implements Incomung Call Screening triggers (i.c. triggers for supplementary services and IN services

for incoming calls) and relays the call control signalling to the Serving CSCF address retrieved during the HSS
interrogation.

9.3.3 Scenario 2

The followang pactures show respectively the roaming scenario 2 applied to roaming inside a single network and applied
to roamung between networks.
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Figure 9-4: Scenario 2 applied to roaming Inside a single network
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Figure 9-5: Scenario 2 applied to roaming between networks

The followang points charactenise scenanio 2:

e only a Serving CSCF is present;

e MT calls are routed to the Serving CSCF through the ICGW in the Home Domain/Network:

o all the services (basic and non-basic) invoked duning MT and MO calls are provided by Serving CSCF;

¢ Il “non basic™ service means non standardised, these services will involve serving CSCF and ¢lements within the
Home domain and service logic domain |

e user plane for MT calls 1s routed from the onginatung nerwork 10 the serving network through the home nerwork
(t.c. from PSTN 10 MGW 10 GGSN 1n the serving network),

¢ user plane for MO calls to non Release 2000 all IP networks (and for non-optimused Release 2000 all IP network to
Release 2000 all IP network calls) 1s routed from the serving network to PSTN tvough a MGW in the serving
ncrwork, thus optimusing the rounng of user plane In case of roanung within the same nctwork, MGW can be
chosen “close” 10 the bearer nerwurk agatn in order to optinuse the routing of user planc.

~

934 Scenario 1: Information Flows for Validation

In order 10 vahdate scenano | proposed above, mformation Mlows for registration, location management and call
dehveryonginstion are provaded in this section

The information flows presented m the Call Coatrol and Roamang proposal do not provide many deushs Genenc names
have been chosen for signalling messages Any resemblance to known exssting protocols 1s due o an attempe sumply to

propuring mfonmation Nows immediately comprehensible. Only » restncted subset of the possible mformation Nows 1s
i luded 1n the document

934.1 Registration and Location Management

e Io tus veruon of the Technacal Report, only a basx registration procedure 1s coasidered.
e The basic registration procedure 1s composed of three steps:

o GPRS anach: is a plain GPRS antach procedure;
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e PDP context activation: a PDP context is set up to support application level signalling;
e application level registration with CSCF.
The laner is considered in the registration flows reported in the follow.

Two basic cases of registranon are shown here, in order to provide an initial picture of the application level
registration.

1. Regiszraton Request

1. Reginration Notification

b
§ 4. Registration Cancellaten

$. Regisoratioa Cancrilation

4. Registrstion Nedfication sud Coafirm

1. Registration Coslirm Dewalosd Preflle

Figure 9-6: Releaseo 2000 all IP network user registering in Release 2000 all IP network Serving
Domain

Steps 4 and § are optional and take place only in two cases:
e if the user was previously registered wn a different Serving CSCF;
o f the user was not previously registered but, dunng a MT call, HSS determined that a service profile was
nceded 1n the Home CSCF to handle the supplementary services triggered by the incoming call (e.g. a
forwarded-to multimedia call thggered by the MT call).

Other registration and location management scenarios arc FFS

934.2 MT/MO Calls

Two call information flows are presented n thus versson of the Tcchnical Report The call flows are based on the
following call delivery model

e s call from PSTN towards 2 DN corresponding to the user 13 received by one of the MGCF of the Home
Nerwork, ISP or corporate LAN dormain m the [P mulumedia petwork,

o MGCF reaches the Home CSCF mranslaning the DN,
+ Home CSCF interrogates the HSS 0 retneve information regarding the user corresponding o DN;

»  Home CSCF receives information on how the call has to be routed: in the flows shown here, HSS returns the
signalling address of a Serving CSCF, but in general could be the transport address of the MS if there is no
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Serving CSCF or a forwarde-to number). Also, HSS might return service profile information in case the user is
not registred.

» Home CSCF forwards call signalling to the retricved address

Regarding user-plane, packets are souted from the MGW in the corporate LAN domain or home nerwork to the GGSN
n the bearer nerwork where the user is presently located

No optinusanion has been considered for user-plane of MO calls. In case MO rovung optimisation is desired, the MGCF
used to route the call towards PSTN can be chosen using different possible cntenia.

9.34.21 Incoming call from PSTN to a Release 2000 all IP network

The following flow describes the call delivery for a MT call from PSTN 10 a Release 2000 all IP nerwork user addressed
through a DN.

[.MNH s's[__l GGSN' lscscr”n-csc*] |uss I | I lmcw| IMGEF_HPSTNI

GPRS Attach, Slgmlmg PDP Flow Activauon, CSCF K
" 'I'%"l_f (o3 Bt — — _4)_\‘
1A
Incoming RI:.S_ERV‘E
Query
n Locatog
| reg oy
Noafywer of
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Figure 9-7: Incoming call lrom PSTN to a Release 2000 all IP network

lssues such as QoS negotiation, polxy munagement, ctc are FFS

93422 Call from an 3GPP IP based network/Multimedia IP Network to 3GPP IP network

The f9llowmg flow assumes that a Release 2000 all IP network user has roamed into a visited network. The flow
describes a call from 2 different Release 2000 all IP network terminated into the home domain of the called user. It is
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e

assumed that the Release 2000 all IP nerwork where the call is coming from, is aware of. lhe.addressing plan information
(1P based addressing) that allows the call 1o directly terminate into the H-CSCF (otherwise, it may have been routed
through the PSTN and termunated into MGCF).

Deuails will need 10 be worked on.
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Figure 9-8: Call from Release 2000 all IP network to Release 2000 all IP network

9.3.5 Scenario 2: Information Flows for Validation

No flow will be shown for this version of the document.

9.4 Roaming to Other Networks

In order 1o ensurc compatibility and easy roaming berween 2G GSM/GPRS, UMTS R99 and UMTS ROO CS and GPRS
domain (excluding the VolP/mulumedia domain), the same mobility procedures are used within and between the 3 kind
of networks (storage of the curvent location in the HSS, use of MAP to update the HSS with the current subscriber
location of an user and 10 download / update the subscnber data in the visited node).

Some enhancements with tegard to current mobility procedurcs are obviously needed:

- mcase of a ROO terrrunal roamung 1n 3 MSC/SGSN of a 2G / R99 network:
- R-SGW rclays all the MAP / CAP messages berween the HSS / SCP and the functions (MSC, SGSN,
.} handling Call/ Session in the 2G /R99 ON

the ROO HSS sends 1o the MSC/SGSN a MAP_R99 translation of the subscniber data compatible with

the data 3 R99 MSC'SGSN can handle. Thus should be classical for MAP application context

handling

m case of a ROO terrunal roarmung s R99 nerwork and requesting Multimedsa senvice. as in R99 there

13 no standard way to have a vissted GK,

+  Esther, 1n order to get a custornuzed service, the ROO terrrunal requests service from its Home
CSCF m 113 ROO network. The R-SGW 13 not impacted n thus case.

+  Ox, the service of 2 GK in the visited PLMN 13 used and the service cannot be custoruzed. The R-
SGW 13 not impacted 1n this case.

- uncase of a R99 temunal roaming m a MSC/SGSN of a ROO nerwork:
= R-SGW relaysall the MAP / CAP messages between the 2G / R99 HLR / SCP and the functions
(SGSN, ...) handling Call / Session in the All IP R0OO CN. The R0O0 VLR (in SGSN and/or CS domain)
or (.:ll S/ Session handling function is able to interpret MAP_R99 / CAP_R99 received from R99
HLR/SCP
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- incase of a2 R99 terminal roaming in ROO network and requesting Multimedia service: as in R99 there
is no standard way to have a visited GK,
- Either, in order 1o get a customized service, the R99 terminal requesis service from its Home
CSCF in its R99 network. The R-SGW is not impacted in this case.
- Or, the scrvice of 3 GK in the visited PLMN is used and the service cannot be customized. The R-
SGW is not umpacted n this case.

There are currently two proposed solutions for roaming. These solutions are not completely in contradiction with cach
other but actually include a good set of commonalines. However, further work is needed to identify the commonalities
and 10 consolidate the proposals. The two proposals are summarised in this section with references to more detailed
descniptions. The presented roaming cases and key issues addressed in the contributions should be further considered
and taken as a baseline for further work on roaming model definion for ROO networks. Alternative selutions for
roamung are for further study.

9.4.1 Roaming Procedures for RO0O networks

One passible solution for the suppont of roanung in RO0 networks is described in Tdoc S2k99117. The contribution
covers both roanung berween ROO networks and roarmung to mobile legacy networks. The contribution only covers the
PS-only archiecture in UMTS R00. Roamung from UMTS R99 considered in this document is in terms of USIM
roanung. The contribution makes certain assumptions on mobility management and network identities that have to be
considered as pan of the future work. A basic registranon procedure is introduced in order to allow the discussion on
roamung.

The roanung scenarios described are:
e  Roamung within R0O0 PS domain networks;
e  Roamung from R00 PS domain nctworks to 2G/UMTSR99 nctworks;

e Roamung from 2G/UMTS R99 nctworks to R00 PS domain networks;

942  Overlaid solution to roaming

One roanung solution is to introduce an overlaid personal number service, which keeps track of users registrations
(atached to 2G 3G CS and’or PS MuluMedia) and call reception preferences. This enables inter-service as well as inter
neiwork roamung for Telephony as classical TeleSenace Speech in 2G/3G networks and Telephony as the voice
component of 2 MultitMedia service.

The proposed roamuny solution 1s further detailed 1n Tdoc S2K-99070 The Tdoc elaborates on the dniving forces fot
overlaid 1oamurg and includes examples of user registration and call reception cases.

9.5 Open Issues

The following 1ssucs need 1o be discussed and solved through interaction with the other motking groups in Relcase 2000
ali IP ncrwork and maght require discussion in the plenary

*  Support of multiparty vowce and data communucations scsswons (inc luding the capability for the user or servace
ogx to dynarmucally add oc delete users from an active comymunucations scsuon) The umpact on the control
plane (e g. CSCF) and on the user plane (¢ g use of MRF vs 1P multcast) hus to be srudied

o UMS structure and funcuonality has 10 be defined  As an example, UMS mught have additoaal treerface (e g
GRIC CSP) 10 the clean houses as defined n H 225 GRIC Communxations, Inc  develops a global miclligent
transacton platform (GRIC CSP) that allows diverse networks to interoperate Thus platform allows ISPy,
Tekos, and emerging camiers to ofTer muluple IP-based servaces such as IP Telephony, E-commerce, Internet
Roanung, and laternet Faxing. Leveraging its GRIC Alliance Nerwork, a worldwide membership of over 450
major ISPs and telcos in more than 140 countnes, GRIC has aggregated an addressable user base of 30 mullion
dhal-up users and an estimaied 40 mullion corporate users. For more information on GRIC see
hup://www.gric.org/ Routing optimisation for calls originated in 2 Release 2000 all IP network towards a MS of
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another Release 2000 all IP network and addressed using a DN (Directory Number) in order to bypass the PSTN
has to be discussed.

e Also, routing of MT calls towards LN has to be specified.
o CSCF discovery has to be discussed and solutions have to be presented at the next meetings.

= Impact of requirements regarding backward compatibiliry with 2G nerworks (e.g. RAN, terminals, call control
and roaming, services) needs to be addressed.

e Location confidentiality issues have to be considered versus optimisation of signalling and transport paths.

e The Release 2000 all IP nerwork must provide the capability for service logic to deny or re-route voice and/or
data communication requests. This capability has to apply to both incoming and to user initiated communication
requests.

e Also, signalling flooding problems and malicious attacks to the network have to be considered.
e  The issuc could affect the architecture in terms of where more firewall functions will have to be implemented.

e  Addressing of multiple PDP flow by means of the same [P address has to be solved as an issuc if not yet
standardised for GPRS.

o Deuils regarding the set of vocoders supported in Release 2000 all [P nerwork and the vocoder negotiation
mechanism need to be investigated.

+ Signalling PDP flow can be activated when the MS attaches/registers with the network and kept alive for all the
duration of the anach/registration session (dorment signalling PDP flow), or it can be activated on demand. The
choice between the two options has to be discussed considering paging issues, load due 10 MM for the dorment
PDP context even when the MS 1s idle, and the impact on the MS.

e Is T.120 considered as real-time application, i.e. do T.120 components of multimedia calls have to be controlied
by a CSCF?

e Database quenes in the HSS and other network databases has 10 be discussed and defined.

. :Addrcssmg of network entiies and address translation need 1o be defined (e.g. 1t is assumed that MGCF has the
ability to retnieve the CSCF/MSC server corresponding to a DN; how MGCF docs it is FFS).

¢ Storage of 2G profiles in Release 2000 all IP nctwork in order to support roaming to 2G legacy networks has to

be discussed. In particulas, the presence of a 2G HLR functionality in HSS need 10 be discussed and possible
altermatives evaluated

e Long term issucs and assumptions, t e not related only 1o R0O, should be considered 1n order 1o have a future
proof wolution. As an example, long terms requirements on addressing mechanmisms (e g. dynamuc v static, IPv4
vs [Pv6) should be considered

e a2 VLR" nype functionality capable of caching the servace profile for the user 1n 3 serving domain needs to be
defined The functionality should not be retated 10 locanon management but focus on service profile

e Daifferences in the defirunon of the term “Location™ as understood withun the cellular/wireless communuty and 1n
the JETF commuruty have not been addressed yet m thus document  Thus nceds 10 be harmonuzed.

*  Provisiorung of locaton-based services (¢ g. service based oa geo-location nformation) and the wmpact oa the
archutecture need W be considered.

e QoS and securiry issues have not been addressed yet.
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10 Service Platform impacts

10.1 3GPP Release 2000 Service Architecture

This section describes how the 3GPP release 99 service architecture [3] can be applied to the IGPP release 2000
network by extending the VHE/OSA concept 1o the Multi-Media core network. This can be done by providing an
application nterface (as described 1n VHE specification [3]) from the CSCF, see Figure 10-1.. As VHE expect the
service to be located in the home demain of the end-user (the Home Environment), other network ¢lements besides the
CSCF may be needed to provide an roaming architecture that allow the serving domain to pass control to the home

domatn where the service logic resides. !

Note: The architecrures in Figure 10-1 and Figure 10-2 show the CAMEL Service Environment (CSE) which is not
shown 1n the Reference Architecture in Section 5.

Application / ~~7°
L ~

lication Se

VHE/OSA
Application
Interface

QoS Enabled
GPRS network |

Figure 10-1: IGPP Release 2000 service architecture

The Open Service Architecture consists of three parts, as sllustrated in Figure 10-1(note that the figure 15 not meant v be
exhaustive of all mterrelationships)

Within the current 3GPP specifications this is achieved via CAMEL providing the CAP interface between serving and
home network.
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1o 7 )
- Applications, e.g. VPN, conferencing, location bascd applications. These applicauons are implemented in one

or more Application Servers;

- Framework, providing the applications with basic services that enable applications to make use of the service
capabilities in the network. Examples of framework services are Authentication, Registration and Discovery,

- Service Capabilities, providing the applications with services that are abstractions from underlying network
functionality. Examples of services offered by the Service Capabilities are Call Control, Message Transfer and
Location. Services arc possibly provided by more than one Service Capability Server. For example, the Call
Control service might be provided by CAMEL and MexE. The Service Capability Servers waken into account
for UMTS Release 99 are CAMEL, MExE, SAT and HLR.
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Figure 10-2: Overview of Open Service Architecture
Note: This may mot be in line with the latest version of the VHIE/OSA Stage 2 document

10.2 IN based Services

The IN based service 15 one example of legacy services and the TN based service logic 15 one example of how legacy
senvices may be introduced to the JIGPP Reléase 2000 nerworks  Thus IN based scrvace logic may peed 10 be enhanced
1 JGPP Release 2000 nctworks, based on the proposed archutecture, when full support for muln-media 1s requued.

When only voice/audio has 1o be supported several opoons eust:
1. Re-toute call to legacy system Thus 1s applicable to very specific services such as 800- and 900- scrvices.
2 Provsde ‘INAP' Like uterfaces berween the 3GPP Release 2000 network functional blocks {e.g CSCF)and a legicy

SCP. These unerfaces wil) be used for inter- and intra-network connections, and as such should be based on 3
suiable INAP protocol (¢ g CAP)

3. Provide new interfaces between legacy IN and 3GPP Release 2000 network functions, allowing the AS 10 access the
applicanon 1n the legacy SCP.,

10, 2004
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It shall be noted that the Operator Specific Services defined for the QoS enabled GPRS network are still available and
apply for the access bearers towards the MM core network. This will for instance enable the pre-paid charging of the
GPRS bearer.

As indicated in the sections below, option 2 (section 10.2.1) will allow the possibility that existing services can be
upgraded 1o provide 3G users with a seamless transition of familiar 2G scrvices, especially whilst roanung. Option 3
(section 10.2.2) does not have this advantage but benefits from future proofing. It would thus seem appropnate 10 allow
the rwa ophions 1o co-exist, where support of legacy CAMEL services would be carried via option 2 and enhanced/future
services can be provided via OSA principles as outlined via option 3 or 32 combination of both.

10.2.1 'INAP’ based interface between legacy SCP and R0O network
entities

In this option, the classical IN model is extended to include the CSCF as a node capable of supporting a service
switching function (based on the 23.078 specification of the gsmSSF) and a transaction based protocol (TCAP) with
CAP. Conceptually, a new functional entity is introduced between the CSCF and the CSE. This functional entiry, called
a safiSSF, can potentially be bascd on a modified release 99 GMSC, VMSC and VLR functionality, where call control,
billing and database functions are retained or enhanced. This softSSF interacts with the CSE via CAP and interacts with
the CSCF either via an internal interface (if it is co-located with the CSCF) or via an open intcrface based on OSA
concepts (if the softSSF is deployed as a Service Capability Server). Some changes to CAP can be expected to take into
account the impact of the underlying IP call control. The CSE is able to offer its services via defined open interfaces
bascd on OSA principles. These services can be implemented by the CSE via the CAP interfaces to the SGSN and the
CSCF. (Note the CSCF may also offer its services via defined open interface based on OSA principles).

This option benefits for the extensive re-use of standardised process (gsmSSF), protocol (CAP) and already deployed
senvices.

VHE/QSA

Figure 10-2 Functional Architecture 10 support option 2

10.2.11 Advantages

¢ Maxumses the re-use of existing functiona) entitics, protocols and services Such reuse decreases the development
and ownershup costs sllowing existing famuliar 2G services 10 be provided 10 3G users from an carly stage.

¢  Miumum changes to the CSE for the support of legacy services. There are several IN'CAMEL services already
deployed PrePad, VPN, Mobile Number Portability, etc which can be used tn a voice over 1P network.

¢ Potentially, CAP/TCAP can be carrier over IP (this requires further study/cantributions)
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+ This approach is in line with the work currently underway in ETSI SPAN 3 (Services and Protocols), in particular a
work item addressing IN support for voice over IP on the H.323 architecture and associated protocols in association
wth the TIPHON project. The study wall investigate how an H.323 gatckeeper can act as a virual Service
Switchung Point (SSP). [t 1s worth noting that ETSI plan to harmonise the fixed line IN protocol (ETSI Core INAP
CS3.1) and mobile equivalent (CAP Phase 3) into 2 common protocol targeted for ETSI Core INAP CS4.

10.2.1.2 Disadvantages

+ Introduces new functional enuity *softSSF°, which provides the necessary mapping between the CSCF and the CSE.
However, this functional entity 1s bascd on the functions already provided by a VMSC/GMSC, where already
standardised process such as the gsmSSF can be reused. The interface between the CSCF and the softSSF requires
further study.

10.2.2 New open interface between legacy SCP and RO0 network entities

This option adopts the OSA pninciples where the service capability servers such as the CSCF and the legacy SCF have
defined APIs that allow applicanions in separate application servers to use the features offered by these SCS. This
approach allows the service features that are provided by the SCS to be made available to applications designers with
out having detailed knowledge of the specific protocols. Currently, the SCSs reflect the service capabilities in UMTS
phasel, and CAMEL 1s one example. From TS 22.121 - "A service capability server consists of one or several server
components. Taking CAMEL Services as an example, the server components could be Call Control,
Location/Positioming, PLMN Information & Notifications. Each of these server components offers its services via
defined open interfaces, and implements thesc by using GSM/UMTS protocols™

The problem is that within an all [P nctwork, the above mentioned server components are not all available via the CSE
as there 1s no underlying protocol between the CSE and the network for call control (apant fonm the CSE/SGSN
wnterface). To provide the same functionality provided by existing legacy services, new applications will have to be
created that make some limuted use of the features that may be offercd by the CSE (for example database lookup), plus
service features offered in the CSCF.

APIls supporhing chient-server models wall exist. These APls will enable the users to access service logic via the UE and
specialist servers (e g. MexE). The interface these specialist servers and the CSCF is for further study.

.@ Application

Application Server

—

Figure 10-3 Functional Architecture for option 3
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10.2.2.1 Advantages

¢ An open interface based on OSA concepts. APIs that may interface with the CSCF and the CSE are expected to
become available allowing specific protocols to be hidden from the service/application designers

¢ Easier deployment of new/enhanced services for multimedia applications.

10.2.2.2 Disadvantages

¢ When considenng existing CSE based services, little re-use is made of already standardised protocols, services and
processes. More significantly, new processes and protocols must be re-defined and re-implemented for services that
already cxists, increasing development and ownership costs.

¢ Requires new applications on an application server to be created in arder to support legacy services.

¢ lmpact on the legacy CSE and services considered greater than option 2.

10.3  Issues requiring further contributions

The following issues require further contributions:

*  Applications may reside not only in Application Servers (AS) but also in terminals.

=  Options for sharing applications or parts of them between AS and termunals

e Which elements, beside the CSCF, will provide AP for application design (aligned with VHE/OSA)

e  Terminal shall also provide API for application design (aligned with MExE)

*  Which new Service Capabilines/Service Capability Features are needed for 3GPP Release 2000 (e.g. WIN)
=  Specific implementation cases of the proposed architecture should be provided

* Ifand how 3GPP Relcase 2000 service features could be made accessible to 2G termunals via 2G networks

e 1If and how 3GPP Release 2000 service featwres could be made accessible to dual mode 2G/3G termunals via 2G
networks

11 Security

There will be 2 common authentication scheme for the termunals operating 1a the all-1P mode, nhuch will be SIM USIM
based 118 required that all- [P terrrunals wall be able to register and provide basi service when used with a JGPP
SIMUSIM

12 Work Plan

12.1  Milestones for Release 00

IGPP has the objecnve of producing the second reicase of specification for UMTS by the end of 2000 The peoject
management for thus work wall need to include the elements of work package definiton, the interdependency of these
work packages and their scheduling. As the work 15 undertaken in the vanous TSGs and WGs 1n JGPP there wall need to
be agreement across these groups on the overall plan. Subsequent communication between these groups on such 1ssues
as changes to schedules and requirements will be essential. An additional task relating to communication is the
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reviewing of requirements documents to identify technical problems in the implementation at an early stage. The
completion of release 99 has the potential to impact the availability of resources and hence the time scales for release 00.

Note: "The text that follows is of more general nature than the rest of the document. This
has been included to show the framework for release 2000, of which an All IP
Architecture may be one Work Item. The dates shown are assumed dates and
need to be verified by TSG-S2."

12.1.1 Release 00 milestones

3GPP has not yet agreed overall milestones for release 00. For the purposes development of a
high-level work plan the following key milestones are proposed.

July 99 3IGPP All-TP network feasibility study started

Sept 99 TSG-S2 RO0 Ad Hoc will submit the results of the TSG-S2 for approval

Oct 99 - Afler TSG-S2 approval, TSG-S2 R00 Ad Hoc Group results will be submitted to TSG-S for
approval

Qct 99 After TSG-S approval Project planning work for R0OO (including all IP option) will be

started at TSG-S2 project planning ad hoc groups (These groups have adequate
participation from all relevant TSGs/WGs).

Dec 99 After TSG-S2 approval the detailed workplan for ROO (including all-IP network option) will
be submitted to TSG-S for approval.

Dec 99 Release 00 service requirements available

Jan 00 TSG-SA2 completes first draft architecture for all-IP nerwork.

Jan 00-Dec 00 Work within 3GPP TSGs and WGs proceed according the TSG-S approved R0OO Project
Plan

Dec 00 Release 00 specifications completed including all-IP option

A high level PERT chart 1s given overleaf to form the basis of the planning for releases beyond R99. The reviewed first
drafis of the service and architecture specifications should be available before the end of 1999.

12.1.2 Detailed activity plan

Date Meeting group Proposed activity
August 23 - 27 S2 Progress arclutecrural srudy
Scptember 13 - 17 s2 Joint St - S2 activity on ROO - Funaluze the requirements for the

archutectural study and wdennify the key issues. Finalize the proposed
ROO0 arctutecture at the TSG-S2 ROO ad hoc proup

Late Septembet.carly S2 R0O Ad Hoe Possble refinements to the outcome of the ad hoc group
October Group meeting
(provinonal)
September 29 - | St Review input on service requurcments for ROO
October 11-13 SA Plenary Approve the results of TSG-52 R0O Ad Hoc Group
October 25 - 29 S2 Start the specification of the archutecture, and dewiled work plan.

Initiate the S2 project coordination adhoc groups work for ROO based on
the approved results from TSG-SA Plenary as well as resulis from other
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groups, €.g. the Mobile IP ad-hoc group.

November 29 - 3 Sl Review service requirement and architecture
November 29 - 3 S2 Develop architecture specifications
December 15 - 17 SA Plenary Approve detailed work plan from TSG-S2 project coordination adhoc

groups
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History

Document history

vV0.0.0 July 1999 Creation of document.

v0.0.1 11 Aug 1999 Updated after R2000 Ad Hoc Swindon, 10-11" August.

Scope is clarified and new text added to requirements, Service Platform sections
and a new architecture sub-section on support for R99 terminals.

Aschitceture changes: new CSCF <-> CSCF interface. MGW split into MGW and
Transpont signalling gateway. SGW to legacy nctwaork labelled as roaming

gateway.
v00.2 1 Sept 1999 Updated afier ROO Ad Hoc, based on tdocs $2k99030, s2k99031, s2k99032,
$2k99035, s2k99045, s2k99049
v0.0.3 6® Scpt 1999 Updated with new sections reviewed by e-mail. Contains marked changes from
v0.0.2
vo.1.0 22 Sept 1999 Updated as per meeting week beg. 13% Sept (Bonn). New text on handover and [P

header compression /stripping. Deftnitions on Mc reference point and on the
Media Gateway function al blocks.

v0.1.1 28% Sept 1999 Draft for Ad Hoc Helsinki, changes include addition of HSS in section 5, agreeed
solution for support of CS terminals.

vo.1.2 29® Sept 1999 | 2 draft for Ad Hoc Helsinki, changes include addressing editor’s notes in section
9, addiruion of text 1o sections on QoS and Secunty and new subscetions to service
Platforms

v0.1.3 30* Sept 1999 | Interum draft at ROO Ad Hoc, Helsink

vo.14 1" Oct 1999 Final draft for approval

v 100 7® Oct 1999 Prepaied for presentation at SA#S. Technical content identical to v.0.1.4
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1. A packet switched environment, including a function-
ality of a presence server in an application and services
environment.

2. The Packet switched environment of claim 1 wherein
the presence server receives a REGISTER message from an
interrogating call state control function in the same network.

3. The Packet switched environment of claim 2 wherein
the serving call state control function of the presence server
network further receives the REGISTER message.

4. The Packet switched environment of claim 2 or claim
3 wherein the presence server receives SUBSCRIBE mes-
sage from the interrogating call state control function in the
same network.

5. The Packet switched environment of claim 4 wherein
the interrogating call state control function receives the
SUBSCRIBE message from a serving call state control
function in a subscribers home network.

6. The Packet switched environment of claim 5 wherein
the serving call state control function receives the SUB-
SCRIBE message from a proxy call state control function in
a subscribers home network.

7. The Packet switched environment of claim 6 wherein
the proxy call state control function receives the SUB-
SCRIBE message from the subscriber.

8. The Packet switched environment of any one of claims
2 to 7 wherein the presence server provides a NOTIFY
message to the interrogating call state control function of the
subscriber’s network.

9. The Packet switched environment of claim 8 wherein
the interrogating call state control function provides the
NOTIFY message to a proxy call state control function of
the subscriber network.

10. The Packet switched environment of claim 9 wherein
the proxy call state control function provides the NOTIFY
message to the subscriber.

11. The Packet switched environment of claim 1 wherein
the presence server receives a plurality of SUBSCRIBE
signals from a respective plurality of subscribers in a sub-
scriber network.

12. The Packet switched environment of claim 11 wherein
each subscriber provides a SUBSCRIBE message to a proxy
call state control function of the subscriber network.

13. The Packet switched environment of claim 12 wherein
the proxy call state control function of the subscriber net-
work forwards the respective SUBSCRIBE messages to a
serving call state control function of the subscriber network.

14. The Packet switched environment of claim 13 wherein
the serving call state control function of the home network
provides the respective SUBSCRIBE messages to an inter-
rogating call state control function of the presence server
network.

15. The Packet switched environment of claim 14 wherein
the interrogating call state control function provides the
respective SUBSCRIBE messages to the presence server.

16. The Packet switched environment of any one of
claims 11 to 15 whrein the presence server provides a single
SUBSCRIBE message to a serving call state control func-
tion of the presence server network.

17. The Packet switched environment of claim 16 wherein
the presence server receives s single NOTIFY message from
the serving call state control function.

18. The Packet switched environment of claim 17 wherein
the presence server generates a NOTIFY message for each
respective user subscriber.
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19. The Packet switched environment of claim 18 wherein
the plurality of NOTIFY messages are received by the
interrogating call state control function of the subscriber
network.

20. The Packet switched environment of claim 19 wherein
the interrogating call state control function forwards the
NOTIFY messages to a serving call state control function of
the subscriber network.

21. The Packet switched environment of claim 20 wherein
the serving call state control function forwards the NOTIFY
messages to a proxy call state control function of the
subscriber network.

22. The Packet switched environment of claim 21 wherein
the proxy call state control function forwards the NOTIFY
messages to the respective subscribers.

23. The Packet switched environment of claim 2 wherein
the presence server receives a REGISTER message from a
serving call state control function in the presence server
network network.

24. The Packet switched environment of claim 23 wherein
the serving call state control function receives the REGIS-
TER message from an interrogating call state control func-
tion of the presence server network.

25. The Packet switched environment of claim 24 wherein
a subscriber provides a SUBSCRIBE message to a proxy
call state control function of the subscriber network.

26. The Packet switched environment of claim 25 wherein
the proxy call state control function of the subscriber net-
work forwards the SUBSCRIBE message to a serving call
state control function of the subscriber network.

27. The Packet switched environment of claim 13 wherein
the serving call state control function of the subscriber
network provides the SUBSCRIBE message to an interro-
gating call state control function of the presence server
network.

28. The Packet switched environment of claim 14 wherein
the interrogating call state control function provides the
respective SUBSCRIBE messages to a serving call state
control function.

29. The Packet switched environment of claim 28 wherein
the serving call state control function provides the SUB-
SCRIBE message to presence server.

30. The Packet switched environment of claim 29 wherein
the presence server provides NOTIFY message to the serv-
ing call state control function.

31. The Packet switched environment of claim 30 wherein
the NOTIFY message is received by the interrogating call
state control function of the subscriber network.

32. The Packet switched environment of claim 31 wherein
the interrogating call state control function forwards the
NOTIFY message to a serving call state control function of
the subscriber network.

33. The Packet switched environment of claim 32 wherein
the serving call state control function forwards the NOTIFY
message to a proxy call state control function of the sub-
scriber network.

34. The Packet switched environment of claim 33 wherein
the proxy call state control function forwards the NOTIFY
messages to the subscriber.

35. The packet switched environment of any preceding
claim, wherein the environment is an internet protocol
multimedia environment.

36. The packet switched network of claim 35 wherein the
internet protocol multimedia environment is a subsystem of
an all-IP telecommunications network.



