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ABSTRACT
A system and method for synchronizing a local replicated database with remote replicated databases. Generally, the system includes a local replicated database and a synchronization manager associated with the local replicated database. The synchronization manager may send changes made on the local replicated database to one or more remote replicated databases for reconstruction by the one or more remote replicated databases, and may receive changes made on a remote replicated database. In addition, the synchronization manager may reconstruct changes received from a remote replicated database on the local replicated database. Preferably, the synchronization manager may send, receive, and reconstruct changes independently from one another, i.e., may perform one or more of these activities autonomously and/or asynchronously.
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<table>
<thead>
<tr>
<th>EVENT</th>
<th>NUMBER</th>
<th>LOCAL SEQ</th>
<th>VERSIONS &amp; STATES</th>
<th>LOCAL INQ</th>
<th>REMOTE INQ</th>
<th>VERSIONS &amp; STATES</th>
<th>LOCAL INQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>START</td>
<td>100</td>
<td>A</td>
<td>AM51,34</td>
<td>LV41</td>
<td>B</td>
<td>AM51,34</td>
<td>LV41</td>
</tr>
<tr>
<td></td>
<td>105</td>
<td>B</td>
<td>AM51,34</td>
<td>LV41</td>
<td>N</td>
<td>AM51,34</td>
<td>LV41</td>
</tr>
<tr>
<td></td>
<td>110</td>
<td>C</td>
<td>AM51,34</td>
<td>LV41</td>
<td>N</td>
<td>AM51,34</td>
<td>LV41</td>
</tr>
<tr>
<td></td>
<td>115</td>
<td>D</td>
<td>AM51,34</td>
<td>LV41</td>
<td>N</td>
<td>AM51,34</td>
<td>LV41</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>E</td>
<td>AM51,34</td>
<td>LV41</td>
<td>N</td>
<td>AM51,34</td>
<td>LV41</td>
</tr>
</tbody>
</table>

**FIG. 5A**
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A,N,65,35</td>
<td>B,N,66,?</td>
<td>AIA,N,65</td>
<td>A/B,N,66</td>
<td></td>
</tr>
<tr>
<td>145</td>
<td></td>
<td>LIV-66</td>
<td>Parked-61</td>
<td>Parked-65</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A,N,65,35</td>
<td>B,N,66,?</td>
<td>M,B,40,61</td>
<td>AIA,N,65</td>
<td>A/B,N,66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LIV-66</td>
<td>Parked-61</td>
<td>Parked-65</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A,N,65,35</td>
<td>B,N,66,?</td>
<td>M,B,40,61</td>
<td>AIA,N,65</td>
<td>A/B,N,66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LIV-66</td>
<td>Parked-61</td>
<td>Parked-65</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A,N,65,35</td>
<td>B,N,66,?</td>
<td>M,B,40,61</td>
<td>AIA,N,65</td>
<td>A/B,N,66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LIV-66</td>
<td>Parked-61</td>
<td>Parked-65</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>A,N,65,35</td>
<td>B,N,66,?</td>
<td>M,B,40,61</td>
<td>AIA,N,65</td>
<td>A/B,N,66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LIV-66</td>
<td>Parked-61</td>
<td>Parked-65</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**FIG. 5B**

**FIG. 5C**

**FIG. 5D**
SYSTEMS START IN SYNCH. ONLY LOOKING AT RELEVANT VERSIONS. NOTE VERSION & STATE NAMES IN THE TWO DATABASES ARE UNRELATED. STATES S51 & S34 CONTAIN IDENTICAL DATA.

100 RIV UPDATED, S34 CREATED. NO CHANGE IN LOCAL DB.
REMOTE SENDS CHANGE FILE CONTAINING DIFFERENCES BETWEEN S34 & S35

LV UPDATED, S81 CREATED. CHANGE FILE FROM REMOTE NOT YET RECEIVED. LOCAL DB SENDS CHANGE FILE TO REMOTE CONTAINING DIFFERENCES BETWEEN S34 & S61. NO MORE CHANGES AT REMOTE.

LOCAL RECEIVES CHANGE FILE. CREATES TEMP VERSION TO LOAD FILE INTO, SETS TEMP STATE TO LOCAL state IDENTICAL TO THAT REPRESENTING START POINT OF INCOMING CHANGES (S51).
CHANGE FILE LOADED INTO TEMP, CREATING NEW STATE S66.

TEMP RECONCILED WITH LV. DIFFERENCES FROM S81 TO S66 COPIED ONTO S66, CREATING NEW STATE S66. ANY CONFLICTS RESOLVED ACCORDING TO PRIORITY RULES (LOCAL WINS OR REMOTE WINS.)

CHANGES POSTED FROM TEMP TO LV. LV CHANGES STATE TO S66. CHANGE FILE NOT SENT TO REMOTE, BECAUSE IT ALREADY HAS ALL THE DATA REQUIRED TO RECONSTRUCT.

FIG. 6A
<table>
<thead>
<tr>
<th>LOCAL</th>
<th>REMOTE</th>
<th>NARRATIVE (through time)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>VERSIONS</strong></td>
<td><strong>STATES</strong></td>
<td><strong>VERSIONS</strong></td>
</tr>
<tr>
<td>LIV</td>
<td>S51</td>
<td>RIV</td>
</tr>
<tr>
<td>Parked 1</td>
<td>S61</td>
<td></td>
</tr>
<tr>
<td>Parked 2</td>
<td>S65</td>
<td></td>
</tr>
<tr>
<td>LIV</td>
<td>S51</td>
<td>RIV</td>
</tr>
<tr>
<td>Parked 1</td>
<td>S61</td>
<td>Temp</td>
</tr>
<tr>
<td>Parked 2</td>
<td>S65</td>
<td></td>
</tr>
<tr>
<td>LIV</td>
<td>S51</td>
<td>RIV</td>
</tr>
<tr>
<td>Parked 1</td>
<td>S61</td>
<td>Temp2</td>
</tr>
<tr>
<td>Parked 2</td>
<td>S65</td>
<td></td>
</tr>
</tbody>
</table>

**FIG. 6B**
VERSIONS AND STATES, 2 DATABASES, PART 3
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FIG. 6C
SYSTEMS AND METHODS FOR MANAGING THE SYNCHRONIZATION OF REPLICATED VERSION-MANAGED DATABASES

[0001] This application is a continuation of co-pending application Ser. No. 09/991,485, filed Nov. 13, 2001.

FIELD OF THE INVENTION

[0002] The present invention relates generally to replicated version-managed databases, and more particularly to systems and methods for managing the synchronization of replicated version-managed databases.

BACKGROUND OF THE INVENTION

[0003] A database transaction is a group of related updates against a database that form a single “unit of work.” There are basically two types of transactions: “short transactions” and “long transactions.” Short transactions typically take a few seconds or less to complete. A simple example is a bank account transfer, which may involve subtracting the appropriate amount from an entry in one account and adding the same amount to another account. Since this may take a relatively short period of time to complete, the records may be locked while the transaction is in progress to ensure that nobody else is able to change them and create any inconsistencies.

[0004] In contrast, a long transaction may take hours, weeks, or months. An example is a transaction within a Geographic Information System (GIS)—a computer-based tool for mapping and analysing spatial data, such as geographic data and engineering designs. During a GIS transaction, an engineer may generate design alternatives or spatial analysts may perform complex “what if” scenarios. Because these transactions may take a long period of time, locking records for an environment with multiple users who need to access the same data is inefficient and counterproductive. Concurrent control becomes a critical issue.

[0005] One known method for solving the long transaction problem is version management. A version is a logical copy of the database specific for a small group of users or for a single user without duplication of the data. This allows multiple users simultaneous access to the same data without applying locks to prohibit other users from modifying the same data. A version managed database system maintains these versions and any conflict that arises from them.

[0006] A version is a named logical embodiment of a database state distinct from other versions. The number and state of database records visible within a version may change over time. Versions are generally arranged in a tree structure, as depicted in FIG. 1, and any version may be changed by users or processes independently of and without affecting the data visible in another version. It is known in the art to have changes in one version made available to other versions using the processes of reconcile and post.

[0007] A state is a labeled snapshot of a version. Each version points to a specific state. Multiple versions may share the same state if desired. If they do, then users may see identical data in both versions. Over time, versions may move from one state to another. As changes are made to a version, its state may change. The states are containers for the changes to the database. As changes are made to a version, the changes are tagged with the appropriate state. Database states are organized as a tree, where the parent/child relationship may be derived from the state lineage. States are not necessarily explicit within all implementations of version-managed databases.

[0008] FIG. 1 illustrates these components working together in a version-managed database. V1 is the first version, and S1 is the first state. V1 is set to S1. Then, a change is made to V1. This change is applied to S1, thus creating a new state S2. A new version is created, V2, and is set to S2. Thus, at this time, V1 and V2 are set to S2. Next, V1 changes again, applying the changes to S2 creates a new state, S3. S2, and hence V2, are unchanged by this operation. V3 is created and set to S3. Thus, V3 and V1 are both pointing to S3.

[0009] Next, V4 is created, and set to S2. Changes are made to V4, creating a new state derived from S2, called S4. V4 is set to S4. Changes are then made to V3, creating a new state derived from S3 called S5. Changes are next made to V4, creating S6, derived from S4.

[0010] Next, V3 is changed, creating S7, derived from S5. A new version, V6, is created, pointing to S7. V6 is changed, creating S8, derived from S7. V6 is changed again, creating S9, derived from S7. V7 is next created, set to S7. Then, V4 is changed, which was pointing to S6 last, creating S10, derived from S6. V7 is then changed, which was last pointing to S7, thus creating a new S11, derived from S7. V7 is changed again, creating S12, then S13. Finally, V6 is changed, creating S14, derived from S9.

[0011] This illustration shows the concepts of versions and states and how these two elements interact with each other.

[0012] A very common requirement for companies who use these database systems is to be able access the data in multiple, geographically separate locations, as depicted in FIG. 2. Version-managed databases may be connected through a variety of networks. This requires a system of replication, where the database is replicated in multiple locations. In such a system, data synchronization management between the databases becomes critical to ensure reliable data at every location.

[0013] One such system, “Smallworld 3” from GE Smallworld, Inc., manages the replication and synchronization of version-managed databases by relying on a single process to connect live to all of the databases at once in order to synchronize. This single process gains exclusive control of the relevant versions and records in all of the databases being synchronized, thus preventing access to the data during the synchronization process. In the case where the network connecting the version managed databases is unreliable or high-speed communications between database sites is unavailable, single process synchronization may be inefficient.

[0014] Accordingly, it is believed that systems and methods for synchronizing replicated version-managed databases would be considered useful.

SUMMARY OF INVENTION

[0015] The present invention is directed to systems and methods for managing replicated version-managed databases, and more particularly to systems and methods for managing the synchronization of replicated version-managed databases.
In accordance with a first aspect of the present invention, a system is provided for synchronizing a local replicated database with one or more remote replicated databases. Generally, the system includes a local replicated database, and a synchronization manager associated with the local replicated database. In addition, the system may include an interface associated with the local replicated database for communicating with one or more remote replicated databases via a communications link.

The synchronization manager may be configured for sending changes made on the local replicated database to one or more remote replicated databases for reconstruction by the one or more remote replicated databases, and/or receiving changes made on a remote replicated database. In addition, the synchronization manager may be configured for reconstructing changes received from a remote replicated database on the local replicated database. In a preferred embodiment, the synchronization manager may send changes, receive changes, and/or reconstruct changes independently from one another, i.e., may perform one or more of these activities autonomously and/or asynchronously.

In accordance with another aspect of the present invention, a system is provided for synchronizing one or more replicated databases at least intermittently communicating with one another. Generally, the system includes a first replicated database and a second replicated database at least intermittently disconnected from the first replicated database. Generally, at least one of the first and second databases, and preferably both, may include an interface for communicating with each other via a communications link.

The system also includes a synchronization manager associated with each of the first and second databases. For example, the synchronization manager associated with the first database may be configured for sending changes made on the first replicated database to the second replicated database, receiving changes made on the second replicated database, and/or reconstructing changes received from the second replicated database on the first replicated database. Similarly, the synchronization manager associated with the second replicated database may be configured for sending changes made on the second replicated database to the first replicated database, receiving changes made on the first replicated database, and/or reconstructing changes received from the first replicated database on the second replicated database.

Thus, each of the databases in a replicated database network may include a synchronization manager, thereby allowing each database to autonomously and/or asynchronously exchange changes and/or reconstruct changes independent of other databases in the system. Another advantage of the synchronization manager is that it may monitor activities of the local database with which it is associated and selectively perform one or more of its activities when it most efficient to do so. For example, the synchronization manager may send and/or receive changes when the interface of the local database is available, e.g., not being used for other tasks. In addition or alternatively, the synchronization manager may reconstruct changes, e.g., to synchronize the local database with other databases, when the local database has resources, e.g., processor or memory capacity, available or at times that substantially minimize interference with operation of the local database. Thus, the synchronization manager may operate substantially undetected by users of the local database, while still maintaining the local database substantially synchronized with other databases in the network.

Other objects and features of the present invention will become apparent from consideration of the following description taken in conjunction with the accompanying drawings.

Brief Description of the Drawings

FIG. 1 is an illustration showing the operation of a conventional version-managed database.

FIG. 2 shows a conventional replicated database network.

FIG. 3 is a diagram of a preferred embodiment of a system for synchronizing a network of replicated databases each including a synchronization manager, in accordance with the present invention.

FIG. 4 is a flowchart illustrating a method for reconstructing changes between a local database and a remote database using a synchronization manager, in accordance with the present invention.

FIGS. 5(a)-(c) are a series of tables, illustrating a method for synchronizing a local database and a remote database using a synchronization manager, in accordance with the present invention.

FIGS. 6(a)-(c) is a series of charts, illustrating a method for synchronizing a local database and a remote database using a synchronization manager, in accordance with the present invention.

Detailed Description

Turning now to the drawings, FIG. 3 shows a preferred embodiment of a system 7 that includes a plurality of replicated version-managed databases 10a-10d, in accordance with the present invention. Generally, each database 10 may include a synchronization manager (SM) 15 and, optionally, a sequence table 20. In addition, each database 10 may include a plurality of states and versions, each with its own identification label, ID. Each database 10 may include other subsystems or components not important to the operation of the present invention. Although four databases 10 are shown, a system in accordance with the present invention may include any number of databases, as will be appreciated by those skilled in the art.

The databases 10 may be interconnected via one or more communications links, e.g., a network 5, which may include one or more wide area networks, local area networks, a variety of both. Alternatively, intermittent communications links including but not limited to floppy disks, tapes, store-and-forward email transmission, and dial-up data links may be used. Through these communication links, the databases may transfer files to each other and/or otherwise communicate with one another. Each database 10 may include its own users and processes and may change the data independently of the other databases 10.

Generally, each database 10 may operate autonomously, and the synchronization process on each database 10 may be autonomous as well. The system 7 may allow any
database (a “local database”) to autonomously establish a synchronization link with any other database (a “remote database”). In other words, each database 10 may operate and synchronize with other databases 10 on its own independent schedule, without requiring exclusive control of or any synchronous communication with other databases, and without requiring an exclusive lock on the access of its own database.

[0031] For each synchronization link between databases, a single version may be identified in each linked database as being the interface version (IV). The system 7 aims to ensure that the data contents within all IVs for a given link are identical. At any particular point in time, there may be differences, but these differences may be eliminated as the system propagates the changes to other linked IVs.

[0032] The SM 15 included with each database 10 enables the autonomous synchronization process. The SM 15 may reside on a separate computing device, such as a server or other computer, that may include one or more processors and/or memory (not shown), connected to the database. Alternatively, the SM 15 may reside on the database itself, e.g., as a subsystem or component of the database. The SM 15 is an agent that manages the operations that bring about synchronization between the databases, allowing the synchronization to be an automated process. The SM 15 sends any changes made on the local database to any or all of the remote databases 10, and receives any changes sent by any of the remote databases. Each of these activities may operate autonomously and/or asynchronously from one another. In other words, the SM 15 may send, receive, and/or reconstruct changes at any time, independently of other concurrent activities of the SM 15 or database 10. For example, the SM 15 may send several packages of changes made on the local database to all of the remote databases 10, then receive several packages of changes from one remote database; send another package of changes made on the local database, then receive several additional packages of changes from another remote database, and then reconstruct any or all of the remote changes on the local database.

[0033] The SM 15 may keep track of the packages of changes sent to and received from any remote database 10 in a sequence table 20 and may reconstruct those changes on the local database, ensuring identical data between the local database and the remote databases 10. The system 7 may not require explicit states in the version managed database 10, but for the purposes of illustrating the invention, the present discussion includes a plurality of explicit states. The sequence table 20 includes information about the states and the relationships between the states. Specifically, the sequence table 20 includes the sequence numbers associated with the state as well as optionally including other pertinent information. These sequence numbers identify the changes from one state to another, and there are two types. The first type, the local sequence number, identifies the changes made on the local database. Whenever a set of changes made on the local database is sent to remote databases, the local sequence number is incremented. The second type, the remote sequence number, identifies the changes made on the remote databases. Whenever the local database receives a set of changes made on a remote database, the remote sequence number corresponding to that remote database is recorded in the local sequence table, and the set of changes are recorded into the database 10.

[0034] Receiving only the changes and information regarding the changes made on the remote database substantially reduces the size of the file being transferred as compared to if the entire data set were transferred. With this feature and taking into account autonomous operation, the interconnection between the databases 10 may not require high bandwidth or low latency to provide adequate performance of synchronization.

[0035] Turning to FIG. 4, an exemplary method is shown for reconstructing changes using the SM 15 associated with a local database when the local database receives a change file from a remote database, at step (a). The change file may include the changes made on the remote database, the sequence number of the file, and the sequence number of the local database known by the remote database at the time the change file was sent. This pair of sequence numbers (local and remote) creates an identifier of the change file and its changes that may be stored in the sequence table 20.

[0036] The SM 15 nominates a version as being the target of synchronization with the remote database, identifying it as the interface version, IV. The SM 15 creates a temporary version (Temp version) as the child of the IV, at step (b). The SM 15 then searches for the state on the local database associated with the sequence number of the local database identified in the change file, i.e., the sequence number known by the remote database at the time the change was sent. The SM 15 then points the Temp version to that state at step (c). Then, in step (d), the SM 15 loads the changes into that Temp version. This change in the Temp version creates a new state, and the ID of this new state is added to the sequence table 20, at step (e). The SM 15 then sends an acknowledgement to the remote database that sent the change file.

[0037] The objective of the SM 15 is to reconstruct the changes in the change file on the local database, and, when achieved, manipulate the versions so that the IV on the local database refers to an identical state as the IV on the remote database that sent the change file, thereby ensuring that the databases are in sync. In reconstructing the changes, the SM 15 reconciles the changes from the change file loaded in the Temp version with any changes made on the local database to the IV and then posts the reconciled state onto the IV.

[0038] The method of reconciling and posting a parent version and a Temp version is known in the art. The reconcile process finds the latest state that the two versions both had in their history, and identifies this as the common state. The process then finds the differences between the common state and the parent version’s state and merges those differences to the Temp version. If there are conflicting changes to records, then the database system may either accept the change made to the parent version, the change made to the Temp version, or neither, reverting to the record state found in the common state. This merging of data creates a new state. The posting process then checks that the state of the parent version has not changed since the reconciliation process was started and points the parent version to that new state. Thus, the parent and Temp versions become identical.

[0039] Turning to step (f), the SM 15 determines whether to reconcile the parent and Temp versions. This is done by determining whether the difference between the IV local
sequence number and the local sequence number in the change file, i.e., the sequence number known by the remote database at the time the change was sent, is greater than one. If the difference is greater than one, this suggests that there were too many sequences of changes made on the local database before the change file sent by the remote database was received by the local database. Thus, if the two versions are reconciled, then states associated with the sequence numbers in between the IV local sequence number and the local sequence number in the change file may not include the changes in the change file. In the event of conflicts being detected during the reconciliation process, the merged state may not reliably be reconstructed to be identical on the remote database. This may result in the databases having different states and different records after the synchronization process, which is not acceptable.

[0040] Thus, in order to reconcile the IV with the Temp version under these circumstances, the Temp version must be reconciled with all of the states created from the time that the local database sent the change file identified by the sequence number in the incoming change file up to the time that the last change was made on the local database. Step (g) begins this looping process. In this step, the Temp version creates another temporary child version, a grandchild version (Temp 2 version). This Temp 2 version is then pointed to the state associated with the sequence number just after the local sequence number in the change file. The local sequence number in the change file comes from the change files sent by the local database that was last received by the remote database. The local sequence number sent after that is the number with which the Temp 2 version’s state is associated.

[0041] In step (h), the Temp version is reconciled with the Temp 2 version. In the case of conflicts, the system 7 may include preset rules to which the SM 15 may refer in handling these conflicts. These may be set by the administrator and may include the local database always winning, remote database always winning, or neither winning such that the prior state is used. Having preset rules to which the SM 15 may refer ensures that the same results may be reconstructed at the remote database and allows the synchronization process to be automated and hidden from users.

[0042] A new state is created by the reconciliation process, and the SM 15 then posts the results into the Temp version. The state’s ID is saved onto the sequence table 20. The SM 15 then sends an acknowledgement to the remote database from which the change file came, at step (i). This acknowledgement includes the remote sequence number as received with the change file, and the local sequence number associated with the state that has just been reconciled. Then, referring back to step (f), the SM 15 again determines whether the difference between IV local sequence number and the local sequence number in the change file is greater than one. If it is, then steps (g)-(i) are repeated. But, if the difference is one, then all of the appropriate states have been reconciled. Next, in step (j), the IV version is reconciled with the Temp version, applying the preset rules, and the resulting state is posted to the IV. The newly created state’s ID is then added to the sequence table 20, and the acknowledgement including the remote sequence number and the last local sequence number sent is sent to the remote database.

[0043] After all of the remote databases reciprocate this process, the end result is a synchronized system of replicated version-managed databases.

[0044] Turning now to FIGS. 5 and 6, an exemplary synchronization process is shown between a local replicated version-managed database and remote replicated version-managed database that are initially in sync at 100. Thus, S51 and S34 are identical in value. Each database, local and remote, nominates an interface version, LIV and RIV respectively, and they are set to their respective identical states. The local and remote sequence tables in FIG. 5a show the initial values of the sequence numbers and the respective states. Since the two databases are in sync, the values of the tables are identical as well.

[0045] The sequence table information is shown, formatted as follows. The first letter is the sequence number of the database on the local machine, and the second letter is the sequence number of the remote machine known at the time the last change file was sent. The next number is the corresponding state ID on the database of the local machine. Finally, the last number is the ID of the corresponding state on the database of the remote machine. If the database on the local machine would not know the corresponding state on the database of the remote machine, then “?” is shown in its place. Logistically, there is no requirement for either database to know the other database’s state IDs, but these IDs are included in this example to help illustrate the process. The necessary information to identify the change file is just the sequence number pairing of the local and remote databases.

[0046] At the next event 105, a set of record changes is made to the RIV on the remote database. A new state is created, derived from S34, including the change, and the RIV is set to that state S55. The remote database prepares a change file including the changes made, increments the remote database’s sequence number on the remote database sequence table, and sends the file together with the local and remote sequence numbers, and, for the purposes of illustration, the local state ID. A change made on a database increments the sequence number corresponding to that database on that database’s sequence table. In this case, referring to FIG. 5a, the remote sequence number on the remote table gets incremented from M to N and the change file is sent, which, after transmission delays, gets stored in the local database’s data queue until the local database is ready to receive that change file.

[0047] It should be noted that in the process of transferring change files from one system to another, it is possible for change files to become lost or arrive in the wrong sequence. Having sequence numbers associated with the change files follow a simple scheme of incrementing by one for each file sent allows a variety of methods for checking for and recovering from transmission errors to be used. Such methods are known in the art, and are not discussed herein. Any practical implementation may require that such methods be used.

[0048] The change file includes the differences between S34 and S35 on the remote database as well as an identifier including the information that is illustrated in FIG. 5, e.g., namely C/N,A,35. The first letters are shown as either a “C” or “A”. This indicates whether the change file includes changes made on the database that sent the change file “C” or whether the change file includes an acknowledgement,
“A/”, acknowledging that the database to which the change file was sent has received the change file. The next two letters indicate the sequence numbers of the databases. The letter, N, indicates the sequence number of the database on the local machine, and the letter, A, is the sequence number of the database on the remote machine known at the time the change was sent. The next number, 35, is the ID of the state on the database that includes the changes made.

[0049] During event 110, the local database makes a change, creating a new state derived from S51 with those changes, S61. The local database sends a change file labeled, C/B,M,61, that is stored in the remote database data queue until the remote database is ready to receive and reconstruct the changes in the change file. LIV is set to S61. Turning to events 115 and 120, the local database receives the remote database’s change file, C/N,A,35. As shown in FIG. 6b, the local database then begins the reconstruction process. A child temporary (Temp) version is created from the LIV and is set to the local state identical to that representing the starting point of incoming changes, which would be the state associated with (A,M), S51. The changes are then loaded into the Temp version, thus creating S65. The local database then sends an acknowledgement, A/A,N,65, which is stored in the remote database data queue, and updates the sequence table, A,N,65,35. Note that the state corresponding to A, S65, on the local database, is identical to the state corresponding to N, S35.

[0050] Turning to event 125, the local database sequence number known by the remote database in change file is A. The LIV sequence number is B. Thus, the difference is only one, (A=1, B=2, B-A=2-1=1). Under this condition, referring to step (f) in FIG. 4, the SM 15 may then proceed to reconcile the Temp version with the LIV. As explained above, any conflicts may be resolved automatically using preset rules. A new S66 is created, corresponding to B,N. In event 130, the local database posts the results of the reconciliation to LIV, and then sends an acknowledgement, A/B, N,66 and updates the sequence table, B,N,66,2. Again, the “w” exists because the local database does not know the corresponding state on the remote database yet. Note that a change file is not sent to the remote database because the remote database already has all of the information it needs to reconstruct the changes on the remote database.

[0051] In this illustration, it is assumed that conflicts arose during the reconciliation process, and that, as a result, two new child versions are created from the LIV, Parked 1 and Parked 2. These two versions point to S61 and S65, respectively. This allows a user to review the reconciliation process at a later time in case the conflicts were not correctly resolved. If the user decides during this review process that a resolution other than that applied by the preset rules would be appropriate, then that alternative resolution may be made. By then, reconciling and posting the revised state to the LIV, the state of the IV may be changed, and the normal synchronization process of this invention may propagate that revised resolution to all linked databases.

[0052] Turning to event 135, a change is made on the remote database, and the RIV is updated to the new state, S36. The remote database sends a change file identified as C/O,A,36 and updates the sequence table accordingly, O,A,36,2. Next, at event 140 and 145, the remote database receives a change file from the local database, C/N,A,35, This is the change file that was sent back at event 105. The remote database creates a Temp version from the RIV, Temp, and again sets it to the state identical to the starting point of incoming changes, S34. (A,M) in the sequence table. The changes in the file are then imported into the Temp version, creating S40. Then, the remote database sends an acknowledgement, A/M,B,40 and updates the sequence table, M,B,40,61. Note that the remote database knows the corresponding state on the local database, S61 because that information was in the change file.

[0053] During event 150, the RIV sequence number is 0, but the remote database sequence number known by the local database in the change files is M. Thus, given that M=1 and O=3, O=M=3=1=2, the difference between the RIV sequence number and the sequence number known by the local database is two. There are too many steps between M and O to allow reconciliation between these two versions directly. According to FIG. 4, the SM 15 then proceeds to step (g). A grandchild version is created, Temp 2, and is set to the state associated with the sequence number just after the remote database sequence number in the change file. The remote database sequence number in the change file is M (C/C/B,M,61), so the next sequence number is N, and, thus, Temp 2 version points to S35.

[0054] In event 155, the remote database reconciles Temp with Temp 2, applying the preset conflict rules, and creates S41. The remote database then posts the results to Temp, setting it to S41, and then sends an acknowledgement, A/N,B,41 and updates the sequence table, N,B,41,2. In event 160, if there are no conflicts, as assumed for this illustration, there is no need to provide for later revision by preservation of parked versions, and Temp 2 is deleted.

[0055] At this point, RIV is set to O,A, S36 and the Temp version is set to N,B, S41. Going back to step (f) in FIG. 4, O=2, N=1, O=N-2=1=1, there is only a difference of one between the steps. RIV and Temp may now be reconciled. Turning to event 165, the remote database reconciles Temp with the RIV, thus creating S42, and the results are posted to RIV.

[0056] The rest of the synchronization process is not shown in FIGS. (a)-(c) but is explained in FIGS. 5(b)-(c). Turning to event 170, the remote database posts to RIV and sends an acknowledgement, A/O,B,42, updating the sequence table as well, O,B,42,2. If there are no conflicts, the Temp version is deleted.

[0057] The remote database then receives the acknowledgments sent by the local database, A/A,N,65 and A/B, N,66, from the remote database’s data queue and updates the sequence table accordingly in event 171. In event 172, the local database receives the change file C/A,O,36 from its data queue. A Temp version is created and set to S65, which is (A,N) on the sequence table. The changes are then imported, creating S70. The local database sends an acknowledgement and updates the sequence table accordingly. Since the difference between the LIV sequence number, B, and the local database sequence number on the change file, A, is one, these two versions may be reconciled, as done in event 173, and the results are posted in LIV in event 174. In events 175 and 176, the acknowledgments are cleaned up in the respective data queues and updated in the respective sequence tables.

[0058] While embodiments of the present invention have been shown and described, various modifications may be
What is claimed is:

1. A system for synchronizing a plurality of replicated databases at least intermittently communicating with one another, comprising:

   a local replicated database;

   an interface for communicating with one or more remote replicated databases via a communications link; and

   a synchronization manager associated with the local replicated database for sending change files comprising changes made on the local replicated database to one or more remote replicated databases for reconstruction by the one or more remote replicated databases, receiving change files comprising changes made on a remote replicated database, and reconstructing changes received from a remote replicated database on the local replicated database, each change file sent by the local database comprising a local sequence number identifying a state of the local database at the time the change file is sent and a remote sequence number identifying a state of the remote database known by the local database, and wherein each change file received from the remote database comprises a remote sequence number identifying a state of the remote database at the time the change file is sent.

2. The system of claim 1, wherein the synchronization manager is configured for sending changes, receiving changes, and reconstructing changes independently from one another.

3. The system of claim 1, further comprising a sequence table associated with the local replicated database for tracking changes sent to and received from remote replicated databases.

4. The system of claim 3, wherein each change file sent by the synchronization manager comprises a local sequence number identifying the local remote database and a remote sequence number identifying each remote database to which the change file was sent, the local and remote sequence numbers being stored in the sequence table.

5. The system of claim 3, wherein each change file received by the synchronization manager comprises a local sequence number identifying the local database from which each change file was sent, the local and remote sequence numbers being stored in the sequence table.

6. The system of claim 1, wherein the synchronization manager is configured for monitoring activity of the local replicated database, and for reconstructing changes in a manner that substantially minimizes interference with operation of the local replicated database.

7. A system for synchronizing a plurality of replicated databases at least intermittently communicating with one another, comprising:

   a local replicated database;

   a plurality of remote replicated databases at least intermittently disconnected from the local replicated database;

   a synchronization manager associated with each of the local and the plurality of remote replicated databases for sending changes made on the respective replicated database to another replicated database, receiving changes made on another replicated database, and reconstructing changes received from another replicated database on the respective replicated database.

8. The system of claim 7, wherein each of the synchronization managers is configured for reconstructing changes autonomously from one another.

9. The system of claim 7, further comprising a sequence table associated with each of the databases for tracking changes sent to and received from the respective database.

10. The system of claim 9, wherein each synchronization manager is configured for receiving changes from one or more remote replicated databases in one or more change files, and wherein each change file comprises a local sequence number identifying the local remote database, and a remote sequence number identifying the remote database from which each change file was sent, the local and remote sequence numbers being stored in the sequence table.

11. A method for synchronizing a local replicated database with one or more remote replicated databases, comprising:

   sending a change file comprising one or more recent local changes made on the local database to a remote database for reconstruction by the remote database, the sent change file comprising a local sequence number identifying a state of the local database at the time the change file is sent and a remote sequence number identifying a state of the remote database known by the local database;

   receiving a change file comprising one or more changes made on the remote database from the remote database, the received change file comprising a remote sequence number identifying a state of the remote database at the time the change file is sent and a remote sequence number identifying a state of the remote database known by the remote database at the time the change file is sent; and

   reconstructing the received changes received from the remote database on the local database,

   wherein any of the sending, receiving, and reconstructing steps may be performed independently from each other.

12. The method of claim 11, wherein the local and remote databases are version-managed databases, each having a plurality of versions, and wherein one version in the local database is nominated as an interface version, and wherein the reconstructing step is performed using the interface version.

13. A method for synchronizing a local replicated database with a plurality of remote replicated databases, comprising the steps of:

   autonomously and asynchronously sending changes made on the local database to the remote databases, independent of any steps of receiving and reconstructing changes;
autonomously and asynchronously receiving changes made on the remote databases to the local database, independent of any steps of sending and reconstructing changes; and autonomously and asynchronously reconstructing received changes made on the remote databases on the local database, independent of any steps of sending and receiving changes.

14. The method of claim 13, wherein each of the local and remote databases is a version-managed database comprising a plurality of versions, and wherein a version in each of the local and remote databases is nominated as a local interface version and a remote interface version, respectively.

15. The method of claim 14, wherein each of the local and remote databases comprises a plurality of states and a sequence table comprising sequence numbers for identifying respective states.

16. The method of claim 15, wherein the states are explicit.

17. The method of claim 15, wherein the states are implicit.

18. The method of claim 14, wherein changes sent between the local and remote databases are sent in change files.

19. The method of claim 18, wherein each change file sent by the local database comprises a local sequence number identifying a state of the local database at the time the change file is sent and a remote sequence number identifying a state of the remote database known by the local database, and wherein each change file sent by the remote database comprises a remote sequence number identifying a state of the remote database at the time the change file is sent and a local sequence number identifying a state of the local database known by the remote database at the time the change file is sent.

* * * * *