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SCENE CHANGE DETECTION METHOD USING 
TWO-DIMENSIONAL DP MATCHING, AND 
IMAGE PROCESSINGAPPARATUS FOR 

IMPLEMENTING THE METHOD 

FIELD OF THE INVENTION 

0001. The present invention relates to a scene change 
detection method for detecting a change in moving image 
Scene (a so-called Scene change) from a moving image, and 
an image processing apparatus for implementing the 
method. 

BACKGROUND OF THE INVENTION 

0002. As conventional methods of extracting a scene 
change from a moving image, a method of computing 
changes in histogram of colors of frames that form the 
moving image, and detecting an evaluation value by execut 
ing Some threshold value process, a method using motion 
vector information which is used in MPEG2 or the like, and 
the like have been proposed. 
0003. The method using the histograms has merits such 
as low computation cost, high-Speed processing, and high 
real-time performance, but has the following demerits. That 
is, a Scene change cannot be detected from Scenes having 
Similar histograms, or Scene changes are excessively 
detected due to an abrupt deformation or rotation of an 
object. 

0004. On the other hand, the method using a motion 
vector can assure high precision, and can also be used in 
other applications Such as object extraction and the like, but 
requires much time for computations, resulting in poor 
real-time performance. Even when motion vector informa 
tion is extracted from data encoded by MPEG2 and motion 
vector computations are omitted, Since the precision of these 
motion vector computations depends on the performance of 
an encoder, high performance cannot always be guaranteed 
for all MPEG2 files. 

SUMMARY OF THE INVENTION 

0005 The present invention has been made in consider 
ation of the aforementioned problems, and has as its object 
to provide a Scene change detection method which considers 
color and composition, and an image processing apparatus 
for implementing the method. 
0006. It is another object of the present invention to 
provide a Scene change detection method which is indepen 
dent from an encoder of a file, and can assure high real-time 
performance and effective, quick processes, and an image 
processing apparatus that can implement the method. 
0007. In order to achieve the above objects, an image 
processing apparatus according to the present invention, 
comprises: labeling means for extracting frame image data 
from moving image data, Segmenting the frame image data 
into blocks, and assigning labels in accordance with feature 
amounts acquired in units of blocks; label Sequence genera 
tion means for generating a label Sequence by arranging the 
labels assigned by the labeling means in a predetermined 
block order; label Sequence accumulation means for accu 
mulating the label Sequence generated by the label Sequence 
generation means in correspondence with the frame image 
data; Similarity computation means for computing Similari 
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ties between the generated label Sequence and label 
Sequences of a previous frame image data group, Scene 
change detection means for detecting a Scene change frame 
in the moving image from a computed Similarity group; and 
Scene change Storage means for Storing the detected Scene 
change frame information in correspondence with the frame 
image data. 

0008. In order to achieve the above objects, a scene 
change detection method according to the present invention 
comprises the Steps of extracting frame image data from 
moving image data, Segmenting the frame image data into 
blocks, and assigning labels in accordance with feature 
amounts acquired in units of blocks, generating a label 
Sequence by arranging the assigned labels in a predeter 
mined block order, computing Similarities between the gen 
erated label Sequence and label Sequences of a previous 
frame image data group; and detecting a Scene change frame 
in the moving image from a computed Similarity group. 

0009. In order to achieve the above objects, a storage 
medium Stores a control program for making a computer 
execute Scene change detection, and the control program 
includes: the Step of extracting frame image data from 
moving image data, Segmenting the frame image data into 
blocks, and assigning labels in accordance with feature 
amounts acquired in units of blocks; the Step of generating 
a label Sequence by arranging the assigned labels in a 
predetermined block order; the Step of computing Similari 
ties between the generated label Sequence and label 
Sequences of a previous frame image data group; and the 
Step of detecting a Scene change frame in the moving image 
from a computed Similarity group. 

0010. Other features and advantages of the present inven 
tion will be apparent from the following description taken in 
conjunction with the accompanying drawings, in which like 
reference characters designate the same or similar parts 
throughout the figures thereof. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0011 The accompanying drawings, which are incorpo 
rated in and constitute a part of the Specification, illustrate 
embodiments of the invention and, together with the 
description, Serve to explain the principles of the invention. 
0012 FIG. 1 is a block diagram showing an example of 
the arrangement of an image processing apparatus having a 
Scene change detection function according to an embodi 
ment of the present invention; 
0013 FIG. 2 is a block diagram showing an example of 
the arrangement of the Scene change detection function 
according to the embodiment of the present invention; 
0014 FIG. 3 is a view for explaining the storage state of 
Scene change information in a Scene change information 
accumulation/management DB according to the embodi 
ment of the present invention; 
0015 FIG. 4 is a flow chart showing the sequence of a 
Scene change information generation process according to 
the embodiment of the present invention; 
0016 FIG. 5 shows an example of an image segmented 
into blocks according to the embodiment of the present 
invention; 
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0017 FIG. 6 is a view for explaining a multi-dimen 
Sional feature amount Space according to the embodiment of 
the present invention; 
0018 FIGS. 7A to 7D are views for explaining examples 
of block orders used upon generating a Sequential label Set 
according to the embodiment of the present invention; 
0.019 FIG. 8 is a view for explaining the storage format 
of moving image data file information in a moving image 
management database according to the embodiment of the 
present invention; 
0020 FIG. 9 is a flow chart showing the detailed 
Sequence of a Scene change detection proceSS in FIG. 4 
according to the embodiment of the present invention; 
0021 FIG. 10 shows an example of a penalty matrix 
among labels used upon computing Similarity by comparing 
label matrices according to the embodiment of the present 
invention; 
0022 FIG. 11 is a view for explaining a similarity 
computation process according to the embodiment of the 
present invention; 
0023 FIG. 12 is a flow chart for explaining the sequence 
of Similarity computation using two-dimensional DP match 
ing according to the embodiment of the present invention; 
0024 FIG. 13 is a flow chart showing the sequence for 
Setting a dynamic penalty value according to the embodi 
ment of the present invention; and 
0.025 FIG. 14 is a view for explaining adjustment of a 
matching window in DP matching according to the embodi 
ment of the present invention. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

0.026 Preferred embodiments of the present invention 
will now be described in detail in accordance with the 
accompanying drawings. 

Example of Arrangement of Image Processing 
Apparatus of This Embodiment 

0.027 FIG. 1 is a block diagram showing an example of 
the arrangement of an image processing apparatus having a 
Scene change detection function according to an embodi 
ment of the present invention. 
0028 Referring to FIG. 1, reference numeral 101 denotes 
a CPU which executes various kinds of computation and 
control in a Scene change detection apparatus of this 
embodiment. Reference numeral 102 denotes a ROM which 
Stores a boot program executed upon Starting up the appa 
ratus, and various permanent data. Reference numeral 103 
denotes a RAM which Stores control programs to be pro 
cessed by the CPU 101, and provides a work area used when 
the CPU 101 executes various kinds of control. For example, 
the RAM 103 has a sequential label set memory 103a for 
Storing a sequential label Set of a plurality of frames of a 
moving image, and a program memory 103b including a 
Sequential label Set generation module, DP matching mod 
ule, and the like, and is also used as a frame image memory 
(to be described later). Reference numeral 104 denotes a 
keyboard; and 105, a mouse, which provide various input 
operation environments for the user. 
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0029 Reference numeral 106 denotes an external storage 
device which comprises a hard disk, floppy disk, CD-ROM, 
or the like, and Stores, e.g., a moving image management 
database (to be described later). Reference numeral 108 
denotes a network interface which allows communications 
with devices on a network. Reference numeral 109 denotes 
an interface; and 110, a peripheral device for inputting a 
moving image. Reference numeral 111 denotes a bus for 
connecting the aforementioned components. 
0030) Note that the external storage device 106 in the 
above arrangement may use the one connected on the 
network. Also, the peripheral device 110 for inputting a 
moving image indicates various devices for inputting a 
moving image Such as a Video deck, Video player, television 
tuner, and the like in addition to a Video camera. Further 
more, the control programs in the RAM 103 may be loaded 
from the external storage device 106, peripheral device 110, 
or network, and may be executed. 
0031 FIG. 2 is a block diagram showing the arrange 
ment of a Scene change detection function of the image 
processing apparatus of this embodiment. 
0032 Referring to FIG. 2, reference numeral 11 denotes 
a user interface unit which detects various operation inputs 
from the user using a display 107, and the keyboard 104 and 
mouse 105. Reference numeral 12 denotes a moving image 
input unit for capturing frames of a moving image via the 
peripheral device 110 for inputting a moving image. Refer 
ence numeral 13 denotes a frame image memory for storing 
frame image data captured by the moving image input unit 
12 in a predetermined area of the RAM 103. 
0033 Reference numeral 14 denotes an image feature 
amount extraction unit for extracting feature amounts from 
images Stored in the frame image memory 13 in the 
sequence to be described later. Reference numeral 15 
denotes a Sequential feature-label Set generation unit for 
generating a Sequential label Set on the basis of feature 
amounts extracted by the feature amount extraction unit 14. 
Reference numeral 16 denotes a Scene detection unit by 
means of pattern matching, which detects a Scene change 
frame by computing Similarities between the generated 
Sequential label Set and a group of Sequential label Sets of N 
neighboring or adjacent frame images Stored in a predeter 
mined area of the RAM 103, and performing a threshold 
value comparison process of the computed Similarities. 
Then, the unit 16 discards a sequential label set of the oldest 
frame image stored in the RAM 103 and stores a sequential 
label set of the current frame image in the FIFO (First In, 
First Out) principle. 
0034) Reference numeral 17 denotes a scene change 
information accumulation unit which Stores and accumu 
lates information indicating a frame corresponding to a 
Scene change point of moving image data obtained by the 
moving image input unit 12 and the like. 
0035 FIG. 3 is a view for explaining the storage state of 
Scene change information in the Scene change information 
accumulation unit 17. 

0036 Image frames in moving image data are assigned 
unit image frame IDS in that moving image, and the Scene 
change information accumulation unit 17 holds Scene 
change information 112 in the form of an image frame ID 
from which a new Scene Starts. 



US 2006/0050791 A1 

0037 Reference numeral 18 denotes a moving image 
management database (to be referred to as a moving image 
management DB hereinafter), which manages moving 
image data 113 and the Scene change information Stored in 
the Scene change information accumulation unit 17 in cor 
respondence with each other in the data format shown in 
FIG 8. 

0.038 Ascene change detection process will be described 
in detail below. 

0.039 Frame images are extracted in turn from a moving 
image, each of these frame images is Segmented into a 
plurality of blocks, and labels are assigned in accordance 
with feature amounts acquired in units of blocks. A sequen 
tial label Set is generated by arranging the assigned labels on 
the basis of a predetermined block order, and generated 
Sequential label Sets for N previous frames are Stored in the 
memory. At this time, the Sequential label Set of the current 
frame is compared with those of previous frames Stored in 
the memory, and the presence/absence of a Scene change is 
determined based on the comparison result. 

Operation Example of Image Processing Apparatus 
of This Embodiment 

0040. An example of the operation of the image process 
ing apparatus of this embodiment with the above arrange 
ment will be described below. Note that the example to be 
described below adopts three colors, i.e., red (R), green (G), 
and blue (B) as image feature amounts that pay attention to 
colors, and will be explained using processes in a three 
dimensional color Space. 
(Process for Obtaining Sequential Label Set from Frame) 
0041 A process for generating a sequential label Set by 
extracting one frame image from a moving image, and 
Segmenting the frame image into a plurality of blocks, 
assigning labels in accordance with feature amounts 
acquired in units of blocks, and arranging the assigned labels 
on the basis of a predetermined block order will be explained 
below. 

0.042 FIG. 4 is a flow chart showing the sequence of the 
proceSS for obtaining a Sequential label Set from a frame 
according to this embodiment. 
0043. When a moving image file to be subjected to scene 
change detection is designated via the user interface unit 11, 
processes in steps S11 to S18 are repeated until it is 
determined in Step S10 that the remaining frame images are 
present. 

0044) In step S11, one frame image is read out by seeking 
the moving image file, and is held in the frame image 
memory 13. In Step S12, the held image is Segmented into 
a plurality of blocks. In this embodiment, the image is 
Segmented into a plurality of Vertical and horizontal blockS. 
FIG. 5 shows an example of an image Segmented into 
blocks according to this embodiment. As shown in FIG. 5, 
in this embodiment the image is Segmented into a total of 
nine (3x3) blocks. In step S13, feature amounts of the 
Segmented blocks are computed, and the obtained feature 
amounts are labeled in the following Sequence. 
004.5 FIG. 6 is a view for explaining a multi-dimen 
Sional feature amount Space according to this embodiment. 
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0046. As shown in FIG. 6, the multi-dimensional feature 
amount Space (RGB color space) is segmented into a plu 
rality of blocks (color blocks), i.e., cells (color cells), and 
unique labels are assigned as Serial numbers to the indi 
vidual cells (color cells). The reason why the multi-dimen 
Sional feature amount space (RGB color space) is segmented 
into a plurality of blockS is to absorb delicate feature amount 
(color) differences. 
0047. In step S13, a predetermined image feature amount 
extraction computation proceSS is done for each Segmented 
block obtained in step S12 to obtain a cell on the multi 
dimensional feature amount Space to which that block 
belongs, thus obtaining a corresponding label. This proceSS 
is done for all the blocks. That is, in the image feature 
amount extraction computation process of this embodiment, 
computation process is done to determine which color cells 
all pixels in each Segmented block belong to respectively, 
and the label of color cell with the highest frequency of 
occurrence is determined to be a parameter label (color 
label) of that segmented image block. This process is done 
for all the blocks. 

0048. After parameter labels are assigned to the indi 
vidual blocks, the parameter labels assigned to the blocks are 
arranged in a predetermined block order to generate a 
parameter Sequential label Set (to be referred to as a sequen 
tial label set hereinafter) in step S14. 
0049 FIGS. 7A to 7D are views for explaining examples 
of block orders used upon generating a Sequential label Set. 
The parameter labels are arranged in ascending order of 
numerals in boxes of the Segmented image blockS shown in 
each of FIGS. 7A to 7D to generate a sequential label set. 

0050. Note that scan methods that can be applied to this 
embodiment include, for example: 

0051 horizontal scans (e.g., Scan methods for making a 
left-to-right scan from up to down: FIG. 7A, making a 
left-to-right scan from down to up: FIG. 7C, making a 
right-to-left scan from up to down: FIG. 7B, making a 
right-to-left scan from down to up: FIG. 7D, and so forth are 
available); and 
0052 vertical Scans (e.g., Scan methods for making an 
up-to-down Scan from left to right, making an up-to-down 
Scan from right to left, making a down-to-up Scan from left 
to right, making a down-to-up Scan from right to left, and So 
forth are available (none of these methods are shown)). 
However, the present invention is not limited to Such specific 
methods. 

0053. This embodiment adopts a scan method which 
Satisfies the following conditions. 

0054 (1) Since label matrices are time-serially com 
pared, it is not preferable to reverse this order. Hence, all 
images must be Scanned by a predetermined Scan method to 
obtain label matrices. 

0055 (2) Nearby blocks are preferably located at near 
positions in a Sequential label Set. 

0056 (3) Matching can be made more easily as the labels 
of blocks that correspond to an object of interest appear as 
quickly as possible, and continuously appear for a long 
period of time. 
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0057 (4) Even when an object has moved or camera 
angle has changed, an arrangement of labels is prevented 
from changing drastically. 

0.058. This embodiment adopts a scan method for making 
a horizontal Scan from left to right, up to down, as shown in 
FIG 7A. 

(Process for Detecting Scene Change) 
0059 Sequential label sets for N previous frames, which 
are obtained in the above Sequence, are accumulated on the 
memory, and a Scene change is detected in Step S15 by 
comparing Sequential label Sets of N previous frames and a 
Sequential label Set of the current frame. ASSume that the 
minimum value of N is 2. 

0060 An example for detecting a scene change from a 
sequential label set of this embodiment will be explained 
below using the flow chart in FIG. 9 that shows details of 
Step S15, taking as an example a method for detecting Scene 
changes from a moving image obtained by connecting 
frames including quite different Scenes. Even the moving 
image obtained by connecting frames including quite dif 
ferent Scenes includes errorS Such as omission of a frame 
upon editing, a Sudden change in brightness in only one 
frame upon, e.g., emission of flash light of a camera, and the 
like, and it is important to prevent operation errors (exces 
Sive detection of Scene changes) against Such moving image. 
0061. In step S20, the similarity between a sequential 
label set obtained from the current frame image and that 
obtained from the immediately preceding frame image is 
computed by a method to be described later. In step S21, the 
similarity is compared with a threshold value. If the simi 
larity is larger than the threshold value, Status indicating the 
absence of Status change is returned in Step S25, and the flow 
returns to the main routine. To Supplement, the flow then 
returns to FIG. 4 and advances from step S16 to step S18 to 
Store the Sequential label Set of the current frame image in 
the RAM. After that the flow returns to step S10 to proceed 
with the process for capturing a new frame image in Step S11 
and the Subsequent Steps. 

0062) If it is determined in step S21 that the similarity is 
equal to or Smaller than the threshold value, the Sequential 
label Set obtained from the current frame image is compared 
with that obtained from a frame image two frames before the 
current frame image, which was obtained and Stored in the 
RAM previously, in step S22, and if it is determined in step 
S23 that the similarity between these two sequential label 
Sets is equal to or Smaller than the threshold value, Status 
indicating the presence of Scene change is returned. If it is 
determined in step S23 that the similarity is larger than the 
threshold value, it is determined that an edit error or a 
Sudden change in brightness in only one frame upon, e.g., 
emission of flash light of a camera has occurred, and Status 
indicating the absence of Scene change is returned in Step 
S25. 

(Process for Computing Similarity) 
0.063 A method of computing the similarity between 
frame images, i.e., comparing two Sequential label Sets to 
check if they are similar to each other (to compute their 
similarity) will be described in detail below. Note that a 
sequential label set acquired in step S14 will be referred to 
as a query label matrix of a query frame image hereinafter. 
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0064. In order to give a small penalty (of distance) to 
neighboring cells and a large penalty to cells which are far 
from each other upon pattern matching between labels, a 
penalty matrix between labels shown in FIG. 10 is intro 
duced. In step S20 or S22 in step S15, the label matrices are 
compared in consideration of this penalty matrix, and in this 
case, two-dimensional DP matching (to be referred to as 2D 
DP matching hereinafter) to be described below is used. 
0065 FIG. 11 is a view for explaining the similarity 
computation process according to this embodiment. 
0066. The query sequential label set acquired in step S14 
can be arranged, as shown in a center of FIG. 11, in 
accordance with its Scan method. Also, when one of label 
matrices of frame imageS for N previous frames, which are 
stored in the RAM is used as a test sequential label set of a 
test frame image, that Sequential label Set can be arranged, 
as shown in a left of FIG. 11. 

0067. The distances between a label sequence “abc' in 
the first line of the test Sequential label Set, and Sequential 
label sets (“123”, “456”, “789”) in the first to third lines of 
the query Sequential label Set are computed by DP matching, 
and the line number of the label Sequence that minimizes 
distance in the query Sequential label Set is Stored at the 
corresponding position in a similar line matrix (a right of 
FIG. 11). When the obtained minimum distance is larger 
than a predetermined threshold value, it is determined that 
the label Sequence of interest of the test Sequential label Set 
is similar to none of the lines, and “” is stored at the 
corresponding position in the Similar line matrix. Even when 
an image angle has horizontally changed slightly, a similar 
line can be detected by the aforementioned proceSS Owing to 
the nature of DP matching. By repeating the aforementioned 
process for all the lines (“def", "ghi’) in the similarity test 
image, the Similar line matrix in the column direction shown 
in a right of FIG. 11 can be obtained. 
0068. In a right of FIG. 11, no line similar to “abc” is 
present in the query Sequential label Set, and a line Similar 
to “def’ is found in the first line of the query sequential label 
Set, and a line Similar to "ghi' is found in the Second line of 
the query Sequential label Set. The Similarity between the 
Similar line matrix obtained in this manner, and a Standard 
line matrix (the arrangement of lines in the query frame 
image, and “123” in this example) is further computed using 
DP matching, and is output as the Similarity between the 
query and test frame images. 
0069. It is well known that DP matching selects a route 
in which Similarity distance is minimized under a constraint 
condition of a matching window, as an optimum Solution. 
The constraint condition may be given by a width of a 
matching window. 
0070 FIG. 12 is a flow chart for explaining the sequence 
of Similarity computation using 2D DP matching according 
to this embodiment. The process that has been explained 
with reference to FIG. 11 will be explained in more detail 
below with reference to the flow chart in FIG. 12. Note that 
the process shown in this flow chart is executed for different 
similarity test images in steps S20 and S22. 
0071. In step S101, variable i indicating the line number 
of the test frame image and variable j indicating the line 
number of the query frame image are initialized to 1 to both 
indicate the first line. In step S102, a label sequence of the 
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i-th line of the test frame image is acquired. For example, in 
case of FIG. 11, if i=1, “abc' is acquired. In step S103, a 
Sequential label Set of the j-th line of the query frame image 
is acquired. For example, in case of FIGS. 11A to 11C, if 
j=1, “123” is acquired. 

0.072 In step S104, the distance between the two sequen 
tial label sets acquired in steps S102 and S103 is computed 
by DP matching using the penalty matrix of color cells 
described in FIG. 10. In step S105, if the distance obtained 
in step S104 is a minimum value of those obtained so far in 
association with the i-th line, the line number () of interest 
is stored in a line matrix element LINEi). 
0073. The aforementioned processes in steps S103 to 
S105 are repeated for all lines of the similarity test image 
(steps S106 and S107). In this manner, the number of the line 
with a minimum distance of those included in the query 
frame image to the Sequential label Set of the i-th line of the 
test frame image is stored in LINEi. 
0074) In step S108, LINEi obtained by the above pro 
ceSS is compared with a predetermined threshold value 
(Thresh). If LINEi is equal to or larger than Thresh, the 
flow advances to step S109, and “” indicating that the i-th 
line is similar to none of lines in the query image is Stored 
in LINE(i). 
0075) The aforementioned processes from step S102 to 
step S108 are executed for all the lines in the test frame 
image (steps S110 and S111) to obtain LINELimax of 
LINEi, which is output as a similar line matrix LINEi). 
0076. In step S113, DP matching between a standard line 
matrix 1, 2, ..., imax and similar line matrix LINE1, 2, 

. . , imax is done to compute the distance therebetween. 
Note that the standard line matrix starts from 1, and 
increases in unitary increments in the column direction. 

0077. A penalty used in DP matching between the stan 
dard line matrix and Similar line matrix will be explained 
below. The present invention proposes a dynamic penalty as 
penalty setups of DP matching between the similar line 
matrix and Standard line matrix in the column direction. The 
dynamic penalty dynamically Sets a penalty between the line 
numbers, and the penalty between the line numbers changes 
depending on imageS. In this embodiment, Sequential label 
Set distances in the horizontal (line) direction of the Simi 
larity query image itself are computed, and penalties 
between lines are obtained based on these distances. 

0078 FIG. 13 is a flow chart showing the setup sequence 
of a dynamic penalty value according to this embodiment. 

0079. In step S121, variables i and j are respectively set 
at 1 and 2. A sequential label Set of the i-th line of the query 
frame image is acquired in Step S122, and a sequential label 
Set of the j-th line of the query frame image is acquired in 
step S123. In step S124, DP matching between the sequen 
tial label Sets of the i- and j-th lines of the query frame image 
is done using the color penalty matrix to obtain distance. In 
step S125, the DP matching distance obtained in step S124 
is stored in LINEi as a penalty between the Sequential 
label Sets of the i- and j-th lines of the query frame image, 
and is also stored in LINEji as a penalty between the 
Sequential label Sets of the j- and i-th lines of the query frame 
image. 
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0080. The processes in steps S123 to S125 are repeated 
until the value of variable j reaches jmax in step S126. As a 
result, penalty values between the Sequential label Set of the 
i-th line, and Sequential label sets of the (i+1)-th to (max)-th 
lines are determined. Then, the processes in Steps S123 to 
S126 are repeated until the value of variable i reaches 
(imax-1) in steps S128, S129, and S130. As a result, penalty 
values determined by the above processes are Stored in all 
LINEi except for diagonal components of i=j. 
0081. In step S131, penalty values of the diagonal com 
ponents of LINEij, which are not determined in the above 
processes, are determined. In this portion, Since i=1, i.e., 
identical Sequential label Sets are compared, Zero distance is 
obtained and, hence, Zero penalty is Stored. Also, a penalty 
for “” is determined in step S132. That is, a penalty for 
is Set to have a value larger by the maximum one of all the 
penalty values of LINEi to some extent. If this penalty 
value is Set to be extremely large, the feature of ambiguous 
Search may Suffer. 
0082 DP matching in step S113 is done using penalty 
among Sequential label Sets computed for the query frame 
images in this manner, thus obtaining the Similarity between 
the query frame image and test frame image. 

0083. The aforementioned matching process also has the 
following feature. If the matrices shown in FIGS. 11A and 
11B are very similar to each other, a similar line matrix 
“123” is obtained, and their distance is zero. On the other 
hand, if a similar line matrix is “12' or "212", the test frame 
image is likely to have deviated downward from the query 
frame image; if a similar line matrix is “23” or “233”, the 
test frame image is likely to have deviated upward from the 
query frame image. On the other hand, if a similar line 
matrix is “13!” or “13', the test frame image is likely to be 
reduced in Scale with respect to the query frame image. 
Likewise, a test frame image obtained by enlarging the 
query frame image may be detected. 
0084 As described in step S113 above, by DP matching 
between the Similar line matrix and Standard line matrix, 
vertical deviation can be effectively absorbed. For this 
reason, the difference between the query frame image and 
test frame image resulting from the aforementioned upward 
or downward deviation, enlargement, reduction, or the like 
can be effectively absorbed, and the similarity between the 
frame images of a moving image can be Satisfactorily 
determined. 

0085 More specifically, 2 DDP matching of this embodi 
ment allows ambiguity between the label Sequences of the 
neighboring label matrices, and absorbs the influence of 
position deviations of an image. On the other hand, when the 
position of an object has changed due to, e.g., a difference 
in angle, and the position of the object extracted by blockS 
has changed, the tinctures of blockS may become slightly 
different, but such differences are absorbed by the afore 
mentioned penalty matrix. In this manner, due to the Syn 
ergism of 2 D DP matching that allows ambiguity and 
allowance of ambiguity of feature amounts by means of the 
penalty matrix according to this embodiment, matching that 
is less influenced by upper, lower, right, and left deviations, 
and those caused by enlargement/reduction can be achieved. 
0086). Other merits of the dynamic penalty will be dis 
cussed below. For example, when there is a query frame 
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image of Stretched wheat fields, all lines may have similar 
Sequential label Sets. On the other hand, if there is also a test 
frame image of Stretched wheat fields, a similar line matrix 
of this image may store the first line number “1” and may 
become "111'. In Such case, all lines of a similarity query 
image have Similar images, and no hit occurs at Shorter 
distances unless the penalty between line numbers is very 
Small. However, when the dynamic penalty is used, the 
penalty between line numbers becomes Small, and a result 
with high similarity can be obtained. 

0087. In the above embodiment, the similar line matrix is 
obtained using Sequential label Sets corresponding to the 
horizontal block arrangements. Alternatively, a similar line 
matrix can be obtained using label Sequences corresponding 
to the vertical block arrangements by the same method as 
described above. Also, both the horizontal and vertical 
directions may be combined. 
0088. In the above embodiment, color information is 
Selected as an image feature amount. However, the present 
invention is not limited to Such specific image feature 
amount, and may be practiced by obtaining other image 
parameters in units of image Segmented blockS. 
0089. The level of ambiguity upon comparing a query 
frame image and test frame image can be desirably Set by 
changing the width of a So-called matching window in DP 
matching. 

0090 FIG. 14 is a view for explaining a matching 
window in DP matching. In FIG. 14, line A is given by 
J=I+r, and line B by J-I-r. The width of the matching 
window can be changed by changing the value r. Hence, 
when the value r is changed upon automatically or manually 
varying the ambiguity level, Similarity computations can be 
made with a desired ambiguity level (width of the matching 
window), and Such change is effective for Scene change 
detection in a moving image including very quick motions, 
and that in a movie that considerably Suffers camera Shake. 
When the present apparatus is equipped in a movie, the 
value r is changed in accordance with a mount of Shaking 
detected by a Sensor. The user may change the Sensitivity of 
Scene change by manually change the value r at the keyboard 
104, or the value r may be automatically increased when 
Scene changes are detected too frequently or may be 
decreased when fewer Scene changes are detected. 
0091. In 2 DDP matching in the above embodiment, the 
width of a matching window in horizontal DP matching and 
that of a matching window in vertical DP matching may be 
independently Set. Or the two matching windows may be 
changed at different rates. In this manner, ambiguity levels 
can be set very flexibly upon Similarity computations. For 
example, when the block order shown in a left of FIG. 7 is 
used, and the horizontal movement of an object of interest 
in a query image is to be allowed, the width of the matching 
window in horizontal DP matching can be increased to 
increase the ambiguity level in the horizontal direction. 
0092 Referring back to the flow chart in FIG. 4, it is 
checked in step S16 if a scene change is detected in step S15. 
If YES in step S16, scene change information is additionally 
Stored in the Scene change information accumulation unit by 
the process in step S17. Finally, sequential label set of N 
previous frame image is discarded, and the Sequential label 
Set of the current frame image is Stored in the RAM in Step 
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S18. The flow then returns to the process in step S10 to 
repeat the processes as long as frame images to be processed 
remain. 

0093. As described above, a feature amount group (a 
group of feature amounts obtained by Segmenting a feature 
amount Space) is expressed by a single symbol (i.e., 
labeled), and a distance based on the similarity between 
labels is given using the 2 DDP matching and the penalty 
matrix described above. For this reason, Since the compu 
tation volume of the distance between two image blocks can 
be greatly reduced, and Similar feature amounts can be 
expressed by identical labels, the similarity between two 
images can be Satisfactorily computed. 

0094 Since (1) the concept of defining distance between 
labels using the penalty matrix, and (2) 2D DP matching 
that can ambiguously move label positions to be compared, 
and can implement comparison between label matrices to 
minimize the total distance (maximize similarity) are used, 
an inter-frame pattern matcher which produces a clearly low 
inter-frame similarity output in response to appearance of a 
frame which has absolutely no continuity while absorbing 
Some continuous changes in moving image (e.g., Some color 
differences caused by a change in image angle, and a change 
in position or deformation of an object upon, e.g., panning 
of a camera, or a change in image Sensing condition Such as 
a light Source or the like) in association with neighboring or 
adjacent image frames, can be implemented. 

0095. Note that the present invention may be applied to 
either a system constituted by a plurality of devices (e.g., a 
host computer, an interface device, a reader, a printer, and 
the like), or an apparatus consisting of a single equipment 
(e.g., a copying machine, a facsimile apparatus, or the like). 
0096. The objects of the present invention are also 
achieved by Supplying a Storage medium, which records a 
program code of a Software program that can implement the 
functions of the above-mentioned embodiments to the Sys 
tem or apparatus, and reading out and executing the program 
code Stored in the storage medium by a computer (or a CPU 
or MPU) of the system or apparatus. In this case, the 
program code itself read out from the Storage medium 
implements the functions of the above-mentioned embodi 
ments, and the Storage medium which Stores the program 
code constitutes the present invention. 
0097 As the storage medium for supplying the program 
code, for example, a floppy disk, hard disk, optical disk, 
magneto-optical disk, CD-ROM, CD-R, magnetic tape, non 
volatile memory card, ROM, and the like may be used. 

0098. The functions of the above-mentioned embodi 
ments may be implemented not only by executing the 
readout program code by the computer but also by Some or 
all of actual processing operations executed by an OS 
(operating System) running on the computer on the basis of 
an instruction of the program code. 

0099 Furthermore, the functions of the above-mentioned 
embodiments may be implemented by Some or all of actual 
processing operations executed by a CPU or the like 
arranged in a function extension board or a function exten 
Sion unit, which is inserted in or connected to the computer, 
after the program code read out from the Storage medium is 
written in a memory of the extension board or unit. 
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0100 When the present invention is applied to the stor 
age medium, the Storage medium Stores a program including 
program codes corresponding to the aforementioned flow 
charts (shown in FIGS. 4, 9, 12, 13, and the like). 
0101 To recapitulate, according to the present invention, 
Scene change detection can be implemented by an inter 
frame pattern matcher which produces a clearly low inter 
frame Similarity output in response to appearance of a frame 
which has absolutely no continuity while absorbing Some 
continuous changes in moving image (e.g., Some color 
differences caused by a change in image angle, and a change 
in position or deformation of an object upon, e.g., panning 
of a camera, or a change in image Sensing condition Such as 
a light Source or the like) in association with neighboring or 
adjacent image frames. 
0102) As many apparently widely different embodiments 
of the present invention can be made without departing from 
the Spirit and Scope thereof, it is to be understood that the 
invention is not limited to the specific embodiments thereof 
except as defined in the claims. 

1-57. (canceled) 
58. An image processing apparatus comprising: 
extracting means for extracting frame image data from 
moving image data; 

feature amount determination means for determining a 
feature amount of the frame image data eXtracted by 
Said extracting means; 

feature amount Storage means for Storing the feature 
amount determined by Said feature amount determina 
tion means, 

comparison means for comparing the feature amount of 
the frame image data which is a Scene change frame 
candidate with each of N feature amounts of N frames 
of image data before the candidate, where N is an 
integer greater than 1, which have been Stored in Said 
feature amount Storage means, 

Scene change detection means for detecting a Scene 
change frame in the moving image data based on a 
result of comparison by Said comparison means, and 

Scene change Storage means for Storing information of the 
detected Scene change frame in connection with the 
moving image data, 

wherein Said Scene change detection means detects a 
Scene change frame candidate as a Scene change frame 
when the feature amount of the candidate is not similar 
to every N feature amounts of the N frames image data 
before the candidate. 

59. An apparatus according to claim 58, wherein Said 
feature amount determination means divides the frame 
image data into a plurality of blocks and determines a feature 
amount for each of the blocks. 

60. An apparatus according to claim 59, wherein Said 
comparison means compares between feature amounts using 
a penalty table. 

61. An apparatus according to claim 58, wherein Said 
comparison means compares the feature amount of the 
frame image data which is a Scene change frame candidate 
with a feature amount of Second frame image data, the 
Second frame image data being before first frame image 
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data, when the feature amount of the candidate is not similar 
to a feature amount of the first frame image data before the 
candidate. 

62. An apparatus according to claim 58, wherein the 
information of the detected Scene change frame comprises a 
number of frames or an elapsed time from a top of the 
moving image data after which the Scene change has been 
detected. 

63. An apparatus according to claim 58, wherein Said 
feature amount Storage means Stores at least N feature 
amountS. 

64. An image processing method comprising the Steps of: 

extracting frame image data from moving image data; 

determining a feature amount of the frame image data 
extracted in Said extracting Step; 

Storing the feature amount determined in Said feature 
amount determination Step; 

comparing the feature amount of the frame image data 
which is a Scene change frame candidate with each of 
N feature amounts of N frames of image data before the 
candidate, where N is an integer greater than 1, which 
have been Stored in Said feature amount Storing Step; 

detecting a Scene change frame in the moving image data 
based on a result of comparison in Said comparing Step; 
and 

Storing information of the detected Scene change frame in 
connection with the moving image data, 

wherein Said Scene change detecting Step includes detect 
ing a Scene change frame candidate as a Scene change 
frame when the feature amount of the candidate is not 
similar to every N feature amounts of the N frames 
image data before the candidate. 

65. A method according to claim 64, wherein said feature 
amount determinating Step includes dividing the frame 
image data into a plurality of blocks and determining a 
feature amount for each of the blocks. 

66. A method according to claim 65, wherein Said com 
paring Step includes comparing between feature amounts 
using a penalty table. 

67. A method according to claim 64, wherein Said com 
paring Step includes comparing the feature amount of the 
frame image data which is a Scene change frame candidate 
with a feature amount of Second frame image data, the 
Second frame image data being before first frame image 
data, when the feature amount of the candidate is not similar 
to a feature amount of the first frame image data before the 
candidate. 

68. A method according to claim 64, wherein the infor 
mation of the detected Scene change frame comprises a 
number of frames or an elapsed time from a top of the 
moving image data after which the Scene change has been 
detected. 

69. A method according to claim 64, wherein said feature 
amount Storing Step includes Storing at least N feature 
amountS. 

70. A computer-readable Storage medium, Storing a pro 
gram product to perform an image processing method com 
prising the Steps of 
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extracting frame image data from moving image data; 
determining a feature amount of the frame image data 

extracted in Said extracting Step; 
Storing the feature amount determined in Said feature 

amount determination Step; 
comparing the feature amount of the frame image data 
which is a Scene change frame candidate with each of 
N feature amounts of N frames of image data before the 
candidate, where N is an integer greater than 1, which 
have been Stored in Said feature amount Storing Step; 

detecting a Scene change frame in the moving image data 
based on a result of comparison in Said comparing Step; 
and 

Storing information of the detected Scene change frame in 
connection with the moving image data, 

wherein Said Scene change detecting Step includes detect 
ing a Scene change frame candidate as a Scene change 
frame when the feature amount of the candidate is not 
similar to every N feature amounts of the N frames 
image data before the candidate. 

71. A Storage medium according to claim 70, wherein Said 
feature amount determinating Step includes dividing the 
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frame image data into a plurality of blockS and determining 
a feature amount for each of the blockS. 

72. A Storage medium according to claim 71, wherein Said 
comparing Step includes comparing between feature 
amounts using a penalty table. 

73. A Storage medium according to claim 70, wherein Said 
comparing Step includes comparing the feature amount of 
the frame image data which is a Scene change frame can 
didate with a feature amount of Second frame image data, the 
Second frame image data being before first frame image 
data, when the feature amount of the candidate is not similar 
to a feature amount of the first frame image data before the 
candidate. 

74. A Storage medium according to claim 71, wherein the 
information of the detected Scene change frame comprises a 
number of frames or an elapsed time from a top of the 
moving image data after which the Scene change has been 
detected. 

75. A Storage medium according to claim 71, wherein Said 
feature amount Storing Step includes Storing at least N 
feature amounts. 


