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(57) Abstract: A solution is proposed for accessing a shared resource in a data processing system (such as a service) by a plurality
of exploiter entities (such as clients). A corresponding method (500) starts with the step of associating (518-524) a privilege limit
for a privileged use of the shared resource with each one of a set of active entities (such as in the form of a credit). A use indicator
is measured (575) for each active entity; the use indicator is indicative of an actual use of the shared resource by the active entity
& (such as defined by the number of times it receives a desired response). The method continues by receiving (533) an access request
& for an access to the shared resource by a new one of the active entities. The method detects (533,551) a critical condition of the
shared resource (such as when no handle for exploiting the service is available). The access granted to at least one of a set of enabled
entities - currently accessing the shared resource - is released (554-563); this happens in response to the access request in the critical
condition with the use indicator of the new active entity that does not reach the privilege limit. The access is then granted (566-567)

to the new active entity.
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METHOD, SYSTEM AND COMPUTER PROGRAM FOR BALANCING THE ACCESS
TO SHARED RESOURCES WITH CREDIT-BASED TOKENS

Technical Field

The present invention relates to the data processing
field. More specifically, the present invention relates to the

access to shared resources in a data processing system.

Background

Shared resources are commonplace in modern data processing
systems. Generally speaking, a shared resource consists of any
(logical and/or physical) component, which can be accessed by
multiple exploiters in turn. An example of shared resource is
a server computer (or simply server), which offers a
corresponding service to a large number of users accessing the
server by means of their client computers (or simply clients).
A typical application of the above-described client/server
structure is in the SOA (Service Oriented Architecture)
environment - for example, for the implementation of services

of the DAM (Digital Asset Management) type.
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Some available services are free of charge; however, the
exploitation of most of the services is subject to some sort
of payment by the users.

Particularly, as described in US-A-2003/0028653, a prepaid
credit may be associated with each user; in this way, the user
is authorized to exploit specific services until his/her
credit exhausts. This document proposes a security improvement
based on the wuse of an encrypted token, which stores
authentication information (about the user and the client),
authorization information (about a granted level of access),
and accounting information (about the credit and a sum already
spent); for example, the token may be stored on a smart card
that is provided to the user. The token is transmitted to the
server whenever the user desires to access an application
provided by it. The server decrypts the token, and uses the
extracted information to verify his/her identity,
authorization, and residual credit; if the result of the
above-mentioned verification is positive, the user is allowed
to access the desired application. The server then monitors
the access to the application by the user; when the residual
credit exhausts, the server warns the user accordingly - so
that s/he can save the work 1n progress and exit the
application, or obtain further credit to continue accessing
the application.

The concept of credits is also exploited in
US-A-2006/0271692 to control the execution of commands that
are gsubmitted to the server. For this purpose, the credits are
represented by a set of numbers; each submitted command
includes one of those numbers, so that it is processed only if
the number is within a wvalid window and it has not been
already used. In this way, the serve can manage the credits
dynamically (by enlarging or shrinking the wvalid window);
moreover, the impossibility of reusing the same number allows
preventing flooding attacks to the server.

Similar tokens may also be used for further purposes.
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For example, US-B-6715082 proposes storing credentials of
different users on the server; a token is then associated with
each credential, so as to avoid its re-rending by the user.

Moreover, in US-B-7028090 a token is issued to each user
after his/her validation; the token stores specific
permissions that have been granted to the user for a limited
time.

At the end, US-B-6065117 discloses the use of tokens for
retrieving state information on the server about corresponding
clients.

In any case, a problem of the servers (and more generally
of any shared resources) 1is that they are intrinsically
limited. For example, the users that are allowed to exploit
each service concurrently cannot exceed a predefined maximum
number. This limitation may be due to either objective or
subjective constraints. Indeed, the processing capability of
the server defines the number of working sessions that can be
established (between the server and the c¢lients) for
exploiting the service. In addition or in alternative, the
number of concurrent users may be reduced to ensure an
adequate level of quality of the service, or according to
specific license agreements (for example, relating the cost of
the service to the number of concurrent users). In this
respect, a time-out mechanism (wherein each session is
automatically closed when an inactivity time of the
corresponding user reaches a predefined threshold) is
typically implemented to avoid keeping the server busy with
useless sessions. In any case, however, after reaching the
maximum number of concurrent users any request for exploiting
the service by a new user is refused.

This strongly limits the availability of the server; the
problem is particular acute in sgervices (such as of the DAM
type), which should guarantee their exploitation to the
largest possible number of different users in any situation
(for example, even in the case of a peak of requests). It

should be noted that the above-mentioned need is often to be
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balanced with the opposed requirement of avoiding an excessive
overload of the server. For example, this happens when each
session maintains context information of the corresponding
user; typically, the context information is collected by means
of a complex handshaking procedure (for wvalidating and
authorizing the user). Therefore, the context information
(being lost when the session is closed) should be recollected
whenever the same wuser submits a further request that is

processed by another session.

Summary

In its general terms, the present disclosure is based on
the idea of defining a limited privileged use of a shared
resource (for example, in the form of a credit reducing over
time) for forcing the release of its accesses.

Particularly, different aspects of the present invention
provide a solution as set out in the independent claims.
Advantageous embodiments of the invention are described in the
dependent claims.

More sgpecifically, an aspect of the invention proposes a
method for accessing a shared resource in a data processing
system (such as a service) by a plurality of exploiter
entities (such as clients). The method starts with the step of
associating a privilege 1limit for a privileged use of the
shared resource with each one of a set of active entities
(such as in the form of a credit). A use indicator is measured
for each active entity; the use indicator is indicative of an
actual use of the shared resource by the active entity (such
as defined by the number of times it has received a desired
response). The method continues by receiving an access reguest
for an access to the shared resource by a new one of the
active entities. The method detects a critical condition of
the shared resource (such as when no handle for exploiting the

service i1s available). The access granted to at least one of a
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5
set of enabled entities - currently accessing the shared
resource - 1is released; this happens in response to the access

request in the critical condition with the use indicator of
the new active entity that does not reach the privilege limit.
The access is then granted to the new active entity.

Typically, the method finds application after reaching a
maximum number of accesses that is allowed concurrently to the
shared resource.

Preferably, the access to be released is selected as the
one having the corresponding use indicator closest to the
privilege limit (for example, with the lowest credit).

As a further dimprovement, the forced release of the
accesses is conditioned (for example, according to an activity
of the corresponding entities).

The proposed solution may be implemented in a system with
client/server architecture (wherein a handle of a working
session is allocated for each access).

Typically, context information 1is associated with each
handle (such as in a stateful application).

As a further improvement, each handle is released when an
inactivity indicator of the corresponding client reaches a
threshold (i.e., a time-out).

In this case, the forced release of the accesses may be
restricted to the clients whose inactivity indicators exceed
another threshold (preceding the above-mentioned one).

An implementation of the invention is based on the use of
a token (for authorizing the access to the corresponding
client); the token is associated with a profile for saving the
context information of the client among different sessions.

A way to further improve the solution is of allocating a
handle (if possible) at the creation of each token.

Preferably, each token is released after the reaching of
a use limit (such as another time-out).

A further aspect of the invention proposes a

corresponding service.
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Another aspect of the invention proposes a computer
program for performing the above-described method.
A different aspect of the invention proposes a

corresponding system.

Brief description of the drawings

The invention itself, as well as further features and the
advantages thereof, will be best understood with reference to
the following detailed description, given purely by way of a
non-restrictive indication, to be read in conjunction with the
accompanying drawings, in which:

FIG.1 is a schematic block diagram of a data processing
system in which the solution according to an embodiment of the
invention may be applied,

FIGs.2-3 are explanatory time diagrams of an exemplary
scenario relating to the application of the solution according
to an embodiment of the invention,

FIG.4 shows the main software components that can be used
to implement the solution according to an embodiment of the
invention, and

FIGs.5A-5B show a diagram describing the flow of
activities relating to an implementation of the solution

according to an embodiment of the invention.

Detailed Description

With reference in particular to FIG.1l, a distributed data
processing system 100 1is illustrated. The system 100 has
client/server architecture, typically based on the Internet.
The Internet consists of millions of servers 105 (only one
shown in the figure), which are interconnected through a
global communication network 110. Each server 105 offers one

or more services. Users of clients 115 access the server 105
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(through computers - not shown in the figure - operating as
access providers for the Internet), in order to exploit the
offered services.

For example, the services conform to the SOA
specification. In this case, each service consists of a
stand-alone basic task, which may be invoked through a
well-defined interface independent of its underlying
implementation; the SOA environment is intrinsically
stateless, meaning that every invocation of the service is
self-contained (without any knowledge of the previous
processing). The services may be of the DAM type - supporting
the acquisition, storage and retrieval of digital assets (such
as photographs, videos, music, and the 1like). For example,
each service may be implemented with a legacy application that
is wrapped to work in the SOA environment. The legacy
application may instead be stateful, meaning that context
information of each user is maintained for different
processing. Typically, the context information includes
personal data (relating to the user and/or the corresponding
client) and status data (relating to a current progress of the
processing). Generally, the personal data is collected by
means of a handshaking procedure, which allows verifying the
identity of the user and his/her authorization to exploit the
desired service.

Particularly, the server 105 consists of a computer that
is formed by several units that are connected in parallel to a
system bus 120. In detail, one or more microprocessors (uP)
125 control operation of the server 105; a RAM 130 is directly
used as a working memory by the microprocessors 125, and a ROM
135 stores basic code for a bootstrap of the server 105.
Several peripheral units are clustered around a local bus 140
(by means of respective interfaces). Particularly, a mass
memory consists of one or more hard-disks 145 and drives 150
for reading CD-ROMs 155. Moreover, the server 105 includes
input units 160 (for example, a keyboard and a mouse), and

output units 165 (for example, a monitor and a printer). An
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adapter 170 is used to connect the server 105 to the network
110. A bridge unit 175 interfaces the system bus 120 with the
local bus 140. Each microprocessor 125 and the bridge unit 175
can operate as master agents requesting an access to the
system bus 120 for transmitting information. An arbiter 180
manages the granting of the access with mutual exclusion to
the system bus 120.

An exemplary scenario relating to an activity over time
(t) of generic users accessing the above-mentioned server 1is
illustrated in FIG.2. For each (enabled) wuser currently
exploiting a service offered by the server, a corresponding
working session 1is established with the allocation of a
connection handle, which 1is wused to access the context
information of the user. The user interacts with the server by
submitting a series of service requests (for example, to
upload, search or download specific digital assets). The server
processes each service request (by exploiting the context
information of the user, which is then updated accordingly);
for example, this involves storing uploaded digital assets,
searching available digital assets, or retrieving required
digital assets (charging the user for every performed
operation). The server then returns a corresponding response
to the user; typically, the response consists of a return code
of the uploading, a list of the digital assets satisfying the
desired search, or the selected digital assets. The handle 1is
released - with the corresponding context information that is
discarded - when the user or the server closes the session
(for example, after the user has obtained all the desired
information or an expense limit has been reached). In any
case, the handle is released automatically when the user
remains inactive without interacting with the server (i.e.,
with no service request that is submitted after the handle has
been allocated or after the response to a previous service
request has Dbeen received) for a period longer than a

predefined time-out Lh (such as 15-30 min.). For example, the
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figure shows four handles H1-H4 that last from a start time
S1-54 to an end time El1-E4, respectively.

The server can manage a maximum number of handles
concurrently (for example, of the order of some hundreds):;
once this maximum number of handles has been reached, no
further handles can be allocated for new users that wish to
exploit the service. Assuming - in the very simplified example
shown in the figure - that the maximum number of handles is
four, this 1limit is reached at the time S4. Therefore, any
service requests by new users after the time S3 would be
refused, with the server that would remain unavailable (for
the new users) until one of the handles H1-H4 is released; in
the example at issue, this unavailability time Ti would last
until the time E2 (when the handle H2 is released).

In order to mitigate this problem, in the solution
according to an embodiment of the present invention (as
described in detail in the following) a privileged use of the
server 1s granted to each (active) user; Thowever, the
privileged use is limited according to the actual use of the
server that has been made by the user. For example, this limit
is defined by a credit that is reduced every time the user
receives a response to a service request submitted to the
server. The credits are used to balance the exploitation of
the service when no handle is available (because their maximum
number has been reached). In this case, i1f a service request
is submitted by a new user with the corresponding credit that
is not exhausted, the server forces the release of a handle
currently allocated to another user, which released handle is
then allocated to the new user (with the service request that
is instead refused as usual otherwise).

The above-mentioned privileged use (for forcing the
release of the handles) strongly increases the availability of
the server; the advantage is particularly evident in services
(such as of the DAM type), which should guarantee their

exploitation to the largest possible number of different users
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in any situation (for example, even in the case of a peak of
requests) .

However, the limit being set for this privileged use (by
the credit reducing over time) avoids any excessive overload
of the server, which would be caused by continual releases of
the handles.

In other words, the proposed solution provides an
excellent tradeoff between the opposed requirements of high
availability of the server and low overhead thereof.

For example, as shown in FIG.3, let wus congsider a
situation wherein the handle H1 is allocated to a user Ua and
the handle H2 is allocated to a user Ub. At the time tl, a new
user Uc submits a connection request for starting exploiting
the service. In response thereto, the server performs a
handshaking procedure to verify the identity of the user Uc
and his/her authorization; assuming that the handshaking
procedure succeeds, the user Uc is granted the required access
to the server.

For this purpose, the server creates a new access token
Kc for the user Uc. The token Kc is used to access a profile,
which stores the personal data of the user Uc that is
collected during the handshaking procedure. The profile also
includes the current value of the credit Cc that is assigned
to the wuser Uc; the credit Cc is initialized to a starting
value Cco (such as of the order of some tens).

The server immediately allocates a handle for the token
Kc if it is possible (with this information that is saved in
the corresponding profile). In the situation at issue, the
handle H3 1is available so that it can be allocated to the
token Kc; for this purpose, the context information of the
handle is initialized with the personal data of the user Uc
that 1s 1loaded from the profile of the token Kc. This
additional feature tries to make a handle ready for a first
service request, which is wvery 1likely to be submitted in a
short time by a user that has just been granted the access to

the server.
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Whenever the wuser Uc submits service requests to the
server, the service regquests are processed by means of the
handle H3 (associated with his/her token Kc), which returns
corresponding responses to the user Uc (at the time t2 and t3
in the example at issue); the return of every response to the
user Uc also causes the reduction by one of the corresponding
credit Cc. The handle H3 is then released at the time t4,
since the time-out Lh has been reached without the submission
of any further service request by the user Uc; however, the
context information of the handle H3 is saved into the profile
of the token Kc before being discarded. The same handle H3 is
then allocated to a further user Ud.

The time-out mechanism for the handles reduces the
probability of contention on the server, since the handles are
released when they should not be necessary any longer (for
example, because the corresponding users have already obtained
all the desired responses from the server but have forgotten
to close the sessions). In this way, the need of implementing
the above-mentioned procedure for forcing the release of the
handles is reduced.

Later on (at the time t5), the user Uc submits another
service request to the server. In this case, no handle is
allocated for his/her token Kc. Therefore, the server tries to
allocate a handle for the token Kc; in the situation at issue,
the handle H4 is available so that it can be allocated to the
token Kc. For this purpose, the context information of the
user Uc is reloaded from the profile of the token Kc. In this
way, the required information is immediately available
(without any overload of the server for its collection). As
above, the user Uc submits service requests that are processed
by means of the handle H4; corresponding responses are
returned to the user Uc (at the time t6, t7 and t8 in the
example at issue), with the credit Cc that is reduced
accordingly. The handle H4 is then released at the time t9

when the time-out Lh 1is reached, with the context information
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of the handle H4 that is saved into the profile of the token
Kc. The same handle H4 is then allocated to a further user Ue.

In this way, the token Kc is completely de-coupled from
the handles H1-H4 (since different handles H1-H4 can be used
for the same token Kc over time). In any case, the context
information saved in the profile of the token Kc (which is
loaded for the corresponding handle at its creation) provides
continuity between different service requests that are
submitted to the server (thereby avoiding the startup costs
that would instead being required to recollect the context
information by means of the handshaking procedure).

Later on (at the time t10), the user Uc submits another
service request to the server. In this case as well, no handle
is allocated for his/her token Kc; however, no further handle
is now available (since the maximum number of four has already
been reached). Nevertheless, since the c¢credit Cc 1s not
exhausted, one of the handles H1-H4 is released and allocated
to the token Kc; in the example at issue, the handle H2
(currently allocated to the user Ub) is released and allocated
to the token Kc.

Preferably, the handle to be released 1is selected
according to the credits of the corresponding users;
particularly, the server releases the handle whose user has
the lowest credit. This additional feature avoids penalizing
the wusers that have Jjust been granted the access to the
server.

As above, the user Uc submits service requests that are
processed by means of the handle H2; corresponding responses
are returned to the user Uc (at the time tl1l and tl2 in the
example at issue), with the credit Cc that is reduced
accordingly - down to become zero at the time tl2. The handle
H2 is then released at the time tl1l3 when the time-out Lh 1is
reached, with the context information of the handle H2 that is
saved into the profile of the token Kc. The same handle H2 is

then allocated to a further user Uf.
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Later on (at the time tl14), the user Uc submits another
service request to the server. In this case as well, no handle
is allocated for his/her token Kc and no further handle is
available. However, the credit Cc is now exhausted; therefore,
the processing of the service request by the server is refused
as usual - as denoted by a cross in the figure.

It is then evident that the proposed credits are not used
to enable/disable the access to the server by the
corresponding users (as in the prepaid credits known in the
art, wherein each user is allowed to access the server only
until his/her c¢redit i1s not exhausted). Conversely, the
credits are completely opaque to the server when one or more
handles are still available (with the access to the server
that can be either free or controlled by means of any payment
technique). The <c¢redits are instead taken into account to
balance the access to the server only when no handle 1is
available.

Preferably, as shown in the figure, the token Kc expires
after a predefined time-out Lt - typically far longer than the
time-out Lh for the handles (for example, of the order of some
days). In this case, the token Kc is released; this involves
discarding the corresponding profile and releasing the handle
associated thereto (if any). For this purpose, it is possible
to store a timestamp indicative of the creation time of the
token Kc into its profile. Any further service request that is
submitted after the expiration of the token Kc is then
refused, with the user Uc that can request to re-access the
server by repeating the handshaking procedure described above
- for verifying his/her identity and authorization again, and
then creating a new token for the same wuser Uc. This
additional feature increases the security of the proposed
solution, since it limits the access that has been granted to
the server temporally (for the same verification of each
user) .

Moving to FIG.4, the main software components that can be

used to implement the above-described solution are denoted as a
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whole with the reference 400. The information (programs and
data) 1is typically stored on the hard-disk and loaded (at least
partially) into the working memory of the server when the
programs are running, together with an operating system and
other application programs (not shown in the figure). The
programs are initially installed onto the hard disk, for
example, from CD-ROM.

In detail, a web server 405 is used to interact with the
server by the different users - through browsers running on
the corresponding clients (not shown in the figure).
Particularly, the web server 405 receives (connection/service)
requests for the services offered by one or more web
applications 410 (of the DAM type 1in the example at issue),
and it returns the corresponding responses.

The web server 405 interfaces with a dispatcher 415,
which manages all the sessions on the server. For this
purpose, the dispatcher 415 controls a repository 420, which
stores each allocated handle with the corresponding context
information. A user database 425, which includes the personal
data of all the users that are authorized to access the
server, 1s exploited by the dispatcher 415 to verify each user
during the handshaking procedure. The dispatcher 415 also
controls a further repository 430, which stores each token in
use with the corresponding profile.

Considering now FIG.5A-5B, the logic flow of an exemplary
process that can be implemented in the above-described system
(to control the accesses to the server) is represented with a
method 500. The method begins at the black start circle 503 and
then passes to block 506 whenever the time-out Lh for any
handle expires. For example, this result is achieved by means
of a counter for each handle; the counter continuously runs in
the background, but it is reset whenever a service request for
the handle is submitted by the corresponding user. When the
time-out expires, the context information of the handle is

saved into the profile of the corresponding token at block
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509. The handle is then released at block 510 (with its
context information that is discarded).

With reference to block 512, the method passes to block
515 whenever the sgerver receives a request from a user for
closing the corresponding access (by passing the token as a
parameter). In response thereto, the handle associated with
the token in the corresponding profile (if any) is released,
by discarding its context information. The method proceeds to
block 516, wherein the token can now be released, with the
corresponding profile that is discarded.

Moving to block 518, the server receives a connection
request from a new user. The flow of activity then passes to
block 521, wherein a handshaking procedure is performed to
verify the identity of the user and his/her authorization.
Assuming that the handshaking procedure succeeds, the server
at block 522 creates a new token for the user; at the same
time, the corresponding credit is initialized to the starting
value and the timestamp of the token is set to the current
time. Continuing to block 524, the corresponding profile 1is
populated with the personal data of the user (collected during
the handshaking procedure).

A test i1s now performed at block 527 to determine whether
any handle 1is available (since their maximum number has not
been reached vet). If so, a handle is allocated for the token
at block 530 (with an indication of the allocated handle that
is added to the corresponding profile). Continuing to block
531, the context information of the handle is initialized with
the personal data of the user that is loaded from the profile
of the token. The method then descends into block 533; the
same point 1is also reached directly from block 527 when no
handle is available.

Every time the server at block 533 receives a service
request from a generic wuser (together with the assigned
token), the flow of activity passes to block 536; in this
phase, the server retrieves the profile of the received token.

The time elapsed from the creation of the token (as indicated
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by the time-stamp in its profile) is then compared with the
time-out Lt at block 537. The status of the token is now
verified at block 539. If the token has expired (since the
time elapsed from its creation exceeds the time-out Lt), the
server at block 540 releases the token (together with the
possible handle associated therewith). The service request is
then refused at block 542 (with a corresponding error message
that 1s returned to the wuser). The method ends at the
concentric white/black stop circles 545.

Conversely, when the token is still wvalid the server
verifies at block 548 whether a handle is associated with the
token (as indicated in its profile). If no handle is found, a
test 1s performed at Dblock 551 to determine whether the
maximum number of handles has been reached. If so, the server
at block 554 retrieves the credit of the user from the profile
of the token. The method then continues to block 557, wherein
the server verifies the credit remaining to the user. If the
credit is exhausted (i.e., lower than or equal to zero), the
service request is again refused at block 542 (with the method
that ends at the stop circles 545).

On the contrary (i.e., when the credit is higher than
zero), the handle allocated to the user with the lowest credit
is selected at Dblock 560. Preferably, the selection 1is
restricted to the handles associated with users having the
inactivity time higher than a grant period (lower than the
time-out Lh). This grant period represents the typical maximum
inactivity time of the users that are still alive - since they
have not obtained yet all the desired responses from the
server (so that further service requests are likely to be
submitted later on); for example, the inactivity time below
the grant period may correspond to the choice of the service
requests to be submitted, to the playback of the received
digital assets, and the like. More details about this feature
may be found in the co-pending patent application
No.EP07111069.7 filed on 26 June 2007 (the entire disclose of

which is herein incorporated by reference). A test 1is then
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made at block 561 to determine whether a handle has been
found. If not, the service request is again refused at block
542 (with the method that ends at the stop circles 545).
Conversely, the context information of the selected handle is
saved into the profile of the corresponding token at block
562. The selected handle is then released at block 563 (with
its context information that is discarded).

The flow of activity now descends into block 566; the same
point is also reached directly from block 551 when one or more
handles are still available (since their maximum number has
not been reached vyet). In this phase, a new handle 1is
allocated for the token (with an indication of the allocated
handle that is added to the corresponding profile). Continuing
to Dblock 567, the context information of the handle 1is
directly loaded from the profile of the token. The method then
descends into block 569. Referring back to block 548, when a
handle is already associated with the token, the corresponding
context information is retrieved at block 568. In this case as
well, the method then descends into block 569.

At this point, the service request that was submitted by
the user is processed; for this purpose, the server exploits
the context information of the corresponding handle, which is
then updated accordingly (if necessary).

The flow of activity then branches at block 572 according
to the outcome of the service request. If the processing of
the service request was successfully (with the corresponding
result that was returned to the user), the credit of the user
is reduced at block 575 in the profile of the token. The
method then ends at the stop circles 545; the same point is
also reached directly from block 572 otherwise.

Naturally, in order to satisfy local and specific
requirements, a person skilled in the art may apply to the
solution described above many logical and/or  physical
modifications and alterations. More specifically, although the
present invention has been described with a certain degree of

particularity with reference to preferred embodiment (s)
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thereof, it should be understood that wvarious omissions,
substitutions and changes in the form and details as well as
other embodiments are possible. Particularly, the proposed
solution may even be practiced without the specific details
(such as the numerical examples) set forth in the preceding
description to provide a more thorough understanding thereof;
conversely, well-known features may have been omitted or
simplified in order not to obscure the description with
unnecessary particulars. Moreover, it 1s expressly intended
that specific elements and/or method steps described in
connection with any disclosed embodiment of the invention may
be incorporated in any other embodiment as a matter of general
design choice.

Particularly, the proposed solution lends itself to be
implemented with an equivalent method (by using similar steps,
removing some steps being non-essential, or adding further
optional steps); moreover, the steps may be performed in a
different order, concurrently or in an interleaved way (at
least in part).

Even though in the preceding description reference has
been made to a credit (consisting of an integer value that is
decreased every time a response is returned to the user), this
is not to be intended in a limitative manner. For example,
similar considerations apply 1f a counter is used for the
number of times that a response is returned to the user (with
the credit that exhausts when the counter reaches a predefined
value); more generally, any other limit for a privileged use of
the server may be taken into account - for example, based on
the number of gservice requests that have been processed
(independently of their outcome), on a connection time, on a
consumption of the service, and the 1like. Moreover, the
proposed credit may be granted either to all the wusers
indiscriminately or only to a subset thereof.

Similar considerations apply if the maximum number of
handles 1s defined in another way (for example, changing

dynamically during the day). However, the proposed solution
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lends itself to be applied in response to the detection of
different critical conditions (such as when the time regquired
to find the server available exceeds an acceptable value, or
when the quality of the service falls below a 1limit to be
guaranteed) .

In different embodiments of the invention (when other
critical conditions are detected), there is not excluded the
possibility of forcing the release of two or more handles
(when a further service request is received from a user whose
credit 1is not exhausted). In any case, the handle to be
released may be selected according to different criteria -
even independently of the corresponding credit; for example,
it is possible to release the handle associated with the user
having the longest inactivity time.

In an alternative implementation of the invention, the
forced release of the handles may be unconditioned, so that
every service request that is submitted by a new user with the
credit that is not exhausted (after reaching the maximum
number of handles) is always served.

Although the proposed solution has been described with
reference to the SOA services (and especially of the DAM
type), this is not to be interpreted in a limitative manner.
Indeed, similar considerations apply to other SOA services
(for example, for online instant messaging applications), or
to services based on any other architecture (for example,
conforming to the CORBA specification). More generally, the
proposed solution lends itself to be applied to manage the
access to any other logical and/or physical shared resource
(such as files, databases, disks, printers, scanners, and the
like) by whatever logical and/or physical exploiter entities
(such as operating systems, software applications, routers,
switches, and the like).

Likewise, any other context information may be used to
provide the required service in any other kind of working

sessions (with equivalent handles for their management). In any
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case, nothing prevents applying the same solution to services
of the stateless type.

Moreover, it 1is possible to monitor the (in)activity of
each user in a different way; for example, the inactivity time
may be measured in another way (such as by filtering sporadic
service requests), or 1t may be replaced by any similar
indicator (such as equal to the incremental inactivity time of
the wuser during the whole access to the server). However,
nothing prevents maintaining each handle allocated,
independently of the activity of the corresponding user, until
it is not required by other users after reaching the maximum
number of handles.

Alternatively, the forced release of the handles may be
conditioned in any other way (for example, by restricting it to
the users having credits lower than the one of the new user).

Likewise, it is possible to collect the context
information with any other procedure (such as requiring the
user to enter his/her personal data); the context information
may be stored in any equivalent structure (even of the
distributed type). Moreover, it should be noted that the tokens
may be replaced with any equivalent element for authorizing the
exploitation of the service (for example, by simply flagging an
identifier of each authorized user accordingly on the server).
Likewise, the profiles may be replaced with any equivalent
structures, or they may be maintained synchronized with the
context information of the corresponding handles in real-time
(and not only when the handles are released). In any case,
different implementations only working at the level of the
handles are not excluded.

The feature relating to the attempt of allocating a handle
immediately for each fresh token is not strictly necessary.

In an alternative embodiment of the invention, the tokens
may be released according to any other policy (for example,
when the consumption of the service reaches a predefined

limit); in any case, the use of tokens without any expiration
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is not excluded in specific applications (for example, without
strict security requirements).

Similar considerations apply if the program (which may be
used to implement each embodiment of the invention) 1is
structured in a different way, or if additional modules or
functions are provided; likewise, the memory structures may be
of other types, or may be replaced with equivalent entities
(not necessarily consisting of physical storage media). In any
case, the program may take any form suitable to be used by or
in connection with any data ©processing system, such as
external or resident software, firmware, or microcode (either
in object code or in source code - for example, to be compiled
or interpreted). Moreover, it 1s possible to provide the
program on any computer-usable medium; the medium can be any
element suitable to participate in containing, storing,
communicating, propagating, or transferring the program. For
example, the medium may be of the electronic, magnetic,
optical, electromagnetic, infrared, or semiconductor type;
examples of such medium are fixed disks (where the program can
be pre-loaded), removable disks, tapes, cards, wires, fibers,
wireless connections, networks, broadcast waves, and the like.
In any case, the solution according to an embodiment of the
present invention lends itself to Dbe implemented with a
hardware structure (for example, integrated in a chip of
semiconductor material), or with a combination of software and
hardware.

Moreover, the proposed service may be implemented by any
equivalent service provider, such as consisting of a cluster of
servers. In any case, the solution according to the present
invention also 1lends itself to be applied 1in a <classic
environment that is not service-based.

The proposed method may be carried out on a system having
a different architecture or including egquivalent units (for
example, based on a local network). Moreover, each computer
may include similar elements (such as cache memories

temporarily storing the programs or parts thereof to reduce
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the accesses to the mass memory during execution); in any
case, it 1s possible to replace the computer with any code
execution entity (such as a PDA, a mobile phone, and the
like), or with a combination thereof (such as a multi-tier
server architecture, a grid computing infrastructure, and the

like).



10

15

20

25

30

WO 2009/033893 PCT/EP2008/060293
23

Claims

1. A method (500) for accessing a shared resource in a
data processing system by a plurality of exploiter entities,
the method including the steps of:

associating (518-524) a privilege 1limit for a privileged
use of the shared resource with each one of a set of active
entities,

measuring (575) a use indicator for each active entity,
the use indicator being indicative of an actual use of the
shared resource by the active entity,

receiving (533) an access request for an access to the
shared resource by a new one of the active entities,

detecting (533,551) a critical condition of the shared
resource,

releasing (554-563) the access granted to at least one of
a set of enabled entities currently accessing the shared
resource 1in response to the access request in the critical
condition with the use indicator of the new active entity not
reaching the privilege limit, and

granting (566-567) the access to the new active entity.

2. The method (500) according to c¢laim 1, wherein a
maximum number of accesses 1s allowed concurrently to the
shared resource, the step of detecting the critical condition
(533,551) including:

receiving (533) the access request after reaching the

maximum number of accesses.

3. The method (500) according to claim 1 or 2, wherein
the step of releasing the access granted to the at least one
enabled entity (554-563) includes:

selecting (560) one of the enabled entities having the
corresponding use indicator closest to the privilege 1limit,

and
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releasing (563) the access granted to the selected

enabled entity.

4, The method (500) according to any claim from 1 to 3,
further including the step of:

conditioning (560-5061) the releasing of +the access
granted to the at least one enabled entity (554-563) to a

releasing condition.

5. The method (500) according to any claim from 1 to 4,
wherein the shared resource includes a server adapted to offer
a service, each exploiter entity includes a client adapted to
exploit the service, each access request includes a service
request for exploiting the service, and each enabled entity
includes an enabled client currently exploiting the service, a
handle of a working session being allocated for each enabled
client, and wherein:

the step of granting the access to the new active client
(566-567) includes allocating (566) a corresponding new
handle, and

the step of releasing the access granted to the at least
one enabled client (554-563) includes releasing (563) each
corresponding handle,
the method further including, in response to the receiving of
the service request from the new active client, the step of:

using (568) a handle previously allocated to the new

active client 1f available.

6. The method (500) according to claim 5, wherein each
session involves the maintenance of context information of the
corresponding enabled client for exploiting the service,

the step of granting the access to the new active client
(566-567) further including 1loading (567) the corresponding

context information, and
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the step of releasing the access granted to the at least
one enabled <client (554-563) further including discarding

(563) each corresponding context information.

7. The method (500) according to claim 5 or 6, further
including the steps of:

monitoring (506) an activity of each enabled client, and

releasing (509-510) each handle when an inactivity
indicator of the corresponding enabled client reaches a first

threshold.

8. The method (500) according to claim 7 when dependent
on claim 4, wherein the step of conditioning (560-561) the
releasing of the access granted to the at least one enabled
client (554-563) includes:

restricting (560) the releasing to the enabled clients
having the inactivity indicator exceeding a second threshold

preceding the first threshold.

9. The method (500) according to any claim from 6 to 8,
wherein the step of associating the privilege limit with each
active client (518-524) includes:

receiving (518) a connection reqguest for starting
exploiting the service by the active client,

collecting (521) the context information of the active
client,

creating (522) a token for authorizing the active client
to exploit the service, the token being associated with the
privilege limit of the active client initialized to a starting
value, and

storing (524) the context information of the active
client into a profile associated with the token,
wherein the step of granting the access to the new active
client (566-567) includes:

associating (566) the new handle with the corresponding

token, and
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retrieving (567) the corresponding context information
from the profile of the corresponding token,
and wherein the step of releasing the access granted to the at
least one enabled client (554-563) includes:

saving (562) each corresponding context information into

the profile of the corresponding token.

10. The method (500) according to <c¢laim 9, further
including, 1in response to the association of the privilege
limit with each active client (518-524) non in the critical
condition, the step of:

granting (530-531) the access to the active entity.

11. The method (500) according to claim 9 or 10, further
including the step of:

releasing (540) the token after reaching a use limit.

12. A service (400) deployed in a data processing system
(100) for implementing the method (500) according to any claim
from 1 to 11.

13. A computer program (400) for performing the method
(500) of any claim from 1 to 11 when the computer program is

executed on a data processing system (105).

14. A system (105) including means (400) for performing
the steps of the method (500) according to any claim from 1 to
11.
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