Title: LOAD BALANCING DISTRIBUTION OF DATA TO MULTIPLE RECIPIENTS ON A PEER-TO-PEER NETWORK

Abstract: In a peer-to-peer network having multiple nodes, each node may communicate with one or more other nodes. Each node can receive or initiate a request to search for items represented by key values, arrange the items into a list by key value order, divide the list into two or more parts of approximately equal size, look up in a finger table a finger node closest to a first key value in each part, and, for each part, request the items in the part from the corresponding finger node. Alternatively, each node may broadcast one or more items to multiple nodes by arranging the nodes into a list by key value order, dividing the list into two or more parts of approximately equal size, and forwarding each part of the list and the items to a node corresponding to a first key in that part of the list.

FIG. 1
LOAD BALANCING DISTRIBUTION OF DATA TO MULTIPLE RECIPIENTS ON A PEER-TO-PEER NETWORK
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FIELD OF THE INVENTION

The present invention relates to peer-to-peer networks, and more specifically to load balancing the distribution of content over the peer-to-peer network.

BACKGROUND OF THE INVENTION

A decentralized computing environment may be defined by a number of computing systems interconnected to communicate with one another, wherein each computing system can perform both client and server functions. A peer-to-peer (P2P) network represents a decentralized computing environment in which each computing system within the P2P network is defined as a peer of every other computing system within the network. For discussion purposes, each peer computing system within the P2P network is referred to as a node. Additionally, each node within the P2P network may be configured to execute software having substantially equivalent functionality. Therefore, each node may act as both a provider and a user of data and services across the P2P network. Peer to peer networks are distributed data networks without any centralized hierarchy or organization. Peer to peer data networks provide a robust and flexible means of communicating information between large numbers of computers or other information devices, referred to in general as nodes.

A P2P network relies primarily on the computing power and bandwidth of the participants in the network rather than concentrating it in a relatively low number of servers. P2P networks are typically used for connecting nodes via largely ad hoc connections. Such networks are useful for many purposes. P2P networks may be used, e.g., for sharing content files containing audio, video, data or anything in digital format is very common, and real-time data, such as telephony traffic, may also be transmitted using P2P technology.

An overlay network is a logical or virtual network organization that is imposed on nodes connected by one or more types of underlying physical network connections. In an overlay network, nodes are connected by virtual or logical links, each of which can correspond with
one or more paths in an underlying physical network. Overlay networks are typically implemented in hardware and/or software operating in the application layer or other top-level layer of an OSI network stack or other type of networking protocol.

One class of peer-to-peer overlay networks are referred to as distributed hash table networks. Distributed hash table overlay networks use a hash function to generate and assign one or more key values to a unique node. The set of all possible key values is referred to as a hash space. Nodes are organized in the hash space according to their assigned key values. The hash function is selected so that nodes are approximately evenly distributed throughout the hash space. Distributed hash table overlay networks are typically highly scalable, often supporting millions of nodes; robust, allowing nodes to join or leave frequently; and efficient, routing a message to a single destination node quickly.


A Chord overlay network may exhibit logarithmic properties arising from "asymptotic complexity" of messaging. For example, if there are N nodes in a Chord ring and a first node wants to send a message to a second node, the first node typically has to communicate with some subset of the N nodes in order to locate node B. In a Chord overlay network, the first node generally has to communicate with a very small subset of all N nodes, specifically $\log_2 N$. This property allows a Chord overlay network to have relatively fast messaging, even for a very large number N of nodes. However, a Chord overlay network can only guarantee this $\log_2 N$ messaging property if the IDs of the nodes are completely randomly distributed around the Chord ring.
Current state of the art Chord overlay networks often rely on an even, random distribution of the node IDs in distributed hash tables to provide load balanced routing of queries and messages in a peer to peer network. However, even if node IDs are evenly and randomly distributed clustering of recipients of a message or query within the global address space of the P2P network may lead to bottlenecks. For example, when a peer tries to route the same message to multiple peer nodes, some intermediate nodes may become overloaded as they route messages if those nodes are responsible for the address space of the recipients.

It is within this context that embodiments of the present invention arise.

**BRIEF DESCRIPTION OF THE DRAWINGS**

Embodiments of the present invention may be readily understood by considering the following detailed description in conjunction with the accompanying drawings, in which

FIG. 1 illustrates an example chord overlay network suitable for use with embodiments of the invention;

FIG. 2 is a flow diagram illustrating a search method for a chord overlay according to an embodiment of the present invention;

FIG. 3 illustrates an example of a chord overlay network implementing a search according to an embodiment of the present invention;

FIG. 4 illustrates an example of data distribution in a peer-to-peer network according to an embodiment of the present invention;

FIG. 5 is a flow diagram illustrating a file distribution method according to an embodiment of the present invention;

FIG. 6 illustrates an example of file distribution in a chord overlay network according to an embodiment of the present invention; and

FIG. 7 illustrates a set of information processing devices suitable for implementing an overlay network according to an embodiment of the invention;

FIG. 8 illustrates a set of information processing devices suitable for implementing an overlay network according to an embodiment of the invention;
FIG. 9 illustrates the components of an information processing device suitable for implementing a node of an overlay network according to an embodiment of the invention; and

DESCRIPTION OF THE SPECIFIC EMBODIMENTS

Although the following detailed description contains many specific details for the purposes of illustration, anyone of ordinary skill in the art will appreciate that many variations and alterations to the following details are within the scope of the invention. Accordingly, the exemplary embodiments of the invention described below are set forth without any loss of generality to, and without imposing limitations upon, the claimed invention.

Embodiments of the invention address problems with load balancing search for or distribution of a file or block of data to multiple recipients on a peer-to-peer network, particularly where the recipients are not uniformly distributed within the global address space.

To appreciate the advantages embodiments of the present invention it is useful to understand a conventional Chord search. In a typical P2P implementation, a large number of peers connected to the Internet are organized into a ring to form a peer-to-peer network 100 as shown in FIG. 1. In this example, the network 100 includes peer nodes 102, 104, 106, 108, 110, 112, 114, 116, 118, 120, 122, 124, 126, and 128. Not all nodes connected to the network 100 are shown for the sake of simplicity. Each peer node is assigned a unique identifier referred to as a key. These identifiers may be evenly and randomly distributed. However, this is not a strict requirement for all embodiments of the present invention. For the purposes of example, the assignment of keys to peer nodes in network 100 is as shown in Table I below:
In addition each shared file (represented by diagonal lines) on the network 100 is also assigned a unique key. When a new peer or file is added to the circle or new information about a peer is generated that information is published to a hash table as a hash number generated according to some hash function. Thus, the hash table may be regarded as a database in which each database entry has a hash number. The hash numbers are chosen from an identifier (ID) space that covers a sufficiently large range of numbers that two entries are extremely unlikely to be hashed to the same identifier number. For example, the well-known SHA-1 hash function has 160 bits, which may represent \(2^{80}\) different numbers. Peers randomly choose an identifier from the ID space and organize themselves into the circle. Each published object in the hash table is a pointer back to a particular peer that has that object. The hash table is said to be distributed in the sense that each of the peer nodes in the network 100 is responsible for keeping track of a different range of keys that make up the hash table.

<table>
<thead>
<tr>
<th>NODE</th>
<th>KEY</th>
</tr>
</thead>
<tbody>
<tr>
<td>102</td>
<td>0</td>
</tr>
<tr>
<td>104</td>
<td>12</td>
</tr>
<tr>
<td>106</td>
<td>17</td>
</tr>
<tr>
<td>108</td>
<td>25</td>
</tr>
<tr>
<td>110</td>
<td>29</td>
</tr>
<tr>
<td>112</td>
<td>37</td>
</tr>
<tr>
<td>114</td>
<td>42</td>
</tr>
<tr>
<td>116</td>
<td>50</td>
</tr>
<tr>
<td>118</td>
<td>54</td>
</tr>
<tr>
<td>120</td>
<td>62</td>
</tr>
<tr>
<td>122</td>
<td>70</td>
</tr>
<tr>
<td>124</td>
<td>75</td>
</tr>
<tr>
<td>126</td>
<td>87</td>
</tr>
<tr>
<td>128</td>
<td>95</td>
</tr>
</tbody>
</table>
When a peer joins the hash table, it is assigned responsibility for a particular range of keys in
the ID space of the hash table. Each peer maintains a finger table stored in memory that
provides a fast lookup into the ring. The topology of the nodes in the overlay network may
be dynamic. Nodes can join or leave the overlay network at any time. When a node departs
the overlay network 100, the links between the departing node and any related nodes should
be updated. In general, the update should change links to the departing node in other nodes' finger tables or other node references to valid nodes. Additionally, new links should be established to nodes previously linked to by the departing node's finger table or other node references. Joining nodes should be added to other nodes' finger tables. Additionally, finger tables or other links should be established for the joining nodes. Example protocols for handling nodes joining or leaving the overlay network are discussed in detail in the above-
cited references.

Generally, each peer node in the network 100 needs to be able to communicate directly with
every node in its finger table. This may be implemented by a persistent connection, but it is
not required. Persistent connections are an optimization that most Chord implementations
choose to use, but are not fundamentally necessary for operation of a Chord network. Nodes
in the network 100 may have direct communication available with any other nodes.
Typically, connectivity to non-finger table nodes may be implemented with some sort of
fixed size cache. For example, a node might keep connections open to K non-finger table
nodes. Again, this is merely an optimization that can be used to avoid performing a Chord
lookup using the finger table.

A particular node may locate files or other information stored at other nodes by using a peer-
to-peer search technique referred to as a Chord lookup protocol. Chord allows a distributed
set of participants to agree on a single node as a rendezvous point for a given key, without
any central coordination. In particular, it provides a distributed evaluation of the

\[ \text{successor}(ID) \]

function: given the identifier of a key \( ID \), the successor function returns the
address of the node whose identifier most closely follows \( ID \) in a circular identifier space.
The identifier space is typically a 160-bit number. The Chord algorithm handles adjusting this
mapping as the population of nodes changes over time. To find any key using a Chord search
in a peer to peer network of \( N \) nodes a peer typically has to communicate with \( \log_2 N \) nodes.
If \( N = 300 \) million nodes, a peer typically has to communicate with about 28 nodes to find
any key or peer on the network.
In P2P networks it is desirable to distribute the communication load for looking up each peer or file identifier. In a Chord search a node requesting a file looks up in its own finger table to determine which key corresponding to a node is closest to the key corresponding to a file. For example, referring again to FIG. 1, suppose node 102 is searching for the file corresponding to key 30, and node 102’s finger table contains information about nodes with keys 50, 25, 17, 9, 4, 2 and 1. Specifically, node 102 may have information in its finger table about which data keys each of the nodes corresponding to keys 50, 25, 17, 9, 4, 2 and 1 is responsible for. In a conventional Chord search, node 102 would look up in its finger table and determine that node 108 with key 25 is closest to key 30. Node 102 would send a request for key 30 to node 108. If node 108 is responsible for key 30, it would send the corresponding file back to node 102. If node 108 is not responsible for key 30, it would look up in its finger table to determine which node is likely to be responsible for key 30. This process repeats until the node responsible for key 30 is found. At that point, the node responsible for key 30 may send the corresponding file to node 102.

If node 102 is looking for a group of files the Chord search described above may be repeated for each file. For example, suppose node 102 wants find files 130, 132, 134, 136, 138, 140, and 142 corresponding to keys 30, 32, 33, 55, 66, 89 and 93. From the previous example, node 102's finger table contains information about the nodes that are assigned keys 50, 25, 17, 9, 4, 2 and 1. Using an unmodified Chord search, node 102 would end up querying node 108 about keys 30, 32 and 33 and querying node 116 (corresponding to key 50) about keys 55, 66, 89 and 93. Suppose node 108 determines from its finger table that the node corresponding to key 29 (node 110) is responsible for keys 30, 32 and 33. Node 108 would send a request for these files to node 110. In the meantime node 116 would look up in its finger table to determine which node was responsible for keys 55, 66, 89 and 93. For example, suppose node 118 is responsible for key 55, while node 120 is responsible for key 66, and node 126 is responsible for keys 89 and 93. In this case, the searches for keys 55, 67, 89 and 93 take the same path for almost all of these files. Specifically, all four requests would pass through node 116 and the requests for keys 89 and 93 would pass through nodes 116 and 124 and 126. This would tend to overload the nodes on these paths, particularly nodes 116 and 124. Note particularly the multiple requests (indicated by arrows) from node 102 to nodes 108 and 116.
According to embodiments of the present invention, to balance the load for the above-described search, node 102 may order a list of requested files according to key, split the list into two or more parts and send requests for the files in each part to a node corresponding to the first key in the corresponding part of the list. This embodiment may be understood by referring to the flow chart in FIG.2 and the diagram shown in FIG. 3. FIG. 2 illustrates a method 200 for an improved chord search according to an embodiment of the present invention. As indicated at 202 a node in a chord overlay network may receive or initiate a request for files. As in the above example, node 102 may initiate or receive a request for files 130, 132, 134, 136, 138, 140 and 142 corresponding to keys 30, 32, 33, 55, 67, 80 and 93. The list may be arranged in order according to key value, as indicated at 204 and divided into two or more parts, as indicated at 206. By way of example, the request 202 may be divided such that, keys 30, 32 and 33 are in a first part 208 and files 55, 67, 80 and 93 are in a second part 210. Lookups 212, 214 may then be performed in a finger table 216 to determine which node keys are closest to the first key in each part. The nodes corresponding to these keys are referred to herein as the finger nodes for each part of the list. For example, at 212 node 102 may perform a lookup in finger table 216 for the node key closest to key 30 and, at 214, node 102 may perform a lookup for the node key closest to key 55. In this example, node key 25 (corresponding to node 108) is closest to key 30 and node key 50 (corresponding to node 116) is closest to key 55. Thus, node 108 is the finger node for the first part 208 and node 116 is the finger node for the second part of the list.

Once the finger nodes have been determined for each part of the list, requests for the files in the parts of the list are sent at 218, 220 to the corresponding finger nodes. Specifically, at 218, node 102 may forward a request 222 to node 108 to perform a lookup for keys 30, 32 and 33. Similarly, at 220, node 102 may forward a request 224 to node 116 to perform a lookup for keys 30, 32 and 33.

Each node in the network 100 may be configured, e.g., by appropriate programming, to implement the method 200. As a result, the process described above with respect to FIG. 2 may be repeated at each finger node. For example, node 108 may have a finger table organized such that it has information regarding the assignment of keys to nodes with keys 75, 50, 42, 34, 29, 27 and 26. Node 108 may determine from this finger table which other node(s) is/are closest to files 30, 32 and 33. In this example, the closest node to both 30 and 32 is key 29, which corresponds to node 110. If node 102 has sent node 108 a request for a
relatively large number of keys, node 108 may a) split the request it received from node 102 into two or more parts and repeat the procedure described above with respect to FIG. 2. Alternatively, if the number of requested keys is relatively small, node 108 may b) figure out which node is responsible for the remaining keys in the request. By way of example, node 108 may be configured to always perform action a. Action b could be considered an optimization. As such, many factors may be taken into account when deciding to perform action b. Possible factors are the number of nodes left in the list, pre-existing communication channel to a node or if the node is known to have high bandwidth to some or all of the listed nodes. For example, if there is a small number of remaining nodes (e.g., 4 or less), it may be more efficient for node 108 to message them directly. Alternatively, if a recipient is in node 108's finger table, it may choose to send a direct message to that recipient, while using action a for the rest of the list). Furthermore, information regarding bandwidth to particular nodes could be gathered and remembered from previous interactions with other nodes, using some sort of cache.

As used herein, the term bandwidth refers to a rate of data transmission over a network (e.g., in bits per second or message packets per second) as determined by, among other things, network throughput and network latency. Network throughput refers to a rate of data transfer while data transmission is ongoing and network latency refers to a period of delay occurring before or data transmission commences. In general terms, increasing network throughput tends to increase bandwidth and increasing network latency tends to decrease bandwidth.

In this example, node 108 may determine that node 110 is responsible for keys 30, 32 and 33 and send node 110 a request for the files corresponding to keys 30, 32 and 33. Node 110 may then send the results (files 130, 132 and 134) either directly to node 102 or back to node 108, which may relay the results back to node 102. In certain embodiments, a requesting node's address may be embedded in its queries and in all queries sent on its behalf by other nodes so that the answers to these queries are sent directly back to the node initiating the request.

For the second part 210 of the request 202, node 116 may have a finger table containing information about assignment of keys to nodes having node keys 75, 67, 59, 54, 52 and 51. Node 116 may determine from this finger table that node key 54 (corresponding to node 118) is closest to key 55. Node 116 may then contact node 118 with a request for keys 55 and 66. By way of example, node 118 may be responsible for key 55, but not key 66. Node 118 may
look up in its own finger table and determine that the node with key 62 (node 120 in this example) is responsible for key 66 (corresponding to file 138). Node 118 may then return the file 138 to node, 116, node 108 or node 102 and forward a request for key 66 to node 120. In the meantime, node 116 may send a request to the node having 124 (which is assigned key 75) for keys 89 and 93. Node 124 may then and forward the request for keys 89 and 93 to node 126 which may return files 140 and 142. Note that, in contrast to the conventional chord search described with respect to FIG. 1, the Chord search depicted in FIG. 3 distributes the search load more evenly. In particular, as may be seen in FIG. 3, there is considerably less traffic between node 102 and node 108 and between node 102 and node 116.

Further optimizations can be made to the Chord search described above. For example, at 204 a node may split a request into more than two parts. Although the preceding example, describes splitting the request into two parts, there may be conditions where splitting the request into more than two parts may be advantageous. For example an application implementing a chord search may be configured to cluster recipients in a way that takes advantage of specific high bandwidth connections. It should be understood, therefore, that splitting the request into two groups is not the only possible implementation within the scope of embodiments of the present invention.

Furthermore, a node may be configured to monitor network bandwidth available to the members of its finger table so that the parts of a request may be preferentially forwarded to nodes having more available resources. By way of example, bandwidth could be measured when a node is first added to the finger table. Although it is generally difficult to determine instantaneous available bandwidth, general link capabilities may be determined fairly readily. For example, the difference between a 28.8 baud modem and a T1 connection is very easy to determine. Another important network performance metric is latency, which could also be measured when adding a node to the finger table. For the purposes of embodiments of the present invention, coarse grain knowledge is sufficient to perform these types of decisions. For example, a node may choose to act differently if it knows a destination node has a broadband connection. By claiming more responsibility for message delivery, nodes with fewer resources can continue to perform in a responsive manner.

It is noted that a modified Chord search as described above is particularly advantageous compared to a conventional Chord search if there are more than two items in the request. The
two techniques are more or less identical if there are one or two items in the request. However, if there are three or more items, this new technique is advantageous. The node wishing to send the message only has to contact 2 nodes using the technique described above where a single split was performed, instead of all 3, as would be the case in a conventional Chord search.

According to embodiments of the present invention, the Chord search described above with respect to FIG. 2 and FIG. 3 may be adapted to implement broadcasting data from a peer node to a plurality of other peer nodes. To reduce overloading intermediate nodes, an original sender 402 of broadcast data 404 may divide a list 406 of recipients for the data 404 into two or more parts as shown in FIG. 4. The sender 402 may be a peer in a peer-to-peer network of the type described above. The list 406 may be arranged in order of key values corresponding to the recipients. Each part of the list 406 may be sent along with the data 404 to a peer node corresponding to a first key in that part of the list. By way of example, the list 406 may be divided into a first part 408 and a second part 412. The data 404 may be sent along with the first part 408 of the recipient list 406 to a first finger node A chosen from the sender's finger table 410. If, for example, it is determined that the list 406 is to be split into two parts, the first finger node A may be the member of the sender's finger table that is responsible for the address space containing most of the recipients on the list 406. The second part 412 of the list 406 may be sent with the data 404 to a second finger node D chosen from the sender's finger table 410, e.g., using a procedure similar to that described above for the chord search method 200. By way of example, the second finger node D may be a predecessor of the first finger node A. Because of the \( \log_2 N \) distribution of the distributed hash table, the predecessor can be expected to know the location of many of the recipients as well and will be highly likely to be able to deliver the message without further routing.

Recipient nodes D and A may then deliver the message to any node with which they have a direct peer-to-peer connection and the process may be repeated for any remaining entries in the list 406. Specifically, first finger node A may send the data 404 to nodes B, C while second finger node D forwards the data 404 to nodes E, F. In some embodiments the recipient nodes may be selected such that those with more available resources take on a greater portion of the load of broadcasting the files.

FIGs. 5 and 6 illustrate an example of implementation of a data broadcast method 500 on the overlay network 100 described above. As seen in FIG. 5 and FIG. 6 node 102 on the network
100 may originate or receive a data file 502 and a list of recipients 504. In this example, the recipient list includes keys 12, 25, 37, 50, 62, 75, and 87, corresponding to nodes 104, 108, 112, 116, 120, 124 and 126. The recipient list 504 may be arranged by key as indicated at 506 thereby producing a key-ordered list 508. At 510 the list may be divided into two or more parts, e.g., a first part 512 and a second part 514. In this example, the first part 512 contains keys 12, 25 and 37 and the second part 514 contains keys 50, 62, 75 and 87. In this example, the first key in each list may be used to select the first and second finger nodes. For example, the first part 512 and the data 502 may be sent at 516 to node 104 (corresponding to key 12). Similarly, the second part 514 and the data 502 may be sent at 518 to node 116 (corresponding to key 50).

The method 500 may be repeated at nodes 104 and 116. Specifically, node 104 may split the first part 512 in two and forward the data 502 to nodes 108 and 114. Similarly, node 116 may forward the data 502 to nodes 120 and 124. Node 116 may also send the remaining part of the list 504 (key 87) to node 124. Node 124 may then forward the data 502 to node 126.

Note that in this example, no node has to send the data 502 to more than two other nodes. In a more general case where the list 508 is split into K parts, where $K > 2$, no node has to send the data to more than $K$ nodes.

As may be seen from the foregoing, in certain embodiments of the present invention a node sending a broadcast message need not be overly burdened with sending a message to many peers. In a traditional Chord implementation, by contrast, the sender would individually send the message to each recipient. Using the broadcast technique described herein, the sender only transmits a limited number $K$ of messages, regardless of the number of intended recipients. If the list 508 is divided into $K=2$ parts, the sender only needs to transmit the message to two different recipients in the overlay network. The entire overlay network cooperates to deliver the message to the entire list of recipients. This levels the playing field, allowing nodes that do not have high amounts of network resources to perform more equally with the other peers participating in the overlay network.

FIG. 7 illustrates a set of information processing devices suitable for implementing an overlay network 700 according to an embodiment of the invention. The nodes of overlay network 700 may include laptop or portable computers 705; server computers 710; desktop computers and workstations 715; mobile computing devices 720 such as mobile phones,
personal digital assistants, portable digital media players, and portable or handheld game consoles; and home entertainment devices 725 such as video game consoles, digital media players, set-top boxes, media center computers and storage devices. The overlay network 700 can include any number of each type of device independent of the number of devices of other types. Each device may implement the functionality of one or more nodes of the overlay network 700. For each device, the functionality of one or more nodes may be implemented in hardware, software, firmware, or any combination thereof. Node functionality in software may be a part of an application, a library, an application programming interface, and/or an operating system. Furthermore, each node of the overlay network 700 may be connected with other nodes via any type of wired or wireless network connection, incorporating any type of electrical, optical, radio, or other communications means. The overlay network 700 may encompass both local-area networks and wide-area networks, such as the Internet.

In a further embodiment, some devices of the overlay network 700 may have restricted capabilities. For example, only a limited subset of nodes of the overlay network 700 may be allowed to initiate broadcast messages. The remaining nodes may only be permitted to forward and/or process broadcast message. In still a further embodiment, all or a subset of the nodes of the overlay network 700 are capable of authenticating broadcast messages. Such a configuration may be implemented to prevent the spread of unauthorized broadcast messages. Upon receiving a broadcast message, a node first determines whether the broadcast message is authentic, for example by checking a cryptographic signature. If the broadcast message is authentic, it is processed and potentially forwarded to other nodes as described above. Otherwise, the broadcast message may be ignored.

FIG. 8 illustrates a set of information processing devices suitable for implementing an overlay network 800 according to an embodiment of the invention. The overlay network 800 enables processors connected over a data bus 801 to send and receive broadcast messages in an efficient manner. The data bus 801 may use any electrical, optical, or other type of data communication means capable of carrying data within and/or between integrated circuits.

The overlay network 800 typically includes a plurality of processors 805, 810, 815, and 820. In further embodiments, overlay network 800 may include thousands or millions of processors. Each processor may be a microprocessor, microcontroller, system on a chip processor, digital signal processor, application specific integrated circuit (ASIC),
programmable logic device and/or any other type of information processing device. Each processor may further include one or more processing units capable of independently executing sequences of information processing instructions or processing information according to a fixed algorithm. Each processor may include local data storage as well as access to common or shared data storage.

FIG. 9 is a block diagram illustrating the components of an information processing device suitable for implementing a peer node of an overlay network according to an embodiment of the present invention. By way of example, and without loss of generality, the information processing device may be implemented as a computer system 900, such as a personal computer, video game console, personal digital assistant, or other digital device, suitable for practicing an embodiment of the invention. The computer system 900 may include a central processing unit (CPU) 905 configured to run software applications and optionally an operating system. The CPU 905 may include one or more processing cores. By way of example and without limitation, the CPU 905 may be a parallel processor module, such as a Cell Processor. An example of a Cell Processor architecture is described in detail, e.g., in Cell Broadband Engine Architecture, copyright International Business Machines Corporation, Sony Computer Entertainment Incorporated, Toshiba Corporation August 8, 2005 a copy of which may be downloaded at http://cell.scei.co.jp/, the entire contents of which are incorporated herein by reference.

A memory 906 is coupled to the CPU 905. The memory 906 may store applications and data for use by the CPU 905. The memory 906 may be in the form of an integrated circuit, e.g., RAM, DRAM, ROM, and the like). A computer program 903 may be stored in the memory 906 in the form of instructions that can be executed on the processor 905. The instructions of the program 903 may be configured to implement, amongst other things, a Chord search method, e.g., as described above with respect to FIG. 2 and/or a broadcast method, e.g., as described above with respect to FIG. 5. The computing system 900 may also include well-known support functions 910, such as input/output (I/O) elements 911, power supplies (P/S) 912, a clock (CLK) 913 and cache 914. The system 900 may further include a storage device 915 that provides non-volatile storage for applications and data. By way of example, the storage device 915 may be a fixed disk drive, removable disk drive, flash memory device, tape drive, CD-ROM, DVD-ROM, Blu-ray, HD-DVD, UMD, or other optical storage devices.
The memory 906 may also contain a finger table 907. The finger table contains information regarding the keys for which the node 900 is responsible. These keys include data keys associated with data, e.g., shared files that may be stored in the storage 915. In addition, the finger table 907 may include node keys associated with other peer nodes. Such nodes may include a subset of the nodes in the network 100 that the peer node 900 may be able to contact directly via peer-to-peer connection. The data keys may be arranged into key groups, with each key group being associated with a different node key.

One or more user input devices 920 may be used to communicate user inputs from one or more users to the computer system 900. By way of example, one or more of the user input devices 920 may be coupled to the system 900 via the I/O elements 911. Examples of suitable input device 920 include keyboards, mice, joysticks, touch pads, touch screens, light pens, still or video cameras, and/or microphones. A network interface 925 allows the computer system 900 to communicate with other computer systems via an electronic communications network 927. The network interface 925 may include wired or wireless communication over local area networks and wide area networks such as the Internet. The system 900 may send and receive data and/or requests for files via one or more message packets 926 over the network 927.

The computer system 900 may further comprise a graphics subsystem 930, which may include a graphics processing unit (GPU) 935 and graphics memory 940. The graphics memory 940 may include a display memory (e.g., a frame buffer) used for storing pixel data for each pixel of an output image. The graphics memory 940 may be integrated in the same device as the GPU 935, connected as a separate device with GPU 935, and/or implemented within the memory 906. Pixel data may be provided to the graphics memory 940 directly from the CPU 905. Alternatively, the CPU 905 may provide the GPU 935 with data and/or instructions defining the desired output images, from which the GPU 935 may generate the pixel data of one or more output images. The data and/or instructions defining the desired output images may be stored in memory 910 and/or graphics memory 940. In an embodiment, the GPU 935 may be configured (e.g., by suitable programming or hardware configuration) with 3D rendering capabilities for generating pixel data for output images from instructions and data defining the geometry, lighting, shading, texturing, motion, and/or camera parameters for a scene. The GPU 935 may further include one or more programmable execution units capable of executing shader programs.
The graphics subsystem 930 may periodically output pixel data for an image from graphics memory 940 to be displayed on a display device 950. The display device 950 may be any device capable of displaying visual information in response to a signal from the computer system 900, including CRT, LCD, plasma, and OLED displays. The computer system 900 may provide the display device 950 with an analog or digital signal. By way of example, the display 950 may include a cathode ray tube (CRT) or flat panel screen that displays text, numerals, graphical symbols or images. In addition, the display 950 may include one or more audio speakers that produce audible or otherwise detectable sounds. To facilitate generation of such sounds, the system 900 may further include an audio processor 955 adapted to generate analog or digital audio output from instructions and/or data provided by the CPU 905, memory 906, and/or storage 915.

The components of the computer system 900, including the CPU 905, memory 906, support functions 910, data storage 915, user input devices 920, network interface 925, and audio processor 955 may be operably connected to each other via one or more data buses 960. These components may be implemented in hardware, software or firmware or some combination of two or more of these.

While the above is a complete description of the preferred embodiment of the present invention, it is possible to use various alternatives, modifications and equivalents. Therefore, the scope of the present invention should be determined not with reference to the above description but should, instead, be determined with reference to the appended claims, along with their full scope of equivalents. Any feature described herein, whether preferred or not, may be combined with any other feature described herein, whether preferred or not. In the claims that follow, the indefinite article "A", or "An" refers to a quantity of one or more of the item following the article, except where expressly stated otherwise. In the claims that follow, the expressions first and second are used to distinguish between different elements and do not imply any particular order or sequence. The appended claims are not to be interpreted as including means-plus-function limitations, unless such a limitation is explicitly recited in a given claim using the phrase "means for."
WHAT IS CLAIMED IS:

1. A peer-to-peer network, comprising: a plurality of peer nodes, wherein each peer node is configured to communicate with one or more other ones of said peer nodes over the peer-to-peer network, wherein each peer node is operable to:

   A) receive or initiate a request to search for a plurality of items, wherein each item is represented by a key value, arrange the plurality of items into a list according to a key value order, divide the list into two or more parts of approximately equal size, look up in a finger table a finger node to closest to a first key value in each part, and, for each part, forward a request for the items in the part to the corresponding finger node; and/or

   B) broadcast one or more items to a plurality of peer nodes by arranging the plurality of peer nodes into a list according to a key value order, dividing the list into two or more parts of approximately equal size, and forwarding each part of the list and the one or more items to a peer node corresponding to a first key in that part of the list.

2. The peer-to-peer network of claim 1 wherein each peer node is configured to communicate directly with a select subset of other peer nodes in the plurality, wherein each node in the select subset for a given node is associated with a key value stored in a finger table on the given node.

3. The peer-to-peer network of claim 1 wherein the peer nodes are organized according to a distributed hash table.

4. The peer-to-peer network of claim 3 wherein the distributed hash table is characterized by an even random distribution.

5. The peer-to-peer network of claim 1 wherein the peer nodes include one or more devices selected from the group of laptop or portable computers; server computers; desktop computers and workstations; mobile computing devices, mobile phones, personal digital assistants, portable digital media players, and portable or handheld game consoles; home entertainment devices, video game consoles, digital media players, set-top boxes, media center computers and storage devices.

6. A peer node, comprising: a processor; a network interface operable to couple the peer node to a network; and a memory operable to store program instructions and a finger table, wherein the program instructions are executable by the processor to: communicate
with one or more peer nodes on a peer-to-peer network; wherein the peer node is operable to
A) receive or initiate a request to search for a plurality of items, wherein each item is
represented by a key value, arrange the plurality of items into a list according to a key
value order, divide the list into two or more parts of approximately equal size, look up in
a finger table a finger node to closest to a first key value in each part, and, for each part,
forward a request for the items in the part to the corresponding finger node; and/or
B) broadcast one or more items to a plurality of peer nodes by arranging the plurality
of peer nodes into a list according to a key value order, dividing the list into two or more
parts of approximately equal size, and forwarding each part of the list and the one or more
items to a peer node corresponding to a first key in that part of the list

7. The peer node of claim 6 wherein the processor is a multi-core processor.

8. The peer node of claim 6 wherein the processor is a cell processor.

9. The peer node of claim 6 wherein the processor, memory and network interface are
components of a laptop or portable computer; server computer; desktop computer or
workstations; mobile computing device, mobile phone, personal digital assistant, portable
digital media player, and portable or handheld game console; home entertainment device,
video game console, digital media players, set-top boxes, media center computers or
storage device.

10. The peer node of claim 6, wherein the finger table includes a plurality of node keys
associated with a subset of nodes in a peer-to-peer overlay network.

11. The peer node of claim 10, wherein the finger table includes a plurality of data keys,
divided into a plurality of data key groups wherein each key group is associated with a
corresponding node key.

12. In a peer-to-peer overlay network a search method, comprising:
receiving or initiating at a peer node a request to search for a plurality of items, wherein
each item is represented by a key value;
a) arranging the plurality of items into a list according to a key value order;
b) dividing the list into two or more parts of approximately equal size;
c) looking up in a finger table a finger node for each part based on a first key value in that
part; and
d) forwarding a request for the items corresponding to each part to the corresponding
finger node.

13. The method of claim 12 wherein the finger node for each part corresponds to a key value
that is closest to the first key value in that part.

14. The method of claim 12, further comprising performing a) through d) on the request for
the items corresponding to at least one of the two or more parts at the corresponding
finger node for that part.

15. The method of claim 12, wherein d) includes forwarding with the request a network
address associated with a peer node originating the request.

16. The method of claim 12, further comprising determining an amount of bandwidth
available for one or more nodes corresponding to key values in the finger table.

17. The method of claim 16 wherein c) comprises preferentially selecting the key value for at
least one of the two or more parts based on an availability of bandwidth for the one or
more nodes corresponding to key values in the finger table.

18. The method of claim 12 wherein c) comprises preferentially selecting the key value for
each of the two or more parts based on an availability of bandwidth for the one or more
nodes corresponding to key values in the finger table.

19. In a peer-to-peer overlay network a method for broadcasting one or more items of data to
a plurality of peer nodes organized in a peer-to-peer overlay network wherein each peer
node is associated with a key, the method comprising:
arranging the plurality of peer nodes into a list according to a key value order;
dividing the list into two or more parts of approximately equal size; and
forwarding each part of the list and the one or more items to a peer node corresponding to
a first key in that part of the list.

20. The method of claim 19, further comprising determining an amount of bandwidth
available for one or more nodes in the plurality of nodes.
21. The method of claim 20, wherein forwarding each part of the list includes preferentially selecting the first key in at least one of the two or more parts according to an amount of bandwidth available for the node corresponding to the first key.

22. The method of claim 21 wherein the first key is a member of a finger table that corresponds to a node that is responsible for an address space containing most of the peers in the plurality.

23. The method of claim 22 wherein the peer node corresponding to the first key for one part of the list corresponds to a predecessor of the peer node corresponding to the first key for another part of the list.

24. A tangible, computer-accessible storage medium comprising program instructions, wherein the program instructions are computer-executable on a peer node to implement:
   a) receiving or initiating at the peer node a request to search for a plurality of items, wherein each item is represented by a key value;
   b) arranging the plurality of items into a list according to a key value order;
   c) dividing the list into two or more parts of approximately equal size;
   d) looking up in a finger table a finger node for each part based on a first key value in that part; and
   e) forwarding a request for the items corresponding to each part to the corresponding finger node.

25. A tangible, computer-accessible storage medium comprising program instructions, wherein the program instructions are computer-executable on a peer node to implement: arranging a plurality of peer nodes to which one or more items are to be broadcast into a list according to a key value order;
   dividing the list into two or more parts of approximately equal size; and
   forwarding each part of the list and the one or more items to a peer node corresponding to a first key in that part of the list.
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