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Description

CODING METHOD AND DECODING MEHTOD
OF A QUANTIZATION MATRIX

Technical Field

The present invention relates to an image coding device, an image coding method, a
recording medium, an image decoding device, an image decoding method, and a
recording medium, in particular to a coding method and a decoding method of a quan-

tization matrix.

Background Art

As a moving picture coding method, H.264/MPEG-4 AVC (hereinafter referred to as
"H.264") is known (ITU-T H.264 (03/2010) Advanced video coding for generic au-
diovisual services: NPL 1). In H.264, each coefficient in a quantization matrix can be
changed to any value by coding scaling_list information. According to NPL 1, each co-
efficient in a quantization matrix can be any value by adding a difference value
delta_scale to a previous coefficient.

In recent years, an activity for international standardization of a highly efficient
coding method used as a successor of H.264 is started. JCT-VC (Joint Collaborative
Team on Video Coding) is established between ISO/IEC and ITU-T. In the JCT-VC,
the new coding method is being standardized as HEVC (High Efficiency Video
Coding) (hereinafter referred to as "HEVC").

In this method, to improve coding efficiency, other orthogonal transform methods
such as discrete sine transform are studied in addition to conventional orthogonal
transform methods based on discrete cosine transform. Further, to improve coding ef-
ficiency of not only a natural image captured by a camera or the like, but also an ar-
tificial image such as a PC screen and a game, a method such as a transform skip
technique that does not perform any orthogonal transform is also studied. (JCT-VC
Contribution JCTVC-I11003.doc the Internet <
http://phenix.int-evry.fr/jct/doc_end_user/documents/9_Geneva/wgl1/ >: NPL 2)
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http://phenix.int-evry.fr/jct/doc_end_user/documents/9_Geneva/wgl1/ >
Summary of Invention

Technical Problem

Generally, in a compression of an image, to improve subjective image quality,
regarding transform coefficients after performing an orthogonal transform, coefficients
corresponding to low frequency components are often quantized with a smaller value
and coefficients corresponding to high frequency components are often quantized with
a greater value. In this case, in general, a frequency-component-weighted quantization
is performed by using a quantization matrix as shown in Fig. SA. In this quantization
matrix 500, coefficients corresponding to low frequency components are set to smaller
values and coefficients corresponding to high frequency components are set to greater
values.

On the other hand, in the HEVC, when the transform skip technique described above
is used in particular, the orthogonal transform is not performed, so that all the quan-
tization target coefficients have the same frequency components. Therefore, when the
transform skip technique is used, it is not preferable to perform the weighted quan-
tization described above and it is necessary to perform quantization processing by
using a flat quantization matrix 501 in which all the coefficients have the same value
as shown in Fig. 5B. Therefore, it is desirable that information of the flat quantization
matrix 501 can be coded by a smaller amount of code. However, in particular in the
HEVC described above, there is no mechanism to efficiently code the information of
the flat quantization matrix 501. As a result, the amount of code increases in an un-
desirable manner.

Therefore, the present invention is made to solve the above problem and the present
invention realizes highly efficient quantization matrix coding and decoding by in-
troducing a method of efficiently coding a flat quantization matrix by a smaller amount
of code.

To solve the above problem, an image coding device of the present invention has the
following configuration. Specifically, the image coding device includes a prediction
unit that divides an inputted image into a plurality of blocks and generates prediction
errors from pixels to be referred to, a transform unit that performs an orthogonal
transform on the prediction errors and generates transform coefficients, a quantization
unit that generates quantization coefficients by quantizing the generated transform co-
efficients by using quantization matrix, a coefficient coding unit that codes the quan-
tization coefficients, a quantization matrix coding unit that codes the quantization
matrix, and a quantization matrix coding unit that codes the quantization matrix when

the quantization matrix is not the same as a predetermined quantization matrix and
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codes correspondence information indicating that the quantization matrix is the same
as the predetermined quantization matrix when the quantization matrix is the same as

the predetermined quantization matrix.
Further, an image decoding device of the present invention has the following con-

figuration. Specifically, the image decoding device includes a decoding/separation unit
that decodes header information of an inputted bit stream and separates necessary
codes, a coefficient decoding unit that decodes quantization coefficients, a quantization
matrix decoding unit that decodes a quantization matrix used to inverse-quantize the
quantization coefficients when the quantization matrix is not the same as a prede-
termined quantization matrix and decodes correspondence information indicating that
the quantization matrix is the same as the predetermined quantization matrix when the
quantization matrix is the same as the predetermined quantization matrix, a inverse
quantization unit that generates transform coefficients by inverse-quantizing the
decoded quantization coefficient by using the decoded quantization matrix or the cor-
respondence information, and a reconstruction unit that restores an image from
prediction errors obtained by inverse-transforming the transform coefficients.

By the present invention, it is possible to reduce the amount of code required to code
a quantization matrix and implement highly efficient coding and decoding.

Further features of the present invention will become apparent from the following de-
scription of exemplary embodiments with reference to the attached drawings.
Brief Description of Drawings
[fig.1]Fig. 1 is a block diagram showing a configuration of an image coding device
according to a first embodiment.
[fig.2]Fig. 2 is a block diagram showing a configuration of an image decoding device
according to a second embodiment.
[fig.3]Fig. 3 is a block diagram showing a configuration of an image coding device
according to a third embodiment.
[fig.4]Fig. 4 is a block diagram showing a configuration of an image decoding device
according to a fourth embodiment.
[fig.5A]Fig. 5A is a diagram showing an example of a quantization matrix.
[fig.5B]Fig. 5B is a diagram showing an example of a quantization matrix.
[fig.6]Fig. 6 is a flowchart showing image coding processing of the image coding
device according to the first embodiment.
[fig.7]Fig. 7 is a flowchart showing image decoding processing of the image decoding
device according to the second embodiment.
[fig.8]Fig. 8 is a flowchart showing image coding processing of the image coding

device according to the third embodiment.
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[fig.9]Fig. 9 is a flowchart showing image decoding processing of the image decoding
device according to the fourth embodiment.

[fig. 10A]Fig. 10A is a diagram showing an example of a bit stream.

[fig. 10B]Fig. 10B is a diagram showing an example of a bit stream.

[fig.10C]Fig. 10C is a diagram showing an example of a bit stream.

[fig.11]Fig. 11 is a diagram showing an example of a relationship between a quan-
tization matrix to be coded and quantization matrix reference information.

[fig.12]Fig. 12 is a block diagram showing a configuration example of a computer
which can be applied to the image coding device and the image decoding device of the
present invention.

Description of Embodiments

Hereinafter, the present invention will be described in detail on the basis of em-
bodiments and with reference to the accompanying drawings. The configurations
described in the embodiments below are only examples and the present invention is not
limited to the configurations shown in the drawings.

First Embodiment

Hereinafter, an embodiment of the present invention will be described with reference
to the drawings. Fig. 1 is a block diagram showing an image coding device of the
present embodiment.

In Fig. 1, reference numeral 101 denotes a terminal into which image data
(hereinafter referred to as "image") is inputted. Reference numeral 102 denotes a block
division unit that divides the inputted image into a plurality of blocks. Reference
numeral 103 denotes a prediction unit that performs prediction for each block of the
blocks divided by the block division unit 102, determines a prediction method,
calculates difference values according to the determined prediction method, and
calculates prediction errors. The prediction unit 103 performs intra prediction or
motion compensating prediction. Generally, the intra prediction is realized by selecting
an optimal reference method from a plurality of reference methods to calculate
prediction values from peripheral pixel data.

Reference numeral 104 denotes a transform unit that performs orthogonal transform
on the prediction errors of each block. The transform unit 104 performs the orthogonal
transform on the basis of the size of an inputted block or on the basis of the size of a
divided block and calculates orthogonal transform coefficients. In the description
below, the block on which the orthogonal transform is performed is referred to as a
"transform block". Although the orthogonal transform is not limited in particular, the
discrete cosine transform, the Hadamard transform, and the like may be used. In the

present embodiment, for purposes of illustration, the prediction error of a block unit of
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8*8 pixels is divided in half vertically and horizontally and the orthogonal transform is
performed on each transform block unit of 4*4 pixels. However, the size and the shape
of the transform block are not limited to those described above. The orthogonal
transform may be performed by using a transform block having the same size as the
block or the orthogonal transform may be performed by using a transform block
obtained by dividing the block into block units smaller than the block units obtained by
dividing the block in half vertically and horizontally.

Reference numeral 107 denotes a quantization matrix holding unit that generates and
stores quantization matrixes. The generation method of the quantization matrixes to be
stored is not limited. A user may input the quantization matrixes. The quantization
matrixes may be calculated from the characteristics of the input image. Quantization
matrixes made from initial values in advance may be used. In the present embodiment,
two-dimensional quantization matrixes corresponding to a transform block of 4*4
pixels as shown in Figs. 5A and 5B is generated and stored.

Reference numeral 105 denotes a quantization unit that quantizes the orthogonal
transform coefficients by the quantization matrix stored in the quantization matrix
holding unit 107. Quantization coefficients will be obtained by this quantization.
Reference numeral 106 denotes a coefficient coding unit that codes the quantization
coefficients obtained as described above and generates quantization coefficient code
data. Although the coding method is not limited in particular, Huffman code,
arithmetic code, and the like may be used. Reference numeral 108 denotes a quan-
tization matrix determination unit that determines whether or not the quantization
matrix stored in the quantization matrix holding unit 107 corresponds to a prede-
termined quantization matrix. More specifically, the quantization matrix determination
unit 107 determines whether or not the quantization matrix to be coded is a quan-
tization matrix that has already been coded, a predetermined quantization matrix, or a
flat quantization matrix in which all the coefficients have the same value. It is assumed
that the predetermined quantization matrix is stored in the quantization matrix holding
unit 107. However, it is not limited to this. For example, the predetermined quan-
tization matrix may be stored in the quantization matrix determination unit 108.

Reference numeral 109 denotes a quantization matrix header coding unit that
generates a quantization matrix header code by coding information that indicates the
determination of the quantization matrix determination unit 108 and other information
related to the quantization matrix as a header. Reference numeral 110 denotes a quan-
tization matrix coefficient coding unit that generates a quantization matrix coefficient
code by coding each coefficient in the quantization matrix to be coded.

Reference numeral 111 denotes an integrated coding unit that generates a code

related to header information, prediction, and transform, forms a bit stream by in-
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tegrating code data generated by each coding unit described above, and outputs the bit
stream. Specifically, the integrated coding unit 111 integrates the quantization co-
efficient code data generated by the coefficient coding unit 106, the quantization
matrix header code generated by the quantization matrix header coding unit 109, and
the quantization matrix coefficient code generated by the quantization matrix co-
efficient coding unit 110. Here, the code related to prediction and transform is, for
example, a code of the selected prediction method, a code of a division mode of the
transform block, and the like. Reference numeral 112 denotes a terminal from which
the bit stream generated by the integrated coding unit 111 is outputted.

An image coding operation in the image coding device will be described below. In
the present embodiment, a configuration in which moving image data is inputted for
each picture is employed. However, a configuration in which still image data of one
picture is inputted may be employed. Although only an intra prediction coding process
will be described in the present embodiment for ease of explanation, it is not limited to
this and the present embodiment can be applied to an inter prediction coding process.
Although, in the description of the present embodiment, an image is divided into
blocks of 8*8 pixels by the block division unit 102 for explanation, it is not limited to
this.

Coding of Quantization Matrix Coefficient

First, the quantization matrix holding unit 107 generates quantization matrixes. The
quantization matrix is determined according to a transform block size which is a size of
the orthogonal transform used for the coding process. The method for determining the
quantization matrix coefficients is not limited in particular. For example, prede-
termined initial values may be used as the quantization matrix coefficients or the quan-
tization matrix coefficients may be set individually. Or, the quantization matrix coef-
ficients may be set according to the characteristics of the image.

The quantization matrix generated in this way is held by the quantization matrix
holding unit 107. Figs. 5A and 5B are examples of the quantization matrix corre-
sponding to the transform block of 4*4 pixels. For ease of explanation, the quan-
tization matrix has a configuration of 16 pixels corresponding to the transform block of
4*4 pixels and each square in a thick-bordered box represents a coefficient. In the
present embodiment, the quantization matrixes shown in Figs. SA and 5B are held in a
two-dimensional shape. However, the coefficients in the quantization matrix are not
limited to this. For example, when a transform block size of 8*8 pixels is used in
addition to the present embodiment, another quantization matrix corresponding to the
transform block of 8*8 pixels is held.

The quantization matrix determination unit 108 sequentially reads quantization

matrixes to be coded from the quantization matrix holding unit 107. Then, the quan-
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tization matrix determination unit 108 determines whether or not the quantization
matrix to be coded corresponds to the predetermined quantization matrix and generates
correspondence information indicating that the quantization matrix to be coded cor-
responds to the predetermined quantization matrix. In the present embodiment, the
quantization matrix determination unit 108 determines whether or not the quantization
matrix to be coded corresponds to any one of a quantization matrix that has already
been coded, a default quantization matrix shown in Fig. SA, and a flat quantization
matrix shown in Fig. 5B. It is assumed that the quantization matrix that has already
been coded is stored in the quantization matrix holding unit 107 and the quantization
matrixes shown in Figs. 5A and 5B are stored in the quantization matrix holding unit
107 in advance. When it is determined that the quantization matrix to be coded cor-
responds to any one of the quantization matrixes, the quantization matrix determination
unit 108 generates reference information indicating the quantization matrix to which
the quantization matrix to be coded corresponds. The reference information is
outputted to the quantization matrix header coding unit 109 along with the corre-
spondence information. In this case, the quantization matrix coefficient coding unit
110 outputs nothing and does not operate. On the other hand, when the quantization
matrix to be coded corresponds to none of the quantization matrixes, the quantization
matrix determination unit 108 outputs only the correspondence information to the
quantization matrix header coding unit 109 and outputs the quantization matrix to be
coded to the quantization matrix coefficient coding unit 110. In the present em-
bodiment, when there is a quantization matrix that corresponds to the quantization
matrix to be coded in the predetermined quantization matrixes, the correspondence in-
formation is set to 1, and if this is not the case, the correspondence information is set to
0. However, the combination between the value and the condition is not limited to this.
Fig. 11 is a diagram showing an example of a relationship between the quantization
matrix to be coded and the reference information according to the present embodiment.
In the present embodiment, there are three types of quantization matrixes, that is, a first
quantization matrix corresponding to quantization of Y component of an image
inputted in a YCbCr color space, a second quantization matrix corresponding to quan-
tization of Cb component, and a third quantization matrix corresponding to quan-
tization of Cr component. However, the quantization matrixes are not limited to these.
More quantization matrixes may be defined according to the transform block size, the
prediction method, and the combination of color spaces. In the present embodiment,
the quantization matrix shown in Fig. 5SA is assumed to be the default 4*4 quantization
matrix and the quantization matrix shown in Fig. 5B is assumed to be the flat 4*4
quantization matrix. However, the quantization matrixes to be used are not limited to

these.
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For example, if the quantization matrix to be coded is the first quantization matrix
(4*4 Y) and corresponds to the default quantization matrix 4*4, the reference in-
formation is set to 0. On the other hand, if the quantization matrix to be coded cor-
responds to the flat quantization matrix 4*4, the reference information is set to 1. The
correspondence between the quantization matrix to be coded and the flat quantization
matrix 4*4 is flat information indicating that all the coefficients in the quantization
matrix to be coded have the same value. Similarly, when the quantization matrix to be
coded is the second quantization matrix (4*4 Cb), if the quantization matfrix to be
coded corresponds to the default quantization matrix 4*4, the reference information is
set to 0, and if the quantization matrix to be coded corresponds to the first quantization
matrix (4*4 Y) that has been already coded, the reference information is set to 1. If the
quantization matrix to be coded corresponds to the flat quantization matrix 4*4, the
reference information is set to 2. The same goes for the case where the quantization
matrix to be coded is the third quantization matrix (4*4 Cr).

The quantization matrix header coding unit 109 codes the correspondence in-
formation inputted from the quantization matrix determination unit 108 and, if
necessary, the reference information to generate the quantization matrix header code.
In the present embodiment, when the quantization matrix to be coded corresponds to
either one of the quantization matrixes or the quantization matrix that has already been
coded, which are stored in the coding device in advance, both the correspondence in-
formation and the reference information are coded. On the other hand, when the quan-
tization matrix to be coded corresponds to none of the above quantization matrixes,
only the correspondence information is coded. Although the coding method is not
limited in particular, Huffman code, arithmetic code, and the like may be used. The
generated quantization matrix header code is outputted to the integrated coding unit
I11.

The quantization matrix coefficient coding unit 110 codes the quantization matrix to
be coded inputted from the quantization matrix determination unit 108 to generate the
quantization matrix coefficient code. In the present embodiment, only when the quan-
tization matrix to be coded does not correspond to the quantization matrix which is
stored in the coding device in advance or the quantization matrix that has already been
coded, the quantization matrix coefficient coding unit 110 operates. As the coding
method, in the present embodiment, methods such as coding each coefficient without
change, coding a difference from the previous coefficient, DPCM, and coding a
difference from another quantization matrix are used. However, the methods are not
limited to these. When coding a flat quantization matrix that is not stored in the coding
device in advance, a method of coding only a representative value may be used. In

addition, when the same value continues, it is possible to reduce the amount of code of
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the quantization matrix by inserting a code that discontinues the coding.

The integrated coding unit 111 codes the header information necessary to code the
image and integrates the inputted quantization matrix header code and quantization
matrix coefficient code.

The quantization matrix determination unit 108, the quantization matrix header
coding unit 109, and the quantization matrix coefficient coding unit 110 may function
as a quantization matrix coding unit, which is one processing unit.

Coding of Image

An image of one picture inputted from the terminal 101 is inputted into the block
division unit 102 and divided into block units of 8*8 pixels. The divided images are
inputted into the prediction unit 103. In the prediction unit 103, a prediction for each
block unit is performed and prediction errors are generated. The transform unit 104
divides the prediction errors generated in the prediction unit 103 into the transform
block sizes, performs orthogonal transform, and generates orthogonal transform coef-
ficients. Then, the transform unit 104 inputs the orthogonal transform coefficients into
the quantization unit 105. In the present embodiment, the prediction errors of the block
unit of 8*§ pixels is divided into transform block units of 4*4 pixels and the or-
thogonal transform is performed. The quantization unit 105 quantizes the orthogonal
transform coefficients outputted from the transform unit 104 by using the quantization
matrix stored in the quantization matrix holding unit 107 and generates quantization
coefficients. The generated quantization coefficient is inputted into the coefficient
coding unit 106. The coefficient coding unit 106 codes the quantization coefficient
generated by the quantization unit 105 to generate quantization coefficient code data
and outputs the quantization coefficient code data to the integrated coding unit 111.
The integrated coding unit 111 generates codes related to prediction and transform for
each block unit, integrates the header code data, codes for each block unit, and the
quantization coefficient code data generated by the coefficient coding unit 106 to
generate a bit stream, and outputs the bit stream from the terminal 112.

Figs. 10A, 10B, and 10C show examples of the bit stream outputted in the first em-
bodiment. The sequence header includes code data of the quantization matrix, which
includes header codes and coding results of each coefficient. Fig. 10A is an example of
the bit stream in the case in which the first to the third quantization matrixes are
different from each other and the first to the third quantization matrixes are different
from both the flat quantization matrix and the default quantization matrix. Specifically,
the correspondence information "0" is coded in each of the first to the third quan-
tization matrix header codes and coefficients of each quantization matrix are coded in
each quantization matrix coefficient code. However, the positions of coding are not

limited to this. Of course, the coding may be performed in a picture header portion or
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other header portions.

Fig. 10B is an example of the bit stream in the case in which all of the first to the
third quantization matrixes are the flat quantization matrix. In this case, in the first
quantization matrix header code, the correspondence information "1" and the reference
information "1" that indicates the flat quantization matrix are coded. In the second
quantization matrix header code, the correspondence information "1" and the reference
information "2" that indicates the flat quantization matrix are coded. In this case, even
if the reference information is "1", the decoding result of the bit stream is the same
because the first quantization matrix to be referred to is also the flat quantization
matrix. In the same manner, in the third quantization matrix header code, the corre-
spondence information "1" and the reference information "2" that indicates the flat
quantization matrix are coded. In this case, even if the reference information is "1" or
"2", the decoding result of the bit stream is the same because the first and the second
quantization matrixes to be referred to are also the flat quantization matrix.

Fig. 10C is an example of the bit stream in the case in which the first quantization
matrix is different from both the flat quantization matrix and the default quantization
matrix but the second and the third quantization matrixes are the same as the first
quantization matrix. In this case, the correspondence information "0" is coded in the
first quantization matrix header code and coefficients of the first quantization matrix
are coded in first quantization matrix coefficient code. In the second quantization
matrix header code, the correspondence information "1" and the reference information
"1" that indicates reference to the first quantization matrix. Similarly, in the third quan-
tization matrix header code, the correspondence information "1" and the reference in-
formation "1" that indicates reference to the second quantization matrix.

Fig. 6 is a flowchart showing image coding processing of the image coding device
according to the first embodiment. First, in step S601, the quantization matrix holding
unit 107 generates a quantization matrix. In step S602, the quantization matrix deter-
mination unit 108 determines whether or not the quantization matrix to be coded cor-
responds to a predetermined quantization matrix and generates the correspondence in-
formation. In the present embodiment, the quantization matrix determination unit 108
determines whether or not the quantization matrix to be coded corresponds to any one
of the quantization matrix that has already been coded, the default quantization matrix
shown in Fig. SA which is stored in the coding device in advance, and the flat quan-
tization matrix shown in Fig. 5B which is stored in the coding device in advance.
When it is determined that the quantization matrix to be coded corresponds to any one
of the quantization matrixes, the quantization matrix determination unit 108 generates
the reference information indicating the quantization matrix to which the quantization

matrix to be coded corresponds.
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In step S603, the quantization matrix header coding unit 109 codes the corre-
spondence information and the reference information which are generated in step S602
to generate the quantization matrix header code. In step S604, the image coding device
determines whether or not to code the coefficients of the quantization matrix to be
coded on the basis of the correspondence information. When coding the coefficients of
the quantization matrix to be coded, the process proceeds to step S605, and if this is
not the case, the process proceeds to step S606.

In step S605, the quantization matrix coefficient coding unit 110 codes the quan-
tization matrix generated in step S601 to generate the quantization matrix coefficient
code. In step S606, the image coding device determines whether or not all the quan-
tization matrixes have been coded. If all the quantization matrixes have been coded,
the process proceeds to step S607, and if not all the quantization matrixes have been
coded, the process returns to step S601 to code the next quantization matrix. In step
S607, the integrated coding unit 111 codes the header portion of the bit stream and
outputs the header portion. In the present embodiment, the sequence header and the
picture headers shown in the examples of Figs. 10A, 10B, and 10C are coded and
outputted.

In step S608, the block division unit 102 divides an input image of a picture unit into
block units. In step S609, the prediction unit 103 performs prediction for each block
unit and generates prediction errors. In step S610, the transform unit 610 divides the
prediction errors generated in step S609 into the transform block sizes, performs or-
thogonal transform, and generates orthogonal transform coefficients. In step S611, the
quantization unit 105 quantizes the orthogonal transform coefficient generated in step
S610 by using the quantization matrix which is generated in step S601 and stored in
the quantization matrix holding unit 107 and generates quantization coefficients. In
step S612, the coefficient coding unit 106 codes the quantization coefficients generated
in step S611 and generates quantization coefficient code data. In step S613, the image
coding device determines whether or not coding of all the transform blocks in the
block has been completed. If the coding has been completed, the process proceeds to
step S614, and if the coding has not been completed, the process returns to step S610
to code the next transform block. In step S614, the image coding device determines
whether or not coding of all the blocks has been completed. If the coding has been
completed, the image coding device stops all operations and ends the process, and if
the coding has not been completed, the process returns to step S608 to code the next
block.

By the above configuration and operation, in particular, by steps from S602 to S604,
when a flat quantization matrix is coded, it is not necessary to transmit a redundant

code if the flat matrix corresponds to another quantization matrix, so that it is possible



12

WO 2014/002446 PCT/JP2013/003864

[0041]

[0042]

[0043]

[0044]

to form a bit stream whose amount of code is reduced. Thereby, it is possible to
generate a bit stream by the amount of code smaller than that when the coefficients of a
flat quantization matrix are coded one by one.

Although, in the present embodiment, a picture for which only the intra prediction is
used is described as an example, it is obvious that the present embodiment can be used
for a picture for which the inter prediction is used. Further, in the present embodiment,
the block is set to 8*8 pixels and the transform block is set to 4*4 pixels, it is not
limited to this. For example, the block size may be changed to 16*16 pixels, 32%32
pixels, and the like. Further, the shape of the block is not limited to a square shape, and
the shape may be a rectangular shape such as 16*8 pixels. Furthermore, although the
transform block size is a half the block size in both the vertical and horizontal di-
rections, the transform block size may be the same as the block size or may be smaller
than a half of the block size in both the vertical and horizontal directions.

Second Embodiment

Fig. 2 is s a block diagram showing a configuration of an image decoding device
according to a second embodiment of the present invention. In the present em-
bodiment, decoding of the bit stream generated in the first embodiment will be
described.

In Fig. 2, reference numeral 201 denotes a terminal into which the coded bit stream is
inputted. Reference numeral 202 denotes a decoding/separation unit that decodes the
header information of the inputted bit stream, separates a necessary code from the bit
stream, and outputs the code to the next stage. The decoding/separation unit 202
performs the reverse operation of the integrated coding unit 111 in Fig. 1.

Reference numeral 203 denotes a quantization matrix header decoding unit that
decodes the quantization matrix header code separated from the header information of
the bit stream and restores the correspondence information and the reference in-
formation. Reference numeral 204 denotes a quantization matrix coefficient decoding
unit that decodes the quantization matrix coefficient code separated from the bit stream
and restores each coefficient in the quantization matrixes. Reference numeral 205
denotes a quantization matrix reconstruction unit that reconstructs the quantization
matrixes to be decoded from the obtained correspondence information, reference in-
formation, and coefficients of the quantization matrix. Reference numeral 206 denotes
a quantization matrix holding unit that stores the quantization matrixes obtained by the
quantization matrix reconstruction unit 205. The predetermined quantization matrix
stored by the quantization matrix determination unit 108 in the first embodiment is
held by the quantization matrix holding unit 206. However, it is not limited to this. The
predetermined quantization matrix may be stored in the quantization matrix recon-

struction unit 205. The quantization matrix header decoding unit 203, the quantization
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matrix coefficient decoding unit 204, and the quantization matrix reconstruction unit
205 may function as a quantization matrix decoding unit, which is one processing unit.

On the other hand, reference numeral 207 denotes a coefficient decoding unit 207
that decodes the quantization coefficient code from the quantization coefficient code
data separated by the decoding/separation unit 202 and restores the quantization coef-
ficients. Reference numeral 208 denotes an inverse quantization unit that inverse-
quantizes the quantization coefficients by using the quantization matrix stored in the
quantization matrix holding unit 206 and obtains the orthogonal transform coefficients.
Reference numeral 209 denotes an inverse transform unit that performs inverse or-
thogonal transform, which is the inverse of the transform unit 104 in Fig. 1, and
obtains the prediction errors. Reference numeral 210 denotes a prediction recon-
struction unit that restores the image of the block from the prediction errors and images
that have been decoded.

The image decoding operation of the image decoding device will be described below.
In the present embodiment, a configuration is employed in which a moving image bit
stream generated in the first embodiment is inputted for each picture. However, a con-
figuration in which a still image bit stream of one picture is inputted may be employed.
Although only an intra prediction decoding process will be described in the present
embodiment for ease of explanation, it is not limited to this and the present em-
bodiment can be applied to an inter prediction decoding process.

In Fig. 2, a bit stream of one picture inputted from the terminal 201 is inputted into
the decoding/separation unit 202 and the header information necessary to reproduce
the image is decoded. Further, codes used in the subsequent stages are separated and
outputted. The quantization matrix header code included in the header information is
outputted to the quantization matrix header decoding unit 203. In the present em-
bodiment, the sequence header and the picture headers shown in the examples of the
bit streams shown in Figs. 10A, 10B, and 10C are inputted and decoded and a code is
outputted.

The quantization matrix header decoding unit 203 first decodes the inputted quan-
tization matrix header code and restores the correspondence information. When the
correspondence information is "1" indicating that there is a matrix corresponding to the
quantization matrix to be decoded, the reference information is further reproduced
from the quantization matrix header code. The restored reference information is
outputted to the quantization matrix reconstruction unit 205. On the other hand, when
the correspondence information is "0" indicating that there is no matrix corresponding
to the quantization matrix to be decoded, information indicating that it is necessary to
decode coefficients of the quantization matrix to be decoded is outputted to the

decoding/separation unit 202. In the present embodiment, the correspondence in-
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formation is the information as described above. However, the correspondence in-
formation may have any form if the correspondence information has the same meaning
as described above.

When the information indicating that it is necessary to decode coefficients of the
quantization matrix to be decoded is inputted into the decoding/separation unit 202
from the quantization matrix header decoding unit 203, the decoding/separation unit
202 outputs quantization matrix coefficient code data to the quantization matrix co-
efficient decoding unit 204. The quantization matrix coefficient decoding unit 204
decodes the inputted quantization matrix coefficient code data and restores each co-
efficient of the quantization matrix to be decoded. The reproduced coefficients of the
quantization matrix are outputted to the quantization matrix reconstruction unit 205.

The quantization matrix reconstruction unit 205 reconstructs the quantization matrix
to be decoded from the reference information inputted from the quantization matrix
header decoding unit 203 or the coefficients of the quantization matrix inputted from
the quantization matrix coefficient decoding unit 204. When the coefficients of the
quantization matrix are inputted from the quantization matrix coefficient decoding unit
204, the quantization matrix reconstruction unit 205 reconstructs the quantization
matrix by using the inputted coefficients and outputs the quantization matrix to the
quantization matrix holding unit 206. On the other hand, when the reference in-
formation is inputted from the quantization matrix header decoding unit 203, the quan-
tization matrix reconstruction unit 205 reconstructs the quantization matrix to be
decoded by reading the quantization matrix of the reference destination from the quan-
tization matrix holding unit 206 on the basis of the reference information. Then, the re-
constructed quantization matrix is outputted to the quantization matrix holding unit
206. The quantization matrix holding unit 206 stores the inputted quantization matrix
and outputs the quantization matrix to the quantization matrix reconstruction unit 205
and the inverse quantization unit 208 if necessary.

The quantization coefficient code data of the codes separated by the decoding/
separation unit 202 is inputted into the coefficient decoding unit 207. The coefficient
decoding unit 207 decodes the quantization coefficient code data for each transform
block, decodes the quantization coefficients, and outputs the quantization coefficients
to the inverse quantization unit 208. The quantization coefficients restored by the co-
efficient decoding unit 207 and the quantization matrix stored in the quantization
matrix holding unit 206 are inputted into the inverse quantization unit 208. The inverse
quantization unit 208 performs inverse quantization by using the quantization matrix,
restores the orthogonal transform coefficients, and outputs the orthogonal transform
coefficients to the inverse transform unit 209. The orthogonal transform coefficients

are inputted into the inverse transform unit 209 and the inverse transform unit 209
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performs inverse orthogonal transform, which is the inverse of the transform unit 104
in Fig. 1, restores the prediction errors, and outputs the prediction errors to the
prediction reconstruction unit 210. The prediction reconstruction unit 210 restores
images of each block unit by performing prediction from peripheral pixel data that
have been decoded into the inputted prediction errors and outputs the images of each
block unit from the terminal 211.

Fig. 7 is a flowchart showing the image decoding processing of the image decoding
device according to the second embodiment.

First, in step S701, the decoding/separation unit 202 decodes the header information
and separates the header information to output codes to the subsequent stages. In the
present embodiment, the sequence headers and the picture headers shown in the
examples of the bit streams shown in Figs. 10A, 10B, and 10C are inputted and
decoded and the subsequent codes are outputted to corresponding blocks. In step S702,
the quantization matrix header decoding unit 203 first decodes the separated quan-
tization matrix header code and restores the correspondence information. When the
correspondence information is "1" indicating that there is a matrix corresponding to the
quantization matrix to be decoded, the reference information is further reproduced
from the quantization matrix header code. On the other hand, when the correspondence
information is "0" indicating that there is no matrix corresponding to the quantization
matrix to be decoded, no more operation is performed in this step.

In step S703, the image decoding device determines whether or not to decode the co-
efficients of the quantization matrix to be decoded on the basis of the correspondence
information generated in step S702. When decoding the coefficients of the quantization
matrix to be decoded, the process proceeds to step S704, and if this is not the case, the
process proceeds to step S705. In step S704, the quantization matrix coefficient
decoding unit 204 decodes the quantization matrix coefficient code data and re-
produces each coefficient of the quantization matrix to be decoded. In step S705, the
quantization matrix reconstruction unit 205 reconstructs the quantization matrix to be
decoded from the reference information restored in step S702 or the coefficients of the
quantization matrix restored in step S704.

In step S706, the image decoding device determines whether or not all the quan-
tization matrixes have been decoded. If all the quantization matrixes have been
decoded, the process proceeds to step S707, and if not all the quantization matrixes
have been coded, the process returns to step S702 to decode the next quantization
matrix. In step S707, the coefficient decoding unit 207 decodes the quantization co-
efficient code data separated from the bit stream for each transform block and restores
the quantization coefficient. In step S708, the inverse quantization unit 208 inverse-

quantizes the quantization coefficient reproduced in step S707 by using the quan-
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tization matrix reproduced in step S705 and restores the orthogonal transform co-
efficient. In step S709, the inverse transform unit 209 performs inverse orthogonal
transform on the orthogonal transform coefficient restored in step S708 and restores
the prediction error.

In step S710, the image decoding device determines whether or not decoding of all
the transform blocks in the block has been completed. If the decoding has been
completed, the process proceeds to step S711, and if the decoding has not been
completed, the process returns to step S707 to decode the next transform block. In step
S711, the prediction reconstruction unit 210 performs prediction from peripheral pixel
data that has been decoded and generates a decoded image of the block by adding the
prediction result to the prediction error restored in step S709. In step S712, the image
decoding device determines whether or not decoding of all the blocks has been
completed. If the decoding has been completed, the image decoding device stops all
operations and ends the process, and if the decoding has not been completed, the
process returns to step S707 to decode the next block.

By the above configuration and operation, it is possible to decode the bit stream
including a code represented by a small amount of code such as the correspondence in-
formation generated in the first embodiment and obtain a reproduced image.

In the same manner as in the first embodiment, the size of the block, the size of the
transform block, and the shape of the block are not limited to those described in the
second embodiment. It is also possible to update the quantization matrix by including a
plurality of quantization matrix code data in one sequence of bit stream. The decoding/
separation unit 202 detects the quantization matrix header code and the quantization
matrix header decoding unit 203 reproduces the correspondence information and, if
necessary, the reference information. Further, the quantization matrix coefficient
decoding unit 204 restores the coefficients of the quantization matrix to be decoded
according to the correspondence information. Next, the quantization matrix recon-
struction unit 205 restores the quantization matrix to be decoded from the reference in-
formation or the coefficients of the quantization matrix. Then, a corresponding quan-
tization matrix in the quantization matrix holding unit 206 is replaced by data of the
restored quantization matrix. In this case, all the quantization matrixes may be
rewritten or a part of the quantization matrixes may be changed by determining the
quantization matrixes to be rewritten.

Although, in the present embodiment, the method in which the process is performed
after code data of one picture is accumulated is described as an example, it is not
limited to this. For example, an input method such as inputting block by block or
inputting slice by slice may be used. Here, the slice includes a plurality of blocks.

Further, instead of the block or the like, data which is divided into packets with a fixed
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length may be used.
Third Embodiment

Fig. 3 is a block diagram showing an image coding device of the present em-
bodiment. In Fig. 3, components having the same functions as those in Fig. 1 of the
first embodiment are denoted by the same reference numerals and the description
thereof will be omitted.

In the same manner as the prediction unit 103 in Fig. 1, reference numeral 303
denotes a prediction unit that performs prediction for each block of the blocks divided
by the block division unit 102, determines a prediction method, calculates difference
values according to the determined prediction method, and calculates prediction errors.
Reference numeral 321 denotes a transform control unit that determines whether or not
to perform an orthogonal transform on the prediction errors generated by the prediction
unit 303, outputs the prediction errors to the next stage, and outputs the determination
result to the next stage as transform skip determination information. In the same
manner as the transform unit 104 in Fig. 1, reference numeral 304 denotes a transform
unit that performs the orthogonal transform on the prediction errors of each block. The
transform unit 304 performs the orthogonal transform on the basis of the size of an
inputted block or on the basis of a small block obtained by dividing the inputted block
and calculates orthogonal transform coefficients.

Reference numeral 322 denotes a bit depth adjustment unit that adjusts the bit depth
of the prediction error in order to ensure consistency with quantization processing of
the quantization unit 305 in the next stage. The degree of the bit depth adjustment here
is determined by the bit depth of the input image, the bit depth adjustment according to
the orthogonal transform of the transform unit 304, the bit depth adjustment according
to the quantization processing of the quantization unit 305, the coefficient values of the
quantization matrix, and the like. For example, in the present embodiment, the bit
depth adjustment is performed by left-bit-shifting the prediction error by a difference
between a predetermined value "13" and the bit depth of the input image. For example,
when the bit depth of the input image is 8 bits, the prediction error is left-bit-shifted by
5 bits. However, the values used in the bit depth adjustment are not limited to those
described above.

Reference numeral 305 denotes a quantization unit that quantizes the orthogonal
transform coefficients generated by the transform unit 304 or the prediction errors
where the bit depth is adjusted by the bit depth adjustment unit 322 by the quantization
matrix stored in the quantization matrix holding unit 107. Reference numeral 311
denotes an integrated coding unit that generates a code related to header information,
prediction, and transform, forms a bit stream by integrating code data generated by

each coding unit described above, and outputs the bit stream. The integrated coding
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unit 311 is different from the integrated coding unit 111 in Fig. 1 in a point that the in-
tegrated coding unit 311 further codes the transform skip determination information to
generate code data, forms a bit stream, and outputs the bit stream.

An image coding operation in the image coding device will be described below.

In the prediction unit 303, first, a prediction for each block unit is performed and
prediction errors are generated. The generated prediction errors are outputted to the
transform control unit 321. The transform control unit 321 determines whether or not
to perform the orthogonal transform on the inputted prediction errors. When
performing the orthogonal transform, the transform control unit 321 outputs the
prediction errors to the transform unit 304, and when not performing the orthogonal
transform, the transform control unit 321 outputs the prediction errors to the bit depth
adjustment unit 322. Although the method for determining whether or not to perform
the orthogonal transform is not limited in particular, whether or not to perform the or-
thogonal transform may be determined from the characteristics of the image, the
magnitude of the transform coefficients after the orthogonal transform, and the like.
The transform control unit 321 outputs the determined determination result to the in-
tegrated coding unit 311 as the transform skip determination information. The
transform unit 304 performs the orthogonal transform on the prediction errors inputted
from the transform control unit 321 for each transform block and generates orthogonal
transform coefficients.

On the other hand, the bit depth adjustment unit 322 adjusts the bit depth of the
prediction errors inputted from the transform control unit 321 for each transform block
and generates the prediction errors where the bit depth is adjusted. The quantization
unit 305 quantizes the orthogonal transform coefficients outputted from the transform
unit 304 or the prediction errors which are outputted from the bit depth adjustment unit
322 and where the bit depth is adjusted by using the quantization matrix stored in the
quantization matrix holding unit 107 and generates quantization coefficients. The
generated quantization coefficients are inputted into the coefficient coding unit 106.

The integrated coding unit 311 codes the header information necessary to code the
image and integrates the inputted quantization matrix header code and quantization
matrix coefficient code. The integrated coding unit 311 codes the transform skip deter-
mination information inputted from the transform control unit 321 in addition to the
header information coded by the integrated coding unit 111 in Fig. 1.

Fig. 8 is a flowchart showing the image coding processing of the image coding
device according to the third embodiment. In Fig. 8, sections having the same
functions as those in Fig. 6 of the first embodiment are denoted by the same reference
numerals and the description thereof will be omitted.

In step S820, the transform control unit 321 determines whether or not to perform the
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orthogonal transform on the prediction errors generated in step S609 and generates the
transform skip determination information. In step S821, if it is determined to perform
the orthogonal transform on the basis of the transform skip determination information,
the process proceeds to step S610, and if it is determined not to perform the orthogonal
transform, the process proceeds to step S822. In step S822, the bit depth adjustment
unit 322 adjusts the bit depth of the prediction errors generated in step S609 for each
transform block and generates the prediction errors where the bit depth is adjusted. In
step S811, the quantization unit 305 quantizes the orthogonal transform coefficients
generated in step S610 or the prediction errors which are generated in step S822 and
where the bit depth is adjusted by using the quantization matrix generated in step S601
and generates quantization coefficients. In step S823, the integrated coding unit 311
codes the transform skip determination information generated in step S821.

By the above configuration and operation, in particular, by steps from S820 to S823,
when a flat quantization matrix corresponding to the transform skip is coded, it is not
necessary to transmit a redundant code, so that it is possible to form a bit stream whose
amount of code is reduced.

Although, in the present embodiment, the transform skip determination information
is coded for each transform block, the transform skip determination information is not
limited to be coded for each transform block. The transform skip determination in-
formation may be coded for each block or the amount of code may be reduced by using
the transform skip determination information common to each color component.
Although the coding method is not limited in particular, Huffman code, arithmetic
code, and the like may be used.

Fourth Embodiment

Fig. 4 is a block diagram showing an image decoding device of the present em-
bodiment. In Fig. 4, components having the same functions as those in Fig. 2 of the
second embodiment are denoted by the same reference numerals and the description
thereof will be omitted. In the present embodiment, decoding of the bit stream
generated in the third embodiment will be described.

Reference numeral 402 denotes a decoding/separation unit that decodes the header
information of the inputted bit stream, separates a necessary code from the bit stream,
and outputs the code to the next stage. The decoding/separation unit 402 performs the
inverse operation of the integrated coding unit 311 in Fig. 3. The decoding/separation
unit 402 is different from the decoding/separation unit 202 in Fig. 2 in a point that the
decoding/separation unit 402 further decodes/reproduces the transform skip deter-
mination information and outputs the transform skip determination information to the
next stage. Reference numeral 408 denotes an inverse quantization unit that inverse-

quantizes the quantization coefficients by using the quantization matrix stored in the
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quantization matrix holding unit 206 and reproduces an inverse quantization coef-
ficients. The inverse quantization coefficients in the present embodiment correspond to
the orthogonal transform coefficients or the prediction errors where the bit depth is
adjusted in the third embodiment.

Reference numeral 421 denotes an inverse transform control unit that determines
whether or not to perform an orthogonal transform on the basis of the transform skip
determination information inputted from the decoding/separation unit 402 and outputs
the inverse quantization coefficients to the next stage. Reference numeral 409 denotes
a inverse transform unit that performs inverse orthogonal transform, which is the
inverse of the transform unit 304 in Fig. 3, and reproduces the prediction errors.
Reference numeral 422 denotes a bit depth inverse adjustment unit that performs bit
depth adjustment, which is the inverse of the bit depth adjustment unit 322 in Fig. 3,
and reproduces the prediction errors. The degree of the bit depth inverse adjustment
here is determined by the bit depth of the output image, the bit depth adjustment
according to the inverse orthogonal transform of the inverse transform unit 409, the bit
depth adjustment according to the quantization processing of the inverse quantization
unit 408, the coefficient values of the quantization matrix, and the like. For example, in
the present embodiment, the bit depth inverse adjustment is performed by right-
bit-shifting the coefficients by a difference between "13" and the bit depth of the
output image. For example, when the bit depth of the output image is 8 bits, the coef-
ficients are right-bit-shifted by 5 bits. However, the values used in the bit depth inverse
adjustment are not limited to those described above. Reference numeral 410 denotes a
prediction reconstruction unit that reproduces the image of the block from the
prediction error and images that have been decoded.

The image decoding operation of the image decoding device will be described below.

In Fig. 4, a bit stream of one picture inputted from the terminal 201 is inputted into
the decoding/separation unit 402 and the header information necessary to reproduce
the image is decoded. Further, codes used in the subsequent stages are separated and
appropriately outputted. The quantization matrix header code included in the header in-
formation is outputted to the quantization matrix header decoding unit 203. When the
information indicating that it is necessary to decode coefficients of the quantization
matrix to be decoded is inputted into the decoding/separation unit 402 from the quan-
tization matrix header decoding unit 203, the decoding/separation unit 402 outputs
quantization matrix coefficient code data to the quantization matrix coefficient
decoding unit 204. Further, the decoding/separation unit 402 decodes/reproduces the
transform skip determination information that indicates whether or not to perform the
inverse orthogonal transform for each transform block from the bit stream and outputs

the transform skip determination information to the inverse transform control unit 421.
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The quantization coefficients reproduced by the coefficient decoding unit 207 and
the quantization matrix stored in the quantization matrix holding unit 206 are inputted
into the inverse quantization unit 408. Then, the inverse quantization unit 408 performs
inverse quantization by using the quantization matrix, reproduces the inverse quan-
tization coefficients, and outputs the inverse quantization coefficient to the inverse
transform control unit 421. The inverse transform control unit 421 determines whether
or not to perform the inverse orthogonal transform on the inputted inverse quantization
coefficients on the basis of the transform skip determination information inputted from
the decoding/separation unit 402. When performing the inverse orthogonal transform,
the inverse transform control unit 421 outputs the inverse quantization coefficients to
the inverse transform unit 409, and when not performing the inverse orthogonal
transform, the inverse transform control unit 421 outputs the inverse quantization coef-
ficients to the bit depth inverse adjustment unit 422. The inverse transform unit 209
performs the inverse orthogonal transform, which is the inverse of the transform unit
304 in Fig. 3, on the orthogonal transform coefficients which are the inputted inverse
quantization coefficients, reproduces the prediction errors, and outputs the prediction
errors to the prediction reconstruction unit 410.

On the other hand, the bit depth inverse adjustment unit 422 inversely adjusts the bit
depth of the prediction error where the bit depth is adjusted, which is the inverse quan-
tization coefficients inputted from the inverse transform control unit 421, for each
transform block, reproduces the prediction errors, and outputs the prediction errors to
the prediction reconstruction unit 410. The prediction reconstruction unit 410 re-
produces images of each block unit by performing prediction from peripheral pixel
data that have been decoded into the inputted prediction errors and outputs the images
of each block unit from the terminal 211.

Fig. 9 is a flowchart showing the image decoding processing of the image decoding
device according to the fourth embodiment. Sections having the same functions as
those in Fig. 7 of the second embodiment are denoted by the same reference numerals
and the description thereof will be omitted.

In step S921, the decoding/separation unit 402 decodes/reproduces the transform skip
determination information that indicates whether or not to perform the inverse or-
thogonal transform for each transform block from the bit stream. In step S922, deter-
mination based on the transform skip determination information generated in step S921
is performed. When performing the inverse orthogonal transform, the process proceeds
to step S709, and if this is not the case, the process proceeds to step S923. In step
5923, the bit depth inverse adjustment unit 422 inversely adjusts the bit depth of the
inverse quantization coefficients generated in step S708 for each transform block and

reproduces the prediction errors.
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By the above configuration and operation, even in an image decoding device that
performs transform skip processing, it is possible to decode a flat quantization matrix
represented by a small amount of code such as quantization matrix correspondence in-
formation generated in the third embodiment and obtain a reproduced image.

Although, in the present embodiment, there is the transform skip determination in-
formation for each transform block, the header portion may include a flag and whether
or not the decoding device performs the transform skip processing may be switched by
the flag. In this case, a configuration may be employed in which, only when the
transform skip processing is performed, the flat quantization matrix is stored and
referred to, and if this is not the case, the flat quantization matrix is not referred to.
Fifth Embodiment

The processing units shown in Figs. 1, 2, 3, and 4 are configured by hardware in the
description of the embodiments. However, the processing performed by the processing
units shown in Figs. 1, 2, 3, and 4 may be performed by a computer program.

Fig. 12 is a block diagram showing a configuration example of a computer which can
be applied to the image coding device and the image decoding device according the
embodiments.

A CPU 1201 controls the entire computer by using a computer program and data
stored in a RAM 1202 and a ROM 1203 and performs each processing described above
as the image processing device according to the embodiments performs the processing.
In other words, the CPU 1201 functions as the processing units shown in Figs. 1, 2, 3,
and 4.

The RAM 1202 has an area for temporarily storing a computer program and data
loaded from an external storage device 1206 and data acquired from outside through an
I/F (interface) 1207. Further, the RAM 1202 has a work area used when the CPU 1201
performs various processes. Specifically, the RAM 1202 may be assigned as a picture
memory and the RAM 1202 can provide other various areas properly.

The ROM 1203 stores setting data and a boot program of the computer. An operation
unit 1204 is formed by a keyboard, a mouse, and the like. When a user of the computer
operates the operation unit 1204, various instructions can be inputted into the CPU
1201. An output unit 1205 outputs a processing result of the CPU 1201. The output
unit 1205 can be configured by a display device such as a liquid crystal display to
display a processing result.

The external storage device 1206 is a large capacity information storage device, a
typical example of which is a hard disk drive device. The external storage device 1206
stores an OS (operating system) and a computer program for causing the CPU 1201 to
implement the functions of each unit shown in Figs. 1, 2, 3, and 4. Further, the external

storage device 1206 may store images to be processed.
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The computer program and the data stored in the external storage device 1206 are ar-
bitrarily loaded to the RAM 1202 according to control of the CPU 1201 and processed
by the CPU 1201. A network such as a LAN and the Internet and other devices such as
a projector and a display device can be connected to the I/F 1207. The computer can
receive and transmit various information through the I/F 1207. Reference numeral
1208 denotes a bus that connects each unit described above.

Regarding the operations performed in the configurations describe above, the CPU
1201 mainly controls the operations described in the above flowcharts.

Other Embodiments

Aspects of the present invention can also be realized by a computer of a system or
apparatus (or devices such as a CPU or MPU) that reads out and executes a program
recorded on a memory device to perform the functions of the above-described em-
bodiment(s), and by a method, the steps of which are performed by a computer of a
system or apparatus by, for example, reading out and executing a program recorded on
a memory device to perform the functions of the above-described embodiment(s). For
this purpose, the program is provided to the computer for example via a network or
from a recording medium of various types serving as the memory device (e.g.,
computer-readable medium).

While the present invention has been described with reference to exemplary em-
bodiments, it is to be understood that the invention is not limited to the disclosed
exemplary embodiments. The scope of the following claims is to be accorded the
broadest interpretation so as to encompass all such modifications and equivalent
structures and functions.

This application claims the benefit of Japanese Patent Application No. 2012-144322,

filed June 27, 2012, which is hereby incorporated by reference herein in its entirety.
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Claims
An image coding device comprising:
a prediction unit configured to divide an inputted image into a plurality
of blocks and generate prediction errors from pixels to be referred to;
a transform unit configured to perform an orthogonal transform on the
prediction errors and generate transform coefficients;
a quantization unit configured to generate quantization coefficients by
quantizing the generated transform coefficients by using a quantization
matrix;
a coefficient coding unit configured to code the quantization coef-
ficients; and
a quantization matrix coding unit configured to code the quantization
matrix when the quantization matrix is not the same as a predetermined
quantization matrix and code correspondence information indicating
that the quantization matrix is the same as the predetermined quan-
tization matrix when the quantization matrix is the same as the prede-
termined quantization matrix.
The image coding device according to Claim 1, wherein, when there is
a plurality of the predetermined quantization matrixes, the quantization
matrix coding unit codes reference information that indicates a quan-
tization matrix to which the quantization matrix corresponds in addition
to the correspondence information.
The image coding device according to Claim 1, wherein the prede-
termined quantization matrix is at least a quantization matrix stored in
the coding device in advance, a quantization matrix that has been
coded, or a quantization matrix in which all coefficients have the same
value.
The image coding device according to Claim 1, further comprising:
a transform control unit configured to determine whether or not to
perform the orthogonal transform on the prediction errors; and
a bit depth adjustment unit configured to adjust a bit depth of the
prediction errors when the orthogonal transform is not performed.
The image coding device according to Claim 4, wherein a deter-
mination result of whether or not to perform the orthogonal transform
on the prediction errors is further coded.
The image coding device according to Claim 4, wherein the transform

coefficients which are outputs of the transform unit and the prediction
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errors where the bit depth is adjusted and which are outputs of the bit
depth adjustment unit are quantized by using the same quantization
martrix.

An image decoding device comprising:

a decoding/separation unit configured to decode header information of
an inputted bit stream and separate necessary codes;

a coefficient decoding unit configured to decode quantization coef-
ficients;

a quantization matrix decoding unit configured to decode a quantization
matrix used to inverse-quantize the quantization coefficients when the
quantization matrix is not the same as a predetermined quantization
matrix and decode correspondence information indicating that the
quantization matrix is the same as the predetermined quantization
matrix when the quantization matrix is the same as the predetermined
quantization matrix;

a inverse quantization unit configured to generate transform coef-
ficients by inverse-quantizing the decoded quantization coefficients by
using the decoded quantization matrix or the correspondence in-
formation; and

a reconstruction unit configured to restore an image from prediction
errors obtained by inverse-transforming the transform coefficients.

The image decoding device according to Claim 7, further comprising:
a inverse transform control unit configured to determine whether or not
to perform an inverse orthogonal transform on inverse quantization co-
efficients which are outputs of the inverse quantization unit; and

a bit depth inverse adjustment unit configured to inverse-adjust a bit
depth of the inverse quantization coefficients when the inverse or-
thogonal transform is not performed.

The image decoding device according to Claim 8, wherein a deter-
mination result of whether or not to perform the inverse orthogonal
transform on the inverse quantization coefficients is further coded and
the inverse transform control unit determines on the basis of the deter-
mination result.

An image coding method of an image coding device, the image coding
method comprising:

a prediction step of dividing an inputted image into a plurality of blocks
and generating prediction errors from pixels to be referred to;

a transform step of perform