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Beschreibung
Gebiet der Erfindung

[0001] Die vorliegende Erfindung bezieht sich auf
Kommunikationssysteme und genauer gesagt auf
das adaptive Filtern von Audiosignalen in Kommuni-
kationssystemen.

Hintergrund der Erfindung

[0002] In heutigen Kommunikationssystemen Uber-
wiegen adaptive Filteranordnungen. Solche Anord-
nungen werden typischerweise verwendet, um uner-
winschte Signalkomponenten zu reduzieren oder zu
entfernen und/oder gewinschte Signalkomponenten
zu kontrollieren oder zu verstarken.

[0003] Ein Ubliches Beispiel einer solchen Filteran-
ordnung bezieht sich auf Freisprechtelefone, bei de-
nen ein eingebauter Kopfhérer und ein Mikrofon ei-
nes konventionellen Telefonhdrers durch einen exter-
nen Lautsprecher bzw. ein externes Mikrofon ersetzt
sind, so dass der Telefonbenutzer kommunizieren
kann, ohne die Telefoneinheit physisch in der Hand
zu halten. Da aus dem externen Lautsprecher drin-
gendes Gerausch vom externen Mikrofon aufgenom-
men werden kann, wird Ublicherweise eine adaptive
Filterung durchgefiihrt, um zu verhindern, dass die
Lautsprecherausgabe zurtick echot und den entfern-
ten Verwender am anderen Ende der Konversation
stort. Diese Art adaptiver Filterung oder Echo-Unter-
driickung ist ein grundlegendes Merkmal von Volldu-
plex-Freisprech-Kommunikationsvorrichtungen von
heute geworden.

[0004] EP 0,708,536 offenbart einen bekannten
Echo-Unterdriicker zum Trainieren einer Echo-Pfa-
dabschatzung ohne fiir Sprache ein Hindernis darzu-
stellen.

[0005] Typischerweise wird eine Echo-Unterdri-
ckung erzielt, indem das Lautsprechersignal durch
einen adaptiven Finite Impulse Reaktions (FIR)-Filter
geleitet wird, der den akustischen Echopfad zwi-
schen dem Freisprech-Lautsprecher und dem Frei-
sprech-Mikrofon annahert oder modelliert (z. B. ein
Passagier-lnnenraum bei einer Automobil-Frei-
sprech-Telefonanwendung). Der FIR-Filter stellt da-
her eine Echoabschatzung bereit, die von dem Mikro-
fon-Ausgangssignal vor der Ubertragung an den ent-
fernten Nutzer beseitigt werden kann. Die Filte-
rungs-Charakteristik (das heif’t, der Satz von FIR-Ko-
effizienten) des adaptiven FIR-Filters wird dynamisch
und kontinuierlich eingestellt, basierend sowohl auf
der Lautsprechereingabe als auch der echo-unter-
druckten Mikrofonausgabe, um eine enge Annahe-
rung an den Echopfad bereitzustellen und Anderun-
gen im Echopfad zu verfolgen (z. B. wenn ein hiesi-
ger Nutzer eines Automobil-Freisprech-Telefons in-

nerhalb des Passagierraums seine Position ver-
schiebt).

[0006] Die Einstellung der Filter-Charakteristik wird
Ublicherweise unter Verwendung einer Art des wohl-
bekannten Adaptions-Algorithmus des kleinsten mitt-
leren Quadrats (LMS, Least Mean Square) erreicht,
der von Widrow und Hoff 1960 entwickelt worden ist.
Der LMS-Algorithmus ist das kleinste quadratisch
stochastische Gradienten-Schrittverfahren, welches,
da es sowohl effizient als auch robust ist, oft in vielen
Echtzeitanwendungen verwendet wird. Der LMS-AI-
gorithmus und seine bekannten Variationen (z. B. der
normalisierte LMS oder NLMS-Algorithmus) haben
jedoch gewisse Nachteile. Beispielsweise kann der
LMS-Algorithmus manchmal etwas langsam beim
Konvergieren (das heil3t beim Annahern der Ziel-Fil-
ter-Charakteristik, wie etwa dem akustischen
Echopfad in einer Freisprech-Telefonanwendung)
sein, insbesondere wenn der Algorithmus basierend
auf nicht-weilRem oder getdontem Eingangssignal ad-
aptiert oder trainiert wird.

[0007] Eine langsame LMS-Adaptation ist ein be-
sonderes Problem beim Freisprech-Telefonkontext,
insoweit als das Trainingssignal (das heil3t das Laut-
sprechersignal) menschliche Sprache enthalt, die nur
einen relativ kleinen Teil des gesamten moglichen Si-
gnalraums anregt und die langsam abnehmende Au-
tokorrelations-Eigenschaften aufweist, insbesondere
in Bezug auf stimmhafte (das heit Vokal-) Gerau-
sche. Darlber hinaus kann der Nah-End-Hinter-
grundlarm (z. B. Automobil-Innenraum und Stral3en-
gerausch) den LMS-Adaptionsprozess stéren und
weiter verlangsamen. Folglich gibt es einen Bedarf
an verbesserten adaptiven Filterungstechniken bei
der Freisprech-Telefonie und bei anderen Kontexten.

Zusammenfassung der Erfindung

[0008] Die vorliegende Erfindung erfiillt die oben be-
schriebenen und anderen Notwendigkeiten durch
Bereitstellen von schnell konvergierenden adaptiven
Filter-Algorithmen. Gemal exemplarischen Ausflih-
rungsformen wird die Konvergenz-Geschwindigkeit
eines konventionellen adaptiven Algorithmus durch
Kombinieren eines adaptionsverstarkenden Signals
mit einem konventionellen Algorithmen-Trainingssig-
nal verbessert, um ein verstarktes oder optimiertes
Trainingssignal bereitzustellen. Das adaptionsver-
starkende Signal wird so ausgewahlt, dass es Eigen-
schaften (z. B. spektrale Weil3heit und rasch abneh-
mender Autokorrelation zwischen Proben) aufweist,
die dem Adaptions-Algorithmus gestatten, rascher zu
konvergieren. Vorteilhafterweise kann das adaptions-
verstarkende Signal mit dem konventionellen Trai-
ningssignal so kombiniert werden, dass das verbes-
serte Trainingssignal nicht wahrnehmbar anders als
das konventionelle Trainingssignal ist. Beispielswei-
se kann im Freisprech-Telefonkontext das adaptions-
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verbessernde Signal so maligeschneidert werden,
dass es vom Lautsprechersignal (das heif3t dem kon-
ventionellen Trainingssignal) maskiert ist und somit
fur den Telefonnutzer unhérbar ist.

[0009] Eine beispielhafte Signalverarbeitungsvor-
richtung gemaR der Erfindung beinhaltet einen adap-
tiven Filter, der daflr konfiguriert ist, ein Eingangssi-
gnal zu filtern und dadurch ein gefiltertes Ausgangs-
signal bereitzustellen, wobei eine Filtereigenschaft
des adaptiven Filters dynamisch, basierend auf dem
gefilterten Ausgabesignal und auf einem Trainingssi-
gnal, justiert wird. Die beispielhafte Signalverarbei-
tungsvorrichtung enthalt auch einen Adaptionsver-
starkungs-Prozessor, der ein adaptionsverstarken-
des Signal mit einem Referenzsignal kombiniert, um
das Trainingssignal bereitzustellen, wobei das adap-
tionsverstarkende Signal basierend auf dem Refe-
renzsignal dynamisch eingestellt wird. Vorteilhafter-
weise kann das adaptionsverstarkende Signal eine
unhérbare Komponente des Trainingssignals sein,
die vom Referenzsignal maskiert ist. Beispielsweise
kann das adaptionsverstarkende Signal durch Filtern
einer weilten Pseudo-Rauschen-Sequenz oder einer
reproduzierbaren Maximallangen-Sequenz unter
Verwendung der Frequenzmaske des Referenzsig-
nals erzeugt werden. Alternativ kann das adaptions-
verstarkende Signal erzeugt werden, indem zuerst
Audiocodierung und dann Audiodecodierung des Re-
ferenzsignales durchgefiihrt wird.

[0010] Ein beispielhaftes Verfahren gemafR der Er-
findung beinhaltet die Schritte des Berechnens einer
Frequenzmaske eines Referenzsignals; Berechnens
eines adaptionsverstarkenden Signals basierend auf
der Frequenzmaske des Referenzsignals; Berech-
nens eines Trainingssignals basierend auf dem Refe-
renzsignal und dem adaptionsverstarkenden Signal;
und Einstellens einer Filter-Charakteristik des adapti-
ven Filters, basierend auf dem Trainingssignal. Wie
oben kann das adaptionsverstarkende Signal eine
unhérbare Komponente des Trainingssignals sein,
die vom Referenzsignal maskiert ist. Beispielsweise
kann der Schritt des Berechnens des adaptionsver-
starkenden Signals den Schritt des Filterns einer wei-
Ren Pseudo-Rausch-Sequenz oder einer Maximal-
langen-Sequenz unter Verwendung der Frequenz-
maske des Referenzsignals beinhalten. Alternativ
kann der Schritt des Berechnens des adaptionsver-
starkenden Signales den Schritt der Audiocodierung
des Referenzsignals und dann der Audiodecodierung
des Referenzsignals beinhalten.

[0011] Die oben beschriebenen und anderen Merk-
male und Vorteile der Erfindung werden nachstehend
detailliert und unter Bezugnahme auf die illustrativen
Beispiele, die in den beigefligten Zeichnungen ge-
zeigt werden, erlautert. Fachleute werden erkennen,
dass die beschriebenen Ausflihrungsformen fir illus-
trative Zwecke und zum Verstandnis bereitgestellt

werden und dass verschiedene aquivalente Ausfiih-
rungsformen hier erwogen werden.

Kurze Beschreibung der Zeichnungen

[0012] Fig. 1 ist ein Blockdiagramm eines beispiel-
haften Freisprech-Telefonsystems, in dem adaptions-
verstarkende Techniken der Erfindung implementiert
sind.

[0013] Fig. 2 ist ein Spektralplot, der eine beispiel-
hafte sofortige Frequenzmaske entsprechend einem
einzelnen horbaren Ton darstellt.

[0014] Fig. 3 ist ein Blockdiagramm eines beispiel-
haften Adaptionsverstarkungs-Prozessors gemaf
der Erfindung.

[0015] Fig. 4 ist ein Blockdiagramm eines alternati-
ven Adaptionsverstarkungs-Prozessors gemal der
Erfindung.

Detaillierte Beschreibung der Erfindung

[0016] Fig. 1 zeigt ein beispielhaftes Freisprech-Te-
lefonsystem 100, das Adaptionsverstarkungstechni-
ken gemaf der Erfindung beinhaltet. Wie gezeigt, be-
inhaltet das beispielhafte System 100 ein Mikrofon
110, einen Lautsprecher 120, eine Summiervorrich-
tung 130, einen finiten Impuls-Reaktions (FIR)-Filter
140, einen Kleinste-mittlere-Quadrate (LMS)-Kreuz-
korrelator 150 und einen Adaptionsverstarkungs-Pro-
zessor 160. Fachleute werden erkennen, dass die
unten beschriebene Funktionalitat der in Fig. 1 dar-
gestellten Komponenten unter Verwendung bekann-
ter digitaler Signalverarbeitungs-Hardware und/oder
eines Universal-Digital-Computers implementiert
werden kann. Fachleute werden auch erkennen,
dass in der Praxis das beispielhafte System 100
Komponenten (z. B. einen Analog/Digital-Wandler
am Ausgang des Mikrofons 110 und einen Digi-
tal/Analog-Wandler am Eingang des Lautsprechers
120) beinhaltet, die in Fig. 1 weggelassen sind, da
sie fur ein Verstandnis der vorliegenden Erfindung
nicht kritisch sind.

[0017] Im Betrieb wird ein entferntes Audiosignal
einschlieBlich der Sprache eines entfernten Anwen-
ders (nicht gezeigt) am Lautsprecher 120 fir die Pra-
sentation an den Nah-End-Anwender (ebenfalls nicht
gezeigt) eingegeben. Die Lautsprecherausgabe wird
dann Uber einen unbekannten und sich manchmal
andernden Echopfad zuriick zum Mikrofon 110 gee-
chot, wie durch die variable Ubertragungsfunktion
H(z) in Fig. 1 angezeigt ist. Somit beinhaltet die Au-
dioausgabe aus dem Mikrofon 110 das Lautspre-
cher-Echo, wie auch die Nah-End-Anwendersprache
und Nah-End-Hintergrundgerausche. Um zu verhin-
dern, dass das Lautsprecher-Echo den entfernten
Anwender erreicht und stort, filtert der FIR-Filter 140
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das Lautsprechersignal, um eine Abschatzung des
am Mikrofon 110 empfangenen Lautsprecher-Echos
bereitzustellen und die resultierende Echo-Abschat-
zung wird von der Mikrofonausgabe uber die Sum-
miervorrichtung 130 subtrahiert. Die echo-unter-
druckte Ausgabe aus der Summiervorrichtung 130
wird dann an den entfernten Anwender Ubertragen
und zum LMS-Kreuzkorrelator 150 zur Verwendung
beim Adaptieren der Filter-Koeffizienten oder Abgriffe
des FIR-Filters 140 zurlickgekoppelt, so dass sie
zum echten Echopfad H(z) konvergieren und ihm fol-
gen. Wie im Stand der Technik bekannt, berechnet
der LMS-Kreuzkorrelator 150 Filter-Koeffizienten-Ak-
tualisierungen basierend sowohl auf der echo-unter-
druckten Ausgabe, oder dem Fehlersignal, als auch
dem Lautsprecher-Eingangs- oder -Trainingssignal.

[0018] Bei konventionellen Systemen wird das ent-
fernte Audiosignal direkt zum Lautsprecher zur Pra-
sentation an dem Nah-End-Anwender gereicht und
eine digitalisierte Version des entfernten Audiosig-
nals wird direkt als Trainings- oder Referenzsignal
zum Entwickeln der Echoabschatzung verwendet
(das heil’t das digitale entfernte Audio wird direkt so-
wohl am FIR-Filter 140 als auch dem LMS-Kreuzkor-
relator 150 eingegeben). Folglich kénnen die Fil-
ter-Koeffizienten des FIR-Filters 140 langsam damit
sein, zum wahren Echopfad H(z) zu konvergieren
und ihm zu folgen, wie oben beschrieben. Mit ande-
ren Worten ist, da die Sprache des entfernten An-
wenders typischerweise langsam abnehmende Auto-
korrelations-Eigenschaften aufweist und nur einen
relativ kleinen Teil des gesamten mdglichen Signal-
raums anregt, das entfernte Audiosignal nicht ideal
zur Verwendung beim Trainieren eines LMS-basier-
ten Algorithmus.

[0019] Gemal der vorliegenden Erfindung wird je-
doch das entfernte Audiosignal nicht direkt als ein
Trainingssignal fir den LMS-Prozess verwendet.
Stattdessen verwendet der adaptionsverstarkende
Prozessor 160 das entfernte Audiosignal als eine Re-
ferenz beim Entwickeln eines adaptionsverstarken-
den Signals (das hei3t eines Signals, welches Eigen-
schaften aufweist, die zum Trainieren eines adapti-
ven Algorithmus geeigneter sind), das mit dem ent-
fernten Audio-Referenzsignal kombiniert wird, um ein
optimales, adaptionsverstarkendes Trainingssignal
bereitzustellen. Vorteilhafterweise koénnen Unter-
schiede zwischen dem optimierten Trainingssignal
und dem entfernten Audio-Referenzsignal (das heif3t
dem konventionellen Trainingssignal) fur das
menschliche Ohr unwahrnehmbar gemacht werden.
Genauer gesagt, kann das Adaptionsverstar-
kungssggnal so maRgeschneidert werden, dass es
vom entfernten Audiosignal maskiert wird und somit
fur den Nah-End-Anwender unhérbar ist. Als Ergeb-
nis wird eine Adaptionsverstarkung erzielt, ohne die
Systemleistung aus der Sicht des Nah-End-Anwen-
ders zu beeintrachtigen.

[0020] Um das Adaptionsverstarkungssginal fiir den
Nah-End-Anwender, der einem entfernten Audiosig-
nal zuhért, unwahrnehmbar zu machen, werden be-
kannte Maskierungseigenschaften des menschlichen
Hor-Mechanismus eingesetzt. Speziell wird eine dy-
namische Frequenzmaske des entfernten Audiosig-
nals in Echtzeit berechnet und das Adaptionsverstar-
kungssginal wird dynamisch Ubereinstimmend mit
der Frequenzmaske eingestellt, so dass das Adapti-
onsverstarkungssginal unhérbar bleibt. Anders aus-
gedrickt, wird das Adaptionsverstarkungssginal kon-
tinuierlich mafigeschneidert, so dass es effektiv
durch das entfernte Audiosignal verborgen wird.

[0021] Das Maskieren eines Signals durch ein an-
deres istin Fig. 2 dargestellt. In der Figur ist eine ver-
zogerungsfreie Frequenzmaske 210 eines Einzel-
tons 230 gezeigt. Die verzégerungsfreie Frequenz-
maske 210 definiert einen verzégerungsfreie Bereich
220, der vom Einzelton 230 maskiert (das heif3t un-
hoérbar gemacht) ist. Mit anderen Worten kann kein
Signal, das einen Spektralinhalt vollstandig innerhalb
des Bereichs 220 aufweist, von einem dem Ton 230
zuhérenden menschlichen Ohr wahrgenommen wer-
den. In der Praxis wird die Frequenzmaske eines Au-
diosignals dynamisch und kontinuierlich verandert,
und Fachleute werden erkennen, dass die verzoge-
rungsfreie Maske 210 nur fir einen festen Zeitpunkt

gilt.

[0022] Die Maskiereigenschaften des menschlichen
Hoér-Mechanismusses werden beispielsweise in Zwi-
cker and Fastl, "Psychoacoustics, Facts and Mo-
dels", Springer, Heidelberg, 1990 beschrieben. Zu-
satzlich sind Algorithmen zum dynamischen Berech-
nen der Frequenzmaske eines Audiosignals in Echt-
zeit im Detail in den Spezifikationen beschrieben, die
von der bekannten Moving Pictures Experts Group
(MPEG) herausgegeben werden. Man siehe bei-
spielsweise K. Brandenburg und Marini Bosi, "Over-
view of MPEG-Audio: Current und future standards
for low bit-rate audio coding", 99. AES, New York,
6.-9. Oktober 1995, Vorabdruck #4130 (29 Seiten)
und Nikil Jayant, James Johnston und Robert Safra-
nek, "Signal Compression Based on Models of Hu-
man Perception”, Proceedings of the IEEE, Oktober
1993, Band 81, Nummer 10, Seiten 1385-1421, die
alle unter Bezugnahme hier inkorporiert sind.

[0023] Solche Algorithmen werden beispielsweise
bei MPEG-Audiocodierern verwendet, um die Bit-Ra-
te zu reduzieren, die bendtigt wird, um ein interessie-
rendes Signal zu reprasentieren. Mit anderen Worten
werden die Frequenzmasken-Algorithmen verwen-
det, um zu bestimmen, welche Anteile eines Signals
entfernt werden kénnen, ohne das Signal horbar zu
storen. Im Gegensatz dazu werden dynamische Fre-
quenzmasken-Algorithmen im Kontext der vorliegen-
den Erfindung verwendet, um eine Frequenzvertei-
lung des Adaptionsverstarkungssginals zu etablie-
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ren. Anders ausgedrickt wird, bei gegebener dyna-
mischer Frequenzmaske des entfernten Audiosig-
nals, das Adaptionsverstarkungssginal in Echtzeit so
konstruiert, dass es einen Spektralinhalt aufweist,
der vollstandig innerhalb des unhdrbaren Bereichs
liegt (das heildt innerhalb des Bereichs, der vom ent-
fernten Audiosignal maskiert wird). Beispielsweise
kann das Adaptionsverstarkungssginal so eingestellt
werden, dass es eine Spektralverteilung aufweist, die
sich der der dynamisch berechneten Frequenzmaske
annahert.

[0024] Die Erzeugung des Adaptionsverstar-
kungssginals anhand der Frequenzmaske des ent-
fernten Audiosignals kann in einer Reihe von Weisen
bewerkstelligt werden. Beispielsweise kann ein Mo-
dellsignal mit Eigenschaften, die eine rasche adapti-
ve Algorithmus-Konvergenz (z. B. spektrale Weil3heit
und rasches Abklingen oder nichtexistierende Auto-
korrelation zwischen Proben) férdern, unter Verwen-
dung der entfernten Audio-Frequenzmaske gefiltert
werden, um das Adaptionsverstarkungssginal bereit-
zustellen.

[0025] Beispielhafte Modellsignale enthalten weile
Pesudo-Rausch(PN)-Signale und reproduzierbare
Maximallangen-Sequenz (MLS)-Signale. Verfahren
zum Erzeugen solcher Signale in Echtzeit sind be-
kannt. WeiRes Rauschen und MLS-Signale werden
oft beispielsweise beim Echtzeittesten von Frequenz-
und Raumreaktionen fir High-Fidelity-Audio-Ausstat-
tung verwendet. Vorteilhafterweise, wenn das sich
ergebende Adaptionsverstarkungssginal mit dem
entfernten Audiosignal kombiniert (z. B. dazu-ad-
diert) wird, veranlasst das resultierende optimierte
Trainingssignal die Filterungseigenschaft des
FIR-Filters 140 dazu, rascher zu konvergieren, wah-
rend der Nah-End-Anwender sich nicht bewusst wird,
dass das Adaptionsverstarkungssginal vorhanden
ist.

[0026] Fiq. 3 stellt einen beispielhaften Prozessor
300 zum Erzeugen eines verbesserten adaptiven Al-
gorithmus-Trainingssignals in der oben beschriebe-
nen Art und Weise dar. Der beispielhafte Prozessor
300 kann beispielsweise verwendet werden, um den
Adaptionsverstarkungs-Prozessor 160 von Fig. 1 zu
implementieren. Wie gezeigt, beinhaltet der beispiel-
hafte Prozessor 300 einen Frequenzmasken-Berech-
nungsprozessor 310, einen Pseudo-Rauschen-Ge-
nerator 320, einen Frequenzmaskenfilter 330 und
eine Summiervorrichtung 340. Fachleute werden er-
kennen, dass die unten beschriebene Funktionalitat
der Komponenten von Fig. 3 unter Verwendung jeg-
licher aus einer Vielzahl von bekannten Hard-
ware-Konfigurationen implementiert werden kann,
einschlieBlich standardmaRiger digitaler Signalverar-
beitungskomponenten, einem Universal-Computer
und/oder einer oder mehrerer applikations-spezifi-
scher integrierter Schaltungen (ASICs).

[0027] In Fig. 3 wird ein Referenzsignal (z. B. ein
entferntes Audiosignal) mit einem Eingang des Fre-
quenzmasken-Berechnungsprozessors 310 und mit
einem ersten additiven Eingang der Summiervorrich-
tung 340 gekoppelt. Zusatzlich wird ein Ausgang des
Frequenzmasken-Berechnungsprozessors 310 mit
einem Kontrolleingang des Frequenzmaskenfilters
330 gekoppelt und ein Ausgang des Pseudo-Rau-
schen-Generators 320 wird mit einem Audioeingang
des Frequenzmaskenfilters 330 gekoppelt. Weiterhin
wird ein Audioausgang des Frequenzmaskenfilters
330 mit einem zweiten additiven Eingang der Sum-
miervorrichtung 340 gekoppelt und ein Ausgang der
Summiervorrichtung 330 dient als adaptionsverstar-
kendes Trainingssignal (z. B. zur Eingabe in den ad-
aptiven Filter 140 und den LMS-Kreuzkorrelator 150

von Fig. 1).

[0028] Im Betrieb berechnet der Frequenzmas-
ken-Berechnungsprozessor 310 die dynamische Fre-
quenzmaske des entfernten Audiosignals (z. B. ein-
mal fur jeden Block an Proben des entfernten Audio-
signals). Wie oben beschrieben, wird die Frequenz-
maske unter Verwendung jeglichen geeigneten Algo-
rithmusses berechnet, wie etwa den in den oben in-
korporierten MPEG-Dokumenten beschriebenen Al-
gorithmen. Die sich ergebende Frequenzmaske wird
dann verwendet, um die Filteribertragungsfunktion
des Frequenzmaskenfilters 330 zu aktualisieren.

[0029] Zum gleichen Zeitpunkt stellt der Generator
320 ein Modellsignal (z. B. eine Pseudo-Weil3-Rau-
schen-Sequenz oder eine Maximallangen-Sequenz)
dem Audioeingang des Frequenzmaskenfilters 330
bereit und der Filter 330 bearbeitet das Modellsignal,
um ein gefiltertes modelliertes Signal bereitzustellen,
das dem entfernten Audiosignal hinzugefigt wird
(Uber die Summiervorrichtung 340), um das verbes-
serte adaptive Algorithmen-Referenzsignal bereitzu-
stellen. Wie oben beschrieben, fordert der addierte
Signalinhalt die rasche Konvergenz des echo-unter-
druckenden adaptiven Filters (z. B. Filter 130 von
Eig. 1) und ist fur den Nah-End-Anwender unhérbar.

[0030] Fachleute werden erkennen, dass die vom
Frequenzmaskenfilter 330 durchgefiuhrte Filterung
entweder in der Frequenz- oder in der Zeitdomane
ausgefuhrt werden kann. Bei Anwendungen, bei de-
nen eine Frequenzdomanenfilterung (das heil3t Filte-
rung durch Vektor-Multiplikation eines Satzes von
Frequenzdomanen-Koeffizienten des Filters 330 mit
einer Frequenzdomanen-Reprasentation eines Pro-
benblocks des Modellsignals) bevorzugt wird, kann
der Filter 330 aktualisiert werden, indem periodisch
(das heil’t einmal fir jeden Probenblock) die Spek-
tralwerte, die sich aus der Frequenzmaskenberech-
nung ergeben, direkt zum Filter 330 kopiert werden.
Alternativ kann bei Anwendungen, bei denen eine
Zeitdomanenfilterung (das heilt, Filterung durch pro-
benweise Konvolution von Proben des Modellsignals
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mit Zeitdomanen-Koeffizienten des Frequenzmas-
kenfilters 330) bevorzugt wird, der Filter 330 durch
Umwandeln der sich aus der Frequenzmaskenbe-
rechnung der Zeitdomane (z. B. unter Verwendung
einer Inversen Fast Fourier Transformation oder
IFFT) ergebenden Spektralwerte und dann Kopieren
der sich ergebenden Zeitdomanen-Koeffizienten zum
Filter 300 aktualisiert werden. Die Auswahl zwischen
Zeitdomanen und Frequenzdomanenfilterung ist eine
Frage der Designauswabhl.

[0031] Fig. 4 stellt ein alternatives System 400 zum
Erzeugen des Adaptionsverstarkungssginals anhand
der Frequenzmaske des entfernten Audiosignals dar.
Wie der Prozessor 300 von Fig. 3 kann der alternati-
ve Prozessor 400 beispielsweise verwendet werden,
um den Adaptionsverstarkungsprozessor 160 von
Fig. 1 zu implementieren. Wie gezeigt, beinhaltet der
alternative Prozessor 400 einen MPEG-Audio-Codie-
rer 410 und einen MPEG-Audio-Decodierer 420.
Fachleute werden erkennen, dass die unten be-
schriebene Funktionalitdt der Komponenten von
Fig. 4 unter Verwendung jeglicher aus einer Vielzahl
von bekannten Hardware-Konfigurationen implemen-
tiert werden kann, einschlieRlich standardisierter digi-
taler Signalverarbeitungs-Komponenten, einem Uni-
versal-Digital-Computer und/oder einem oder mehre-
ren applikationsspezifischen integrierten Schaltung
(ASICs).

[0032] In Eig. 4 wird ein Referenzsignal (z. B. das
entfernte Audiosignal) mit einem Eingang des Au-
dio-Codierers 410 gekoppelt und ein Ausgang des
Audio-Codierers 410 ist mit einem Eingang des Au-
dio-Decodierers 420 gekoppelt. Ein Ausgang des Au-
dio-Decodierers 420 dient als das adaptionsverstar-
kende Trainingssignal (z. B. zur Eingabe an den ad-
aptiven Filter 140 und den LMS-Kreuzkorrelator 150

von Fig. 1).

[0033] Im Betrieb codiert der Audio-Codierer 410
das entfernte Audiosignal (z. B. unter Verwendung ei-
nes MPEG-Codierungs-Algorithmusses, wie in den
oben inkorporierten MPEG-Dokumenten beschrie-
ben) und der Audio-Decodierer 420 decodiert das re-
sultierende Signal unmittelbar (z. B. unter Verwen-
dung eines komplementaren MPEG-Decodier-Algo-
rithmus, wie in den oben inkorporierten MPEG-Arti-
keln beschrieben), um das adaptionsverstarkende
Referenzsignal bereitzustellen. Da der MPEG-Au-
dio-Codierer unhdrbare Informationen im entfernten
Audiosignal unter Verwendung sehr weniger Bits co-
diert, wird die unhoérbare Information schwer quanti-
siert und es wird unhdrbares Quantisierungs-Rau-
schen nach Wunsch eingefiihrt. Wie beim Prozessor
300 von Fig. 3 fordert der im entfernten Audiosignal
in Eig. 4 eingeflhrte Signalinhalt rasche Konvergenz
des echo-unterdrickenden adaptiven Filters (z. B.
Filter 130 von Eig. 1) und ist fir Nah-End-Anwender
unhorbar.

[0034] Allgemein stellt die vorliegende Erfindung
Verfahren und Vorrichtungen zum Verbessern der
Konvergenzgeschwindigkeit eines adaptiven Filte-
rungs-Algorithmus bereit. Gemaf beispielhafter Aus-
fuhrungsformen wird die Konvergenzgeschwindigkeit
eines adaptiven Algorithmusses durch Kombinieren
eines adaptionsverstarkenden Signals mit einem
konventionellen Algorithmus-Trainingssignal verbes-
sert, um ein verstarktes oder optimiertes Trainingssi-
gnal bereitzustellen. Das adaptionsverstarkende Sig-
nal ist so ausgelegt, dass es Eigenschaften (z. B.
spektrale Weifllheit und rasch abklingende Autokorre-
lation zwischen Proben) aufweist, die dem Adapti-
ons-Algorithmus gestatten, rascher zu konvergieren.
Vorteilhafterweise kann das Adaptionsverstarkungs-
signal mit dem konventionellen Trainingssignal so
kombiniert werden, dass das verstarkte Trainingssig-
nal nicht wahrnehmbar anders als das konventionelle
Trainingssignal ist. Beispielsweise kann im Frei-
sprech-Telefonkontext das Adaptionsverstarkungssi-
gnal so maRgeschneidert werden, dass es vom Laut-
sprechersignal (das heif3t dem konventionellen Trai-
ningssignal) maskiert und damit fur den Telefon-An-
wender unhdrbar ist.

[0035] Fachleute werden erkennen, dass die vorlie-
gende Erfindung nicht auf die spezifischen beispiel-
haften Ausfihrungsformen beschrankt ist, die hier
aus illustrativen Grinden beschrieben worden sind,
und dass zahlreiche alternative Ausfuhrungsformen
ebenfalls erwogen werden. Beispielsweise sind, ob-
wohl die beispielhaften Ausfliihrungsformen in Bezug
auf akustische Echo-Unterdrickung im Frei-
sprech-Telefonie-Kontext beschrieben worden sind,
die offenbarten Adaptionsverstarkungstechniken
gleichermalRen auf alle adaptiven Filterungsanord-
nungen anwendbar (z. B. adaptive Gerauschunter-
driickung und Netzwerk-Echo-Unterdriickung). Daru-
ber hinaus kénnen die offenbarten Maskierungstech-
niken beispielsweise ebenfalls verwendet werden,
um unhoérbare Daten hinter einem hérbaren, interes-
sierenden Signal zu Ubertragen, wie etwa Sprache
oder Musik. Der Umfang der Erfindung ist daher
durch die hier angehangten Anspriiche definiert, und
nicht durch die vorstehende Beschreibung, und alle
mit der Bedeutung der Anspriiche konsistenten Aqui-
valente sollen hiervon erfasst sein.

Patentanspriiche

1. Signalverarbeitungs-Vorrichtung, umfassend:
einen adaptiven Filter (130, 140), der dafir konfigu-
riert ist, ein Eingangssignal zu filtern und dadurch ein
gefiltertes Ausgangssignal bereitzustellen, wobei
eine Filtereigenschaft des adaptiven Filters (130,
140) dynamisch justiert wird, basierend auf dem ge-
filterten Ausgangssignal und einem Trainingssignal;
und
einen Adaptionsverstarkungsprozessor (300, 400)
der ein adaptationsverstarkendes Signal mit einem
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Referenzsignal kombiniert, um das Trainingssignal
dem adaptiven Filter (130, 140) bereitzustellen, wo-
bei das adaptionsverstarkende Signal dynamisch
justiert wird, basierend auf dem Referenzsignal.

2. Signalverarbeitungs-Vorrichtung gemafl An-
spruch 1, wobei das Eingangssignal ein Nahend-Au-
diosignal ist und das Referenzsignal ein Fernend-Au-
diosignal ist.

3. Signalverarbeitungs-Vorrichtung gemafl An-
spruch 1, wobei der adaptive Filter (130, 140) ein
Echokompensationsfilter (130) ist und wobei das ge-
filterte Ausgangssignal ein Nahend-echokompensier-
tes Audiosignal ist.

4. Signalverarbeitungs-Vorrichtung gemafl An-
spruch 1, wobei der Adaptionsverstarkungsprozes-
sor (300) daflir adaptiert ist, das adaptionsverstar-
kende Signal zum Referenzsignal hinzuzuaddieren
(340), um das Trainingssignal flir den adaptiven Filter
(130, 140) bereitzustellen.

5. Signalverarbeitungs-Vorrichtung gemafl An-
spruch 1, wobei das adaptionsverstarkende Signal
basierend auf einer dynamisch berechneten Fre-
quenzmaske (310) des Referenzsignals erzeugt
wird.

6. Signalverarbeitungs-Vorrichtung gemafl An-
spruch 1, wobei das adaptionsverstarkende Signal
eine unhorbare Komponente des Trainingssignals ist,
die vom Referenzsignal maskiert ist.

7. Signalverarbeitungs-Vorrichtung gemafl An-
spruch 6, wobei eine Frequenzverteilung des adapti-
onsverstarkenden Signals ungefahr zur Frequenz-
maske des Referenzsignals passt.

8. Signalverarbeitungs-Vorrichtung gemafl An-
spruch 6, wobei das adaptionsverstarkende Signal
durch Filtern (330) einer weilen Pseudo-Rausch-Se-
quenz 320 unter Verwendung der Frequenzmaske
(310) des Referenzsignals erzeugt wird.

9. Signalverarbeitungs-Vorrichtung gemafl An-
spruch 6, wobei das adaptionsverstarkende Signal
durch Filtern (330) einer reproduzierbaren Maximal-
langensequenz unter Verwendung der Frequenz-
maske (310) des Referenzsignals erzeugt wird.

10. Signalverarbeitungs-Vorrichtung gemafl An-
spruch 6, wobei das adaptionsverstarkende Signal
erzeugt wird, indem zuerst das Referenzsignal audi-
ocodiert (410) und dann audiodecodiert (420) wird.

11. Signalverarbeitungs-Vorrichtung gemafl An-
spruch 1, wobei die Filterungs-Charakteristik des ad-
aptiven Filters gemal einem Algorithmus (150) der
kleinsten mittleren Quadrate (LMS) justierbar ist.

12. Kommunikationsvorrichtung zum Bereitstel-
len bidirektionaler Kommunikationen zwischen einem
Nahend-Anwender und einem Fernend-Anwender
Uber ein bidirektionalen Kommunikationskanal, um-
fassend:
ein Nahend-Mikrofon (110), das Nahend-Gerausche
empfangt und ein entsprechendes Nahend-Audiosig-
nal bereitstellt;
einen adaptiven Echokompensator (130), der das
Nahend-Audiosignal empfangt und ein echokompen-
siertes Nahend-Signal zur Ubertragung an den Fer-
nend-Anwender Uiber den Kommunikationskanal be-
reitstellt, wobei adaptive Filterkoeffizienten des adap-
tiven Echokompensators (130) dynamisch in Abhan-
gigkeit von dem echokompensierten Nahend-Signal
und von einem Audio-Trainingssignal justierbar sind;
einen Adaptionsverstarkungsprozessor (300, 400),
der ein Fernend-Audiosignal tGiber den Kommunikati-
onskanal empfangt und das Audio-Trainingssignal
dem adaptiven Echokompensator bereitstellt, wobei
der Prozessor dafiir ausgelegt ist, das Audio-Trai-
ningssignal durch Kombinieren des Fernend-Audiosi-
gnals mit einem adaptionsverstarkenden Signal dy-
namisch zu berechnen, wobei das adaptionsverstar-
kende Signal dynamisch basierend auf einer Fre-
quenzmaske (310) des Fernend-Audiosignals justier-
bar ist; und
einen Nahend-Lautsprecher (120), der das Au-
dio-Trainingssignal empfangt und das entsprechende
Fernend-Gerausch dem Nahend-Anwender bereit-
stellt.

13. Kommunikationsvorrichtung gemal  An-
spruch 12, wobei der Prozessor dafiir ausgelegt ist,
das Audio-Trainingssignal durch Summieren (340)
von Proben des Fernend-Audiosignals und des ad-
aptionsverstarkenden Signals zu berechnen.

14. Kommunikationsvorrichtung gemal  An-
spruch 12, wobei das adaptionsverstarkende Signal
eine nicht horbare Komponente des Audio-Trainings-
signals ist.

15. Kommunikationsvorrichtung gemal  An-
spruch 14, wobei das adaptionsverstarkende Signal
so einstellbar ist, dass eine Frequenzverteilung des
adaptionsverstarkenden Signals ungefahr die Fre-
quenzmaske des Fernend-Audiosignals verfolgt.

16. Kommunikationsvorrichtung gemal  An-
spruch 14, wobei das adaptionsverstarkende Signal
durch Filtern (330) einer weiflen Pseudo-Rausch-Se-
quenz (320) unter Verwendung der Frequenzmaske
(310) des Fernend-Audiosignales hergestellt wird.

17. Kommunikationsvorrichtung gemal  An-
spruch 14, wobei das adaptionsverstarkende Signal
durch Filtern einer reproduzierbaren Maximallan-
gen-Sequenz unter Verwendung der Frequenzmaske
des Fernend-Audiosignals hergestellt wird.
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18. Kommunikationsvorrichtung gemafl  An-
spruch 14, wobei das adaptionsverstarkende Signal
hergestellt wird, indem das Fernend-Audiosignal zu-
erst audiocodiert (410) und dann audiodecodiert
(420) wird.

19. Kommunikationsvorrichtung gemafll  An-
spruch 12, wobei die adaptiven Filterkoeffizienten
des adaptiven Echokompensators gemaf einem Al-
gorithmus kleinster mittlerer Quadrate (LMS) justier-
bard sind.

20. Verfahren zum Trainieren eines adaptiven Fil-
ters, umfassend die Schritte:
Berechnen einer Frequenzmaske (310) eines Refe-
renzsignals;
Berechnen eines adaptionsverstarkenden Signals
basierend auf der Frequenzmaske (310) des Refe-
renzsignals;
Berechnen eines Trainingssignals basierend auf dem
Referenzsignal und dem adaptionsverstarkenden Si-
gnal; und
Einstellen einer Filter-Charakteristik des adaptiven
Filters, basierend auf dem Trainingssignal.

21. Verfahren gemaf Anspruch 20, wobei der ad-
aptive Filter ein Echokompensations-Filter ist und
wobei das Referenzsignal ein Audiosignal ist.

22. Verfahren gemal Anspruch 20, wobei der
Schritt des Berechnens eines Trainingssignals den
Schritt des Addierens (340) des adaptionsverstar-
kenden Signals zum Referenzsignal umfasst.

23. Verfahren gemafR Anspruch 20, wobei das
adaptionsverstarkende Signal eine unhérbare Kom-
ponente des Trainingssignals ist, die durch das Refe-
renzsignal maskiert ist.

24. Verfahren gemal Anspruch 23, wobei der
Schritt des Berechnens eines adaptionsverstarken-
den Signals den Schritt des Veranlassens einer Fre-
quenzverteilung des adaptionsverstarkenden Signals
zur Annaherung an die berechnete Frequenzmaske
umfasst.

25. Verfahren gemafR Anspruch 23, wobei das
adaptionsverstarkende Signal durch Filtern (330) ei-
ner weillen Pseudo-Rauschen-Sequenz (320) unter
Verwendung der Frequenzmaske (310) des Refe-
renzsignals hergestellt wird.

26. Verfahren gemafR Anspruch 23, wobei das
adaptionsverstarkende Signal durch Filtern einer re-
produzierbaren Maximallangen-Sequenz unter Ver-
wendung der Frequenzmaske des Referenzsignals
hergestellt wird.

27. Verfahren gemafR Anspruch 23, wobei das
adaptionsverstarkende Signal hergestellt wird, indem

das Referenzsignal zuerst audiocodiert (410) und
dann audiodecodiert (420) wird.

28. Verfahren gemal Anspruch 20, wobei die
Frequenz-Charakteristik des adaptiven Filters an-
hand eines Algorithmus (150) der kleinsten mittleren
Quadrate (LMS) eingestellt wird.

Es folgen 2 Blatt Zeichnungen
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Anhangende Zeichnungen
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