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提供一种用于分布式系统中的故障分析的

视觉工具。来自与基于云的服务相关联的综合测

量和使用数据的错误由管理应用来汇总。处理所

述错误，以创建基于所述基于云的服务的组件来

对所述错误进行分割的分布。对故障组件进行突

出显示，所述故障组件产生所述错误中的与故障

相关联的一个子集。所述故障组件是所述基于云

的服务的组件之一。以可视化提供分布，从而通

过借助于在所述故障组件附近的故障信息对所

述故障组件进行强调来标识所述故障。
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1.一种在计算设备上执行以提供用于分布式系统中的故障分析的视觉工具的方法，所

述方法包括：

汇总来自综合测量和使用数据的错误，所述使用数据包括与基于云的服务的使用场景

相关联的一个或多个顾客动作的匿名化输出，所述汇总基于包括来自以下集合中的一项或

多项的一个或多个标准：错误类型，所述基于云的服务的相关联组件的类型，以及所述相关

联组件的标识；

通过以下操作处理所述错误，以创建基于所述基于云的服务的组件来对所述错误进行

分割的分布：

基于所述错误类型对于利益相关者的相关度来对所述错误进行排序，以及

在所述分布中将排序较高的错误放置在排序较低的错误之上；

在要显示的可视化中对故障组件进行突出显示，其中所述故障组件是所述基于云的服

务的组件之一，所述故障组件产生所述错误中的与故障相关联的一个子集；以及

以所述可视化提供所述分布，从而通过借助于在所显示的所述故障组件附近的故障信

息对所述故障组件进行强调来标识所述故障。

2.根据权利要求1所述的方法，还包括：

解析所述使用数据和所述综合测量，所述综合测量包括对所述一个或多个顾客动作的

模拟的输出。

3.根据权利要求1所述的方法，还包括：

基于与所述组件的关联将所述错误分成组；以及

根据所述组创建直方图作为所述分布。

4.根据权利要求1所述的方法，还包括：

通过将所述子集的数量除以所述错误的数量来计算与所述错误的所述子集相关联的

所述错误的百分比；以及

响应于确定出所述百分比超过阈值，标识所述故障组件作为所述故障的来源。

5.根据权利要求4所述的方法，还包括：

通过将所述子集的时间段和所述子集的类型在所述故障组件附近包括于所述分布中，

来用故障信息突出显示所述故障组件。

6.根据权利要求1所述的方法，还包括：

提供故障信息以标识所述故障组件，所述故障信息具有来自由下列各项组成的集合中

的一项或多项：所述故障组件的标识、所述子集的百分比、以及在所述分布内所述子集的频

率。

7.根据权利要求1所述的方法，还包括：

基于将来自由共享连接、共享数据资源和共享操作组成的集合中的一个或多个包括在

内的关系，检测与所述故障组件相关联的相关组件。

8.根据权利要求7所述的方法，还包括：

基于由所述相关组件产生的所述错误的相关联百分比，对所述相关组件进行排序。

9.根据权利要求8所述的方法，还包括：

基于所述相关联百分比将所述相关组件放置在所述故障组件附近，以突出显示受到所

述故障影响的所述相关组件。
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10.一种提供用于分布式系统中的故障分析的视觉工具的计算设备，所述计算设备包

括：

存储器；

与所述存储器耦合的处理器，所述处理器与存储于所述存储器中的指令相结合地执行

管理应用，其中所述管理应用配置为：

基于包括来自以下集合中的一项或多项的一个或多个标准而汇总来自综合测量和使

用数据的错误：错误类型，基于云的服务的相关联组件的类型，以及所述相关联组件的标

识，其中所述使用数据包括所述基于云的服务的使用场景的顾客动作的匿名化输出，以及

所述综合测量包括对所述顾客动作的模拟的输出；

通过以下操作处理所述错误，以创建基于所述基于云的服务的组件来对所述错误进行

分割的分布：

基于所述错误类型对于利益相关者的相关度来对所述错误进行排序，以及

在所述分布中将排序较高的错误放置在排序较低的错误之上；

在要显示的可视化中对故障组件进行突出显示，其中所述故障组件是所述基于云的服

务的组件之一，所述故障组件产生所述错误中的与故障相关联的一个子集；以及

以所述可视化提供所述分布，从而通过借助于在所显示的所述故障组件附近的故障信

息对所述故障组件进行强调来标识所述故障。

11.根据权利要求10所述的计算设备，其中所述管理应用还配置为：

通过认证方案检测利益相关者的访问权限，其中所述利益相关者是所述基于云的服务

的管理员；以及

提供访问以查看与和所述基于云的服务的所述故障组件、所述故障组件的相关组件、

以及其它组件相关联的错误相关联的粒化信息。

12.根据权利要求10所述的计算设备，其中所述管理应用还配置为：

通过认证方案检测利益相关者的访问权限，其中所述利益相关者是管理所述基于云的

服务的所述故障组件的团队的成员；

提供访问以查看与和所述故障组件相关联的错误、以及和所述故障组件的相关组件相

关联的错误相关联的粒化信息；以及

限制访问与所述基于云的服务的其它组件相关联的错误。

13.根据权利要求10所述的计算设备，其中，所述管理应用还配置为：

允许利益相关者配置与检测所述故障相关联的阈值，其中所述利益相关者包括所述基

于云的服务的管理员和管理所述基于云的服务的所述故障组件的团队。

14.一种存储有提供用于分布式系统中的故障分析的视觉工具的指令的计算机可读存

储器设备，所述指令包括：

基于包括来自以下集合中的一项或多项的一个或多个标准而汇总来自综合测量和使

用数据的错误：错误类型，基于云的服务的相关联组件的类型，以及所述相关联组件的标

识，其中所述使用数据包括所述基于云的服务的使用场景的顾客动作的匿名化输出，以及

所述综合测量包括对所述顾客动作的模拟的输出；

通以下操作处理所述错误以创建基于所述组件来对所述错误进行分割的分布：

基于所述错误类型对于利益相关者的相关度来对所述错误进行排序，以及
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在所述分布中将排序较高的错误放置在排序较低的错误之上；

在要显示的可视化中对故障组件进行突出显示，其中所述故障组件是所述基于云的服

务的组件之一，所述故障组件产生所述错误中的与故障相关联的一个子集；以及

以所述可视化提供所述分布，从而通过借助于在所显示的所述故障组件附近的故障信

息对所述故障组件进行强调来标识所述故障。
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用于分布式系统中的故障分析的视觉工具

背景技术

[0001] 分布式计算技术已经使得多个计算资源能够提供协调且不同的方案。分布式计算

的一个例子是云计算，其将多个系统联合在一起来为用户需求提供解决方案。云计算可以

跨越大量的计算资源。在云计算应用和服务中使用的计算资源跨网络和位置分散。分散的

计算资源被远程地控制和管理。通常，人工方案为云计算资产提供安装和配置支持。借助于

广泛分散的计算资源的人工组件的人工安装方案是不具成本效益的。

[0002] 用于云计算系统的传统错误监视方案具有限制。云计算系统的个体组件本地监视

与健康相关的度量。由监视过程产生的信息通常在本地消费。基于该信息的任何动作是在

本地尝试的，且可以在本地记录或丢弃动作的结果。

发明内容

[0003] 提供该“发明内容”是为了以简化形式介绍在下文的“具体实施方式”中进一步描

述的概念的选集。该“发明内容”并不意图排他地标识所要求保护主题的关键特征或必要特

征，且也不打算帮助确定所要求保护主题的范围。

[0004] 实施例涉及提供用于分布式系统中的故障分析的视觉工具。在一些示例性实施例

中，基于云的服务的管理应用可以汇总来自与基于云的服务相关联的综合测量和使用数据

的错误。使用数据可以包括与基于云的服务的使用场景相关联的顾客动作的输出。综合测

量可以包括对所述顾客动作的模拟的输出。管理应用可以处理所述错误以创建基于所述基

于云的服务的组件来对所述错误进行分割的分布。可以对故障组件进行突出显示

(highlight)，其中所述故障组件是所述组件之一，所述故障组件产生所述错误中的与故障

相关联的一个子集。可以以可视化提供分布，从而通过借助于在所述故障组件附近的故障

信息对所述故障组件进行强调来标识所述故障。

[0005] 通过阅读下文的具体实施方式并且审阅相关联附图，这些和其它特征和优点将成

为显而易见的。可以理解的是，上文的发明内容和下文的具体实施方式都是示例性的，并不

限制所要求保护的各方面。

附图说明

[0006] 图1是示出根据实施例的提供用于分布式系统中的故障分析的视觉工具的方案的

组件的概念图；

[0007] 图2示出了根据实施例的提供分布式系统中的故障分析的分布的可视化的例子；

[0008] 图3示出了根据实施例的提供分布式系统中的故障分析的分布的可视化的另一例

子；

[0009] 图4示出了根据实施例的提供分布式系统中的故障分析的分布的可视化的另一例

子；

[0010] 图5是简化的联网环境，其中可以实现根据实施例的系统；

[0011] 图6示出了通用计算设备，其可以被配置为提供用于分布式系统中故障分析的视
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觉工具；以及

[0012] 图7示出了根据实施例的提供用于分布式系统中故障分析的视觉工具的过程的逻

辑流程图。

具体实施方式

[0013] 如上所简述的，用于分布式系统中的故障分析的视觉工具可以由管理应用提供。

来自与基于云的服务相关联的综合测量和使用数据的错误可以由管理应用汇总。可以处理

所述错误以创建基于所述基于云的服务的组件来对错误进行分割的分布。可以对故障组件

进行突出显示，其中故障组件是组件之一，所述故障组件产生所述错误中的与故障相关联

的一个子集。可以以可视化提供分布，从而通过借助于在故障组件附近的故障信息对故障

组件进行强调来标识故障。

[0014] 在下文的具体实施方式中，参考形成其一部分的附图，并且特定实施例或例子在

附图中中通过图示示出。在不背离本公开的精神和范围的前提下，可以组合这些方面，可以

使用其它方面，并且可以进行结构改变。因此，下文的具体实施方式不应被理解成是限制性

的，并且本发明的范围由随附权利要求及其等同物来限定。

[0015] 虽然将在结合在计算设备的操作系统上运行的应用程序执行的程序模块的一般

上下文中描述实施例，但是本领域技术人员将认识到，各方面还可以与其它程序模块组合

地实现。

[0016] 一般而言，程序模块包括执行特定任务或实现特定抽象数据类型的例程、程序、组

件、数据结构以及其它类型的结构。此外，本领域技术人员将理解的是，可以通过其它计算

机系统配置来实践实施例，所述配置包括手持设备、多处理器系统、基于微处理器或可编程

的消费者电子器件、微型计算机、大型计算机以及类似计算设备。实施例还可以在分布式计

算环境中实践，其中任务由通过通信网络链接的远程处理设备执行。在分布式计算环境中，

程序模块可以位于本地和远程存储器存储设备中。

[0017] 实施例可以实现为计算机实现过程(方法)、计算系统、或制品例如计算机程序产

品或计算机可读介质。计算机程序产品可以是计算机系统可读的计算机存储介质，并且编

码有包括用于使得计算机或计算系统执行示例性过程的指令的计算机程序。计算机可读存

储介质是计算机可读存储器设备。计算机可读存储介质例如可以经由易失性计算机存储

器、非易失性存储器、硬盘驱动器和闪存驱动器中的一个或多个实现。

[0018] 在该说明书通篇中，术语“平台”可以是软件和硬件组件的组合，以提供用于分布

式系统中的故障分析的视觉工具。平台的例子包括但不限于：在多个服务器上执行的托管

服务、在单个计算设备上执行的应用、以及可比较的系统。术语“服务器”一般指的是典型地

在联网环境中执行一个或多个软件程序的计算设备。然而，服务器还可以实现为在一个或

多个计算设备上执行的虚拟服务器(软件程序)，其被视为是在网络上的服务器。可以在下

文的描述中发现关于这些技术和示例性实施例的更多细节。

[0019] 图1是示出根据实施例的提供用于分布式系统中的故障分析的视觉工具的方案的

组件的概念图。

[0020] 在图100中，基于云的服务104可以通过客户端设备118向顾客116提供服务。基于

云的服务104可以是包括多个组件的分布式系统的例子，所述多个组件进行交互以提供一
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个或多个服务。基于云的服务104可以通过客户端设备118处的客户端接口来提供扩展性的

服务。服务可以包括文档共享、电子邮件服务、存储服务等等。另外，顾客116(被授权与客户

端设备118进行交互的)可以是包括一个人、多个人、一组人、组织等等的实体。

[0021] 基于云的服务104可以是分布式应用，其通过一个或多个计算设备提供服务，所述

一个或多个计算设备执行分布式应用的一个或多个组件。一个或多个计算设备可以通过使

用有线或无线基础设施的一个或多个网络进行连接。基于云的服务104的例子可以包括电

子邮件服务。电子邮件服务可以托管于多个计算设备中。可以基于每个计算设备的可用处

理能力在计算设备之间划分电子邮件服务。可以通过提供目录功能、联网功能、邮箱功能等

的多个组件来提供电子邮件服务。

[0022] 在另一示例性场景中，基于云的服务104可以包括文档共享服务。文档共享服务可

以基于每个计算设备的可用存储容量将所存储的文档跨多个计算设备分布。可以通过提供

目录功能、联网功能、文档托管功能等的多个组件来提供文档共享服务。基于云的服务104

的作为电子邮件服务和文档共享服务的例子并不是在限制性的意义上提供的。基于云的服

务104可以包括任意分布式计算解决方案，其为一个或多个顾客(例如，顾客116)提供服务。

[0023] 顾客116可以被允许通过客户端设备118与基于云的服务104进行交互。客户端设

备118可以包括多个计算设备，例如台式计算机、智能手机、笔记本计算机、平板计算机等。

顾客116可以通过客户端设备118所提供的基于云的服务104的客户端接口与基于云的服务

104交互。或者，基于云的服务104可以提供客户端接口，并且客户端设备118可以在客户端

应用中呈现客户端接口。顾客116可以通过多个输入模态与客户端接口交互，所述输入模态

可以包括基于触摸的动作114、基于键盘的输入、基于鼠标的输入等。基于触摸的动作114可

以包括多种手势，例如，触摸动作、滑动动作等。

[0024] 管理应用102可以分析综合测量108和使用数据110，以确定与基于云的服务104的

组件106相关联的故障。管理应用102可以是基于云的服务104的另一组件。或者，管理应用

可以是独立的应用，其提供与分布式系统(例如基于云的服务104)相关联的分析服务。

[0025] 使用数据110可以包括与基于云的服务104的使用场景相关联的顾客动作的输出。

顾客动作的例子可以包括顾客116发起关于基于云的服务104的认证方案，以及与基于云的

服务104的客户端接口进行交互。在作为基于云的服务104的例子的电子邮件服务中，顾客

动作的例子可以包括顾客116在客户端接口中进行认证、取回电子邮件、以及与电子邮件交

互。在作为基于云的服务104的例子的文档共享服务中，顾客动作的例子可以包括顾客116

借助于客户端接口进行认证、取回文档、以及与文档交互。

[0026] 综合测量108可以包括对顾客动作的模拟的输出。可以从来自基于云的服务104的

组件或客户端设备(例如，捕捉用户场景的测量的客户端设备118)的日志文件中取回使用

数据110。可以由管理应用102执行综合测量108，以通过对与模拟使用场景相关联的故障进

行检测来确定基于云的服务104的健康。可以解析使用数据110和综合测量108的输出，以检

测与基于云的服务的组件(例如，组件106)相关联的错误107。组件106可以包括硬件组件，

例如，服务器、网络设备、处理器、存储器、存储设备，等等。

[0027] 从综合测量108和使用数据110检测到的错误107可以被汇总。错误107可以基于标

准来汇总，所述标准包括错误类型、基于云的服务104的关联组件的标识、关联组件的类型

等。可以处理错误107以创建分布112，其基于所述基于云的服务104的组件来对错误107进
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行分割。在示例性场景中，与组件106相关联的错误107可以用于创建分布的一个片段

(segment)。

[0028] 故障组件可以被突出显示，例如产生与故障109相关联的错误107的子集的组件

106。可以通过将子集的数量除以错误107的数量来计算错误107的与故障组件相关联的子

集的百分比，来标识故障。可以借助于包括下列各项的图形方案，来对分布112的与故障109

相关联的片段进行突出显示：着色方案、将该片段与在分布112中的类似项目相区分的背景

变化、应用于该片段的动画、线条尺寸增加、或片段变化(例如，线条颜色变化和虚线类型改

变)等。

[0029] 分布112可以呈现在客户端设备118上显示的客户端接口处。分布112可以以可视

化来呈现，例如直方图、饼状图、图表等。管理应用可以提供分布112来对故障组件附近的故

障信息进行强调，以标识故障109。可视化可以包括在网页中作为管理应用102的用户接口

(UI)来显示的分布112。分布112可以包括在一个时间段期间由管理应用102处理的错误

107，以标识与组件106相关联的故障109。

[0030] 除了提供用于基于云的服务104的故障分析的视觉工具外，管理应用102还可以配

置为提供用于其它基于云的服务的故障分析的视觉工具。管理应用102可以配置为在UI的

不同呈现中显示用于其它基于云的服务的视觉工具。替代地，管理应用102可以提供用于对

在基于云的服务104和其它基于云的服务之间的故障分析进行整合的特征。

[0031] 虽然已经通过包括基于云的服务104和分布112的特定组件描述了图1中的示例性

系统，但是实施例不限于这些组件或系统配置，并可以通过采用更少的或额外的组件的其

它系统配置进行实现。

[0032] 图2示出了根据实施例的提供分布式系统中的故障分析的分布的可视化的例子。

[0033] 在图200中，可以描述提供用于基于云的服务中的故障分析的视觉工具的分布

202。管理应用可以根据在基于云的服务的综合测量和使用数据的输出中标识出的错误来

产生分布202。通过移除顾客标识数据(例如，顾客的IP地址等)，可以在处理之前对使用数

据进行匿名化。可以基于与组件的关联将错误分成组。可以根据如分布202的组创建直方

图。每个组可以表示为分布202的片段。

[0034] 根据一些实施例，可以对片段的百分比值与阈值204进行比较。可以通过用所述错

误的数量来除在片段之一(例如，片段206)中的错误数量，并将结果值乘以100，来计算百分

比值。响应于确定出百分比值超过阈值204，可以将与片段206相关联的故障组件标识为故

障源。另外，可以通过利益相关者(例如，基于云的服务的管理员或管理故障组件的团队的

成员)来配置阈值204。利益相关者可以被允许增加或减少阈值204的值，以减少或增加管理

应用对基于云的服务的故障进行检测的灵敏度。

[0035] 图3示出了根据实施例的提供分布式系统中的故障分析的分布的可视化的另一例

子。

[0036] 在图300中，管理应用可以提供在基于云的系统中的故障分析。可以根据基于云的

服务的综合测量和使用数据的输出，来产生分布302。可以分析输出数据，来检测与基于云

的服务的组件相关联的错误。可以解析并处理错误，以基于在错误和组件之间的关联来产

生分布302的片段。

[0037] 根据一些实施例，管理应用可以提供可视化(visualization)，该可视化包括分布
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302。可视化可以包括在管理应用的UI处呈现的网页。分布302可以标识基于云的服务的故

障组件。可以基于所述错误的与超过阈值304的故障组件相关联的子集来检测故障组件

306。

[0038] 可以通过包括与由故障组件306产生的所述错误的子集相关联的时间段，用故障

信息来突出显示故障组件306。错误的类型可被标记，以向分布302的利益相关者描述所述

错误。错误的类型可以包括错误类型1(310)或错误类型2(312)。可以基于与利益相关者的

相关度的标准来对错误类型进行排序(sort)。例子可以包括标记为错误类型1(310)的网络

中断错误(network  outage  error)。网络中断错误对于与故障组件306相关联的网络团队

可能具有较高的价值。错误类型2(312)(例如，存储子系统输入/输出(I/O)错误)对于网络

团队可能具有较低的相关度。结果，错误类型2(312)可以被放置在错误类型1(310)之下。

[0039] 管理应用还可以标识分布302中的相关组件308。可以基于包括共享连接、共享数

据资源、共享操作等的关系，来检测与故障组件306相关联的相关组件308。可以基于诸如错

误类型等标准，来划分与相关组件308相关联的错误。基于与故障组件306的错误相类似的

错误类型，可以基于与利益相关者的相关度来对错误进行排序(rank)和放置(place)。基于

错误类型1(314)对于利益相关者的相关度高于错误类型2(316)对于利益相关者的相关度，

错误类型1(314)可以放置在错误类型2(316)之上。

[0040] 可以基于由相关组件产生的相关联的错误百分比来对相关组件308和其它相关组

件进行排序。可以基于所述相关联的百分比在分布302内将相关组件放置在故障组件附近，

以突出显示受故障影响的相关组件。可以将具有比其它相关组件更高的错误百分比的相关

组件308放置在故障组件306旁边。可以基于相关联的错误百分比，将其它相关组件放置在

相邻的位置。可以将具有比相关组件308更低的错误百分比的另一相关组件放置在相关组

件308旁边但是不与故障组件306相邻。可以将相关组件放置在故障组件306附近，以向利益

相关者强调，所述相关组件可能需要连同故障组件306一起考虑。

[0041] 另外，可以在分布中放置其它组件318。其它组件318可能产生错误。可以将该错误

划分为可被标记为例如错误类型3(320)的错误类型。其它组件318可能与故障组件306不相

关。其它组件318可能产生错误，但不足以超过阈值304以至于有必要强调。

[0042] 图4示出了根据实施例的提供分布式系统中的故障分析的分布的可视化的另一例

子。

[0043] 在图400中，管理应用可以产生分布402以强调产生超过阈值404的错误的故障组

件410。多于一个组件可能超过阈值404，并引起基于云的服务的故障。另外，相关组件408可

以放置为与故障组件相邻，以引起对相关组件和由相关组件408产生的错误的注意。

[0044] 根据一些实施例，可以由管理应用提供故障信息412来强调故障组件410处的故

障。故障信息412能够通过故障组件的标识、所述错误的与故障组件410相关联的子集的百

分比、或分布402内所述子集的频率来标识故障组件410。故障信息412可以呈现为故障组件

410附近的弹出窗格，如故障组件410内的文本，或作为类似方案。

[0045] 可以通过认证方案检测利益相关者的访问权限(access  privilege)。管理应用可

以向基于云的服务的管理员(作为利益相关者)提供访问以查看与和基于云的服务的故障

组件410、相关组件408以及其它组件相关联的错误相关联的粒化信息(granular 

information)。管理应用还可以为管理故障组件410的团队的成员(作为利益相关者)提供
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访问以查看与和基于云的服务的故障组件410以及相关组件408相关联的错误相关联的粒

化信息。可以将对与基于云的服务的其它组件相关联的错误的访问限制于或约束于管理故

障组件410的团队的成员。

[0046] 用于分布式系统中的故障分析的视觉工具的技术效果可以是与基于个体组件的

方案相比的对涵盖了分布式系统和分布式系统的组件的错误分析的增强。

[0047] 结合特定组件、数据类型和配置示出了在图2和图4中的示例性场景和方案。实施

例并不限于根据这些示例性配置的系统。可以在应用和用户接口中采用更少或额外组件的

配置中实现提供用于分布式系统中的故障分析的视觉工具。此外，可以以使用本文描述的

原理的其它数值的类似的方式实现图2和图4中示出的示例性方案和组件及其子组件。

[0048] 图5是可以实现实施例的联网环境的例子。可以经由通过一个或多个服务器514执

行的软件(例如，托管服务)实现配置为提供用于分布式系统中的故障分析的视觉工具的管

理应用。平台可以与个体计算设备上的客户端应用通过网络510进行通信，所述个体计算设

备例如是智能手机513、膝上型计算机512或台式计算机511(“客户端设备”)。

[0049] 在客户端设备511-513中任一个上执行的客户端应用可以促进经由在多个服务器

514上或在个体服务器516上执行的应用的通信。管理应用可以处理来自基于云的服务的综

合测量和使用数据的错误，以创建基于所述基于云的服务的组件来对错误进行分割的分

布。可以在分布中对发生故障的一个或多个组件进行突出显示，并通过可视化提供。管理应

用可以直接地或经由数据库服务器518，将与分布相关联的数据存储在数据存储519中。

[0050] 网络510可以包括服务器、客户端、互联网服务提供商和通信介质的任意的拓扑。

根据实施例的系统可以具有静态或动态拓扑。网络510可以包括安全网络(例如企业网络)、

不安全网络(例如无线开放式网络)或互联网。网络510还可以通过其它网络(例如，公共交

换电话网络(PSTN)或蜂窝网络)协调通信。此外，网络510可以包括短程无线网络，例如蓝牙

或类似网络。网络510提供本文描述的节点之间的通信。以举例但非限制方式，网络510可以

包括无线介质，例如，声、RF、红外和其它无线介质。

[0051] 可以采用计算设备、应用、数据源和数据分布系统的许多其它配置来提供用于分

布式系统中的故障分析的视觉工具。此外，在图5中讨论的联网环境只是出于说明的目的。

实施例并不局限于示例性的应用、模块或过程。

[0052] 图6示出了根据本文描述的至少一些实施例布置的通用计算设备，其可以配置为

提供用于分布式系统中故障分析的视觉工具。

[0053] 例如，计算设备600可以用于提供用于分布式系统中故障分析的视觉工具。在基本

配置602的例子中，计算设备600可以包括一个或多个处理器604和系统存储器606。存储器

总线608可以用于在处理器604和系统存储器606之间进行通信。可以通过内部虚线内的那

些组件在图6中示出基本配置602。

[0054] 取决于期望的配置，处理器604可以是任意类型的，包括但不限于，微处理器(μP)、

微控制器(μC)、数字信号处理器(DSP)或其任意组合。处理器604可以包括一级或多级高速

缓存，例如级高速缓存存储器612、处理器核心614和寄存器616。处理器核心614可以包括运

算逻辑单元(ALU)、浮点单元(FPU)、数字信号处理核心(DSP核心)或其任意组合。存储器控

制器618还可以与处理器604相结合地使用，或在一些实现方式中，存储器控制器618可以是

处理器604的内部部分。
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[0055] 取决于期望的配置，系统存储器606可以是任意类型，包括但不限于易失性存储器

(例如，RAM)、非易失性存储器(例如，ROM、闪存等)或其组合。系统存储器606可以包括操作

系统620、管理应用622以及程序数据624。管理应用622可以创建基于在基于云的服务处产

生错误的组件分割的错误的分布。程序数据624可以包括分布数据628等，如本文所描述的。

分布数据628可以包括与错误和故障相关联的信息。

[0056] 计算设备600可以具有额外的特征或功能、以及额外的接口，用于促进基本配置

602和任意期望设备和接口之间的通信。例如，总线/接口控制器630可用于经由存储接口总

线634促进基本配置602和一个或多个数据存储设备632之间的通信。数据存储设备632可以

是一个或多个可移除存储设备636、一个或多个不可移除存储设备638、或其组合。可移除存

储设备和不可移除存储设备的例子可以包括磁盘设备，例如软盘驱动器和硬盘驱动器

(HDD)、光盘驱动器(例如，压缩盘(CD)驱动器或数字通用盘(DVD)驱动器)、固态驱动器

(SSD)、以及磁带驱动器等。计算机存储介质的例子包括易失性和非易失性、可移除、以及不

可移除介质，其以任意方法或技术实现用于存储信息，例如，计算机可读指令、数据结构、程

序模块或其它数据。

[0057] 系统存储器606、可移除存储设备636以及不可移除存储设备638可以是计算机存

储介质的例子。计算机存储介质可以包括但不限于，RAM、ROM、EEPROM、闪存或其它存储器技

术、CD-ROM、数字通用盘(DVD)、固态驱动器、或其它光存储器、磁带盒、磁带、磁盘存储设备

或其它磁存储设备、或者可以用于存储期望的信息并被计算设备600访问的任意其它介质。

任意这种计算机存储介质可以是计算设备600的一部分。

[0058] 计算设备600还可以包括接口总线640，用于促进经由总线/接口控制器630从各种

接口设备(例如，一个或多个输出设备642、一个或多个外围接口644以及一个或多个通信设

备666)到基本配置602的通信。一些示例性输出设备642可以包括图形处理单元648和音频

处理单元650，其可以配置为与各种外部设备(例如，显示器或扬声器)经由一个或多个A/V

端口652进行通信。一个或多个示例性外围接口644可以包括串行接口控制器654或并行接

口控制器656，其可以配置为经由一个或多个I/O端口658与外部设备通信，例如输入设备

(例如，键盘、鼠标、笔、语音输入设备、触摸输入设备等)或其它外围设备(例如，打印机、扫

描仪等)。示例性通信设备666可以包括网络控制器660，其可以布置为促进与一个或多个其

它计算设备662通过网络通信链路经由一个或多个通信端口664进行通信。一个或多个其它

计算设备662可以包括服务器、客户端设备和类似设备。

[0059] 网络通信链路可以是通信介质的一个例子。通信介质可以由计算机可读指令、数

据结构、程序模块或在已调制数据信号(例如，载波或其它传输机制)中的其它数据实现，并

可以包括任意信息输送介质。“已调制数据信号”可以是具有一个或多个已调制数据信号特

性集或以编码信号中信息的方式改变的信号。通过例子而非限制，通信介质可以包括有线

介质(例如，有线网络或直连线连接)和无线介质(例如，声、射频(RF)、微波、红外(IR)和其

它无线介质)。如本文使用的术语“计算机可读介质”可以包括存储介质和通信介质。

[0060] 计算设备600可以实现为通用或专用服务器、大型计算机或类似计算机的一部分，

其包括任意上述功能。计算设备600还可以实现为个人及三级，包括膝上型计算机和非膝上

型计算机配置。

[0061] 示例性实施例还可以包括用于分布式系统中故障分析的视觉工具。这些方法可以
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以任意数量的方式实现，包括本文所描述的结构。一种这样的方式可以是机器操作，利用在

本公开中描述的类型的设备。另一可选方式可以是结合执行一些操作的一个或多个人类操

作员执行方法的个体操作中的一个或多个，而其它操作可以由机器执行。这些人类操作员

不需要彼此处于同一地点，而是每个人可以具有执行一部分程序的机器。在其它例子中，例

如可以通过预先选择机器自动的标准来使得人机交互自动化。

[0062] 图7示出了根据实施例的用于提供用于分布式系统中故障分析的视觉工具的过程

的逻辑流程图。过程700可以实现于基于云的服务的管理应用上。

[0063] 过程700开始于操作710，在此可以汇总来自与基于云的服务相关联的综合测量和

使用数据的错误。使用数据可以包括与基于云的服务的使用场景相关联的顾客动作的输

出。综合测量可以包括对顾客动作的模拟的输出。在操作720处，可以处理错误以创建基于

所述基于云的服务的组件来对错误进行分割的分布。在操作730处可以对产生所述错误的

一个子集的故障组件进行突出显示，其中故障组件可以是基于云的服务的组件之一。在操

作740处，可以以可视化提供分布，从而通过借助于在故障组件附近的故障信息对故障组件

进行强调来标识故障。

[0064] 在过程700中包含的操作是出于说明的目的。可以通过类似具有更少或额外步骤

的过程以及以使用本文描述的原理的操作的不同次序，来实现根据实施例的管理应用。

[0065] 根据一些例子，可以描述在计算设备上执行以提供用于分布式系统中故障分析的

视觉工具的方法。所述方法可以包括汇总来自与基于云的服务相关联的综合测量和使用数

据的错误，处理错误以创建基于所述基于云的服务的组件来对错误进行分割的分布，对故

障组件进行突出显示，其中所述故障组件是所述组件之一，所述故障组件产生所述错误中

的与故障相关联的一个子集，以及以可视化提供分布，从而通过借助于在故障组件附近的

故障信息对故障组件进行强调来标识故障。

[0066] 根据其它例子，所述方法还包括：使得包括输出与所述基于云的服务的使用场景

相关联的一个或多个顾客动作的使用数据匿名化；以及解析所述使用数据和包括输出一个

或多个顾客动作的模拟的综合测量。基于将由以下各项组成的集合中的一项或多项包括在

内的一个或多个标准来汇总所述综合测量和所述使用数据：错误类型、所述基于云的服务

的关联组件的标识、以及所述关联组件的类型，其中所述综合测量和所述使用数据是在共

享时间段期间收集的。可以基于与组件的关联将所述错误分成组；以及可以根据所述组创

建直方图作为分布。

[0067] 根据其它例子，所述方法还包括：通过将子集的数量除以错误的数量来计算与错

误的子集相关联的错误的百分比；以及响应于确定出所述百分比超过阈值，标识故障组件

作为故障的来源；通过将所述子集的时间段和所述子集的类型在所述故障组件附近包括于

所述分布中，来用故障信息突出显示所述故障组件。提供故障信息以标识所述故障组件，一

个或多个故障信息来自由下列各项组成的集合中的一项或多项：故障组件的标识、子集的

百分比、以及在分布内子集的频率。

[0068] 根据一些例子，所述方法还包括：基于将来自由共享连接、共享数据资源和共享操

作组成的集合中的一个或多个包括在内的关系，检测与所述故障组件相关联的相关组件；

基于由相关组件产生的错误的相关联百分比，对所述相关组件进行排序；以及基于所述相

关联百分比将相关组件放置在所述故障组件附近，以突出显示受到故障影响的相关组件。
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[0069] 根据一些例子，描述了一种提供用于分布式系统中的故障分析的视觉工具的计算

设备。所述计算设备可以包括：存储器；与所述存储器耦合的处理器。所述处理器可以配置

为与存储于所述存储器中的指令相结合地执行管理应用。所述管理应用可以配置为：汇总

来自与基于云的服务相关联的综合测量和使用数据的错误，其中所述使用数据包括所述基

于云的服务的使用场景的顾客动作的匿名化输出，以及所述综合测量包括对所述顾客动作

的模拟的输出；处理所述错误，以创建基于所述基于云的服务的组件来对所述错误进行分

割的分布；对故障组件进行突出显示，其中所述故障组件是所述组件之一，所述故障组件产

生所述错误中的与故障相关联的一个子集；以及以可视化提供分布，从而通过借助于在所

述故障组件附近的故障信息对所述故障组件进行强调来标识所述故障。

[0070] 根据其它例子，所述管理应用还配置为：通过认证方案检测利益相关者的访问权

限，其中所述利益相关者是所述基于云的服务的管理员；以及提供访问以查看与和基于云

的服务的故障组件、故障组件的相关组件和其它组件相关联的错误相关联的粒化信息。

[0071] 根据一些例子，所述管理应用还配置为：通过认证方案检测利益相关者的访问权

限，其中所述利益相关者是管理所述基于云的服务的故障组件的团队的成员；提供访问以

查看与和故障组件相关联的错误、以及和故障组件的相关组件相关联的错误相关联的粒化

信息；以及限制访问与所述基于云的服务的其它组件相关联的错误。可以允许利益相关者

配置与检测故障相关联的阈值，其中所述利益相关者包括基于云的服务的管理员和管理基

于云的服务的故障组件的团队。

[0072] 根据一些例子，可以描述一种存储有提供用于分布式系统中的故障分析的视觉工

具的指令的计算机可读存储器设备。所述指令可以包括类似于上述方法的动作。

[0073] 上述说明、例子和数据提供了对实施例的组成的制造和使用的完整描述。虽然以

特定于结构特征和/或方法动作的语言描述了主题，但是可以理解的是在随附权利要求中

定义的主题不必限于上述特定特征或动作。而是，上述特定特征和动作被公开为实现权利

要求和实施例的示例性形式。
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