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法

(57)摘要

本发明公开了一种在去中心化系统中运行

的容器计算方法，用于授权容器在去中心化系统

中进行运行，包括步骤S1：将一次登录任务中的

第一登录用户信息移送至区块链系统的显示界

面的系统登陆区域；步骤S2：接收区块链系统的

浏览信息；步骤S3：基于接收到的浏览信息，在区

块链系统的主节点上部署容器集群管理系统的

第一节点，并且使用第一登录用户信息所对应的

区块链ID启动在主节点上的第一运行程序。本发

明公开的一种在去中心化系统中运行的容器计

算方法，使得本发明可以在第三方计算机中执行

容器的部署和运行，其与在现有的中心云方式相

比，提供了一种更加灵活的部署场景和方法。
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1.一种在去中心化系统中运行的容器计算方法，用于授权容器在去中心化系统中进行

运行，其特征在于，包括以下步骤：

步骤S1：将一次登录任务中的第一登录用户信息移送至区块链系统的显示界面的系统

登陆区域；

步骤S2：接收区块链系统的浏览信息，区块链系统用于发布任务；

步骤S3：基于接收到的浏览信息，在区块链系统的主节点上部署容器集群管理系统，并

且使用第一登录用户信息所对应的区块链ID启动在主节点上的第一运行程序；

步骤S4：计算节点系统与区块链系统进行信息交互，并且将容器的任务与计算节点的

资源进行匹配，计算节点系统用于计算区块链系统发布的任务；

步骤S5：计算节点接收到容器的任务后，判断当前任务所携带的签名是否为授权的主

节点通过第一运行程序进行标记的；

步骤S6：启动任务并且执行，在执行完成任务后，把完成任务的信息记录于区块链系

统；

步骤S5具体实施为以下步骤：

步骤S5.1：当前任务所携带的签名为授权的主节点通过第一运行程序进行标记的，则

执行步骤S6，并且把当前任务分配的信息记录于区块链系统；

步骤S5.2：当前任务所携带的签名不是为授权的主节点通过第一运行程序进行标记

的，则执行步骤S4，并且把当前任务分配的信息记录于区块链系统。

2.根据权利要求1所述的一种在去中心化系统中运行的容器计算方法，其特征在于，步

骤S3具体实施为以下步骤：

步骤S3.1：第一运行程序用于将容器的调度任务进行签名；

步骤S3.2：主节点用于正常调度分配容器的任务。

3.根据权利要求2所述的一种在去中心化系统中运行的容器计算方法，其特征在于，步

骤S4具体实施为以下步骤：

步骤S4.1：将一次登录任务中的第二登录用户信息移送至计算节点系统的显示界面的

系统登陆区域；

步骤S4.2：接收计算节点系统的浏览信息；

步骤S4.3：计算节点系统的若干计算节点与区块链系统的主节点进行信息交互；

步骤S4.4：通过在主节点上启动的第一运行程序，将容器的任务与计算节点的资源进

行匹配。

4.根据权利要求3所述的一种在去中心化系统中运行的容器计算方法，其特征在于，计

算节点包括容器集群管理系统、应用容器引擎和第一运行程序。
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一种在去中心化系统中运行的容器计算方法

技术领域

[0001] 本发明属于去中心化系统的容器计算技术领域，具体涉及一种在去中心化系统中

运行的容器计算方法。

背景技术

[0002] 容器的大规模部署已在共有云常见。在这种环境下，一般是中心化的管理器来管

理服务器上的容器部署，是主从关系。

[0003] 在远程去中心化的系统中，一般也使用Kubenetes(容器集群管理系统)部署和管

理容器。但去中心化的环境中，管理器与服务器间的互信是价值上的，不是主从关系，这样

原有的中心化的管理器来部署服务器上的容器就会无法实现。

[0004] 因此，针对上述问题，予以进一步改进。

发明内容

[0005] 本发明的主要目的在于提供一种在去中心化系统中运行的容器计算方法，其通过

区块链系统的去中心化机制来实现管理器与服务器之间平等关系，使得本发明可以在第三

方计算机中执行容器的部署和运行，其与在现有的中心云方式相比，提供了一种更加灵活

的部署场景和方法。

[0006] 为达到以上目的，本发明提供一种在去中心化系统中运行的容器计算方法，用于

授权容器在去中心化(计算)系统中进行运行，包括以下步骤：

[0007] 步骤S1：将一次登录任务中的第一登录用户信息移送至区块链系统的显示界面的

系统登陆区域；

[0008] 步骤S2：接收区块链系统的浏览信息(在本发明区块链系统用于发布任务)；

[0009] 步骤S3：基于接收到的浏览信息，在区块链系统的主节点(管理器)上部署容器集

群管理系统(Kubernetes  Master)，并且使用第一登录用户信息所对应的区块链ID启动在

主节点上的第一运行程序(Chain  Daemon)；

[0010] 步骤S4：计算节点系统(服务器)与区块链系统进行信息交互，并且将容器的任务

与计算节点的资源进行匹配；

[0011] 步骤S5：计算机节点接收到容器的任务后，判断当前任务所携带的签名是否为授

权的主节点通过第一运行程序进行标记的；

[0012] 步骤S6：启动任务并且执行，在执行完成任务后，把完成任务的信息记录于区块链

系统。

[0013] 作为上述技术方案的进一步优选的技术方案，步骤S3具体实施为以下步骤：

[0014] 步骤S3.1：第一运行程序用于将容器的调度任务进行签名；

[0015] 步骤S3.2：主节点用于正常调度分配容器的任务。

[0016] 作为上述技术方案的进一步优选的技术方案，步骤S4具体实施为以下步骤：

[0017] 步骤S4.1：将一次登录任务中的第二登录用户信息移送至计算节点系统的显示界
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面的系统登陆区域；

[0018] 步骤S4.2：接收计算节点系统的浏览信息(在本发明中，计算节点系统为计算节点

客户端，用于计算区块链系统发布的任务)；

[0019] 步骤S4.3：计算节点系统的若干计算节点与区块链系统的主节点进行信息交互；

[0020] 步骤S4.4：通过在主节点上启动的第一运行程序，将容器的任务与计算节点的资

源进行匹配。

[0021] 作为上述技术方案的进一步优选的技术方案，步骤S5具体实施为以下步骤：

[0022] 步骤S5.1：当前任务所携带的签名为授权的主节点通过第一运行程序进行标记

的，则执行步骤S6，并且把当前任务分配的信息记录于区块链系统；

[0023] 步骤S5.2：当前任务所携带的签名不是为授权的主节点通过第一运行程序进行标

记的，则执行步骤S4，并且把当前任务分配的信息记录于区块链系统。

[0024] 作为上述技术方案的进一步优选的技术方案，计算机节点包括容器集群管理系统

(kuberlet)、应用容器引擎(docker)和第一运行程序(Chain  Daemon)。

附图说明

[0025] 图1是本发明的一种在去中心化系统中运行的容器计算方法的示意图。

具体实施方式

[0026] 以下描述用于揭露本发明以使本领域技术人员能够实现本发明。以下描述中的优

选实施例只作为举例，本领域技术人员可以想到其他显而易见的变型。在以下描述中界定

的本发明的基本原理可以应用于其他实施方案、变形方案、改进方案、等同方案以及没有背

离本发明的精神和范围的其他技术方案。

[0027] 参见附图的图1，图1是本发明的一种在去中心化系统中运行的容器计算方法的示

意图。

[0028] 在本发明的优选实施例中，本领域技术人员应注意，本发明所涉及的集群管理系

统(kuberlet)、应用容器引擎(docker)和第一运行程序(Chain  Daemon)等可被视为现有技

术。

[0029] 优选实施例。

[0030] 本发明公开了一种在去中心化系统中运行的容器计算方法，用于授权容器在去中

心化(计算)系统中进行运行，包括以下步骤：

[0031] 步骤S1：将一次登录任务中的第一登录用户信息移送至区块链系统的显示界面的

系统登陆区域；

[0032] 步骤S2：接收区块链系统的浏览信息(在本发明区块链系统用于发布任务)；

[0033] 步骤S3：基于接收到的浏览信息，在区块链系统的主节点(管理器)上部署容器集

群管理系统(Kubernetes  Master)，并且使用第一登录用户信息所对应的区块链ID启动在

主节点上的第一运行程序(Chain  Daemon)；

[0034] 步骤S4：计算节点系统(服务器)与区块链系统进行信息交互，并且将容器的任务

与计算节点的资源进行匹配；

[0035] 步骤S5：计算机节点接收到容器的任务后，判断当前任务所携带的签名是否为授
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权的主节点通过第一运行程序进行标记的；

[0036] 步骤S6：启动任务并且执行，在执行完成任务后，把完成任务的信息记录于区块链

系统。

[0037] 具体的是，步骤S3具体实施为以下步骤：

[0038] 步骤S3.1：第一运行程序用于将容器的调度任务进行签名；

[0039] 步骤S3.2：主节点用于正常调度分配容器的任务。

[0040] 更具体的是，步骤S4具体实施为以下步骤：

[0041] 步骤S4.1：将一次登录任务中的第二登录用户信息移送至计算节点系统的显示界

面的系统登陆区域；

[0042] 步骤S4.2：接收计算节点系统的浏览信息(在本发明中，计算节点系统为计算节点

客户端，用于计算区块链系统发布的任务)；

[0043] 步骤S4.3：计算节点系统的若干计算节点与区块链系统的主节点进行信息交互；

[0044] 步骤S4.4：通过在主节点上启动的第一运行程序，将容器的任务与计算节点的资

源进行匹配。

[0045] 进一步的是，步骤S5具体实施为以下步骤：

[0046] 步骤S5.1：当前任务所携带的签名为授权的主节点通过第一运行程序进行标记

的，则执行步骤S6，并且把当前任务分配的信息记录于区块链系统；

[0047] 步骤S5.2：当前任务所携带的签名不是为授权的主节点通过第一运行程序进行标

记的，则执行步骤S4，并且把当前任务分配的信息记录于区块链系统。

[0048] 更进一步的是，计算机节点包括容器集群管理系统(kuberlet)、应用容器引擎

(docker)和第一运行程序(Chain  Daemon)。

[0049] 值得一提的是，本发明专利申请涉及的集群管理系统(kuberlet)、应用容器引擎

(docker)和第一运行程序(Chain  Daemon)等技术特征应被视为现有技术，这些技术特征的

具体结构、工作原理以及可能涉及到的控制方式、空间布置方式采用本领域的常规选择即

可，不应被视为本发明专利的发明点所在，本发明专利不做进一步具体展开详述。

[0050] 对于本领域的技术人员而言，依然可以对前述各实施例所记载的技术方案进行修

改，或对其中部分技术特征进行等同替换，凡在本发明的精神和原则之内，所作的任何修

改、等同替换、改进等，均应包含在本发明的保护范围。
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图1
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