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(57) Abstract: Techniques and systems are provided for encoding and decoding video data. For example, a method of encoding
video data including a plurality of pictures is described. The method includes performing intra-picture prediction on a block of one
of the pictures to generate a prediction unit. Performing the intra-picture prediction includes selecting a reference block for in-
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method also includes generating syntax elements encoding the prediction unit based on the performed intra-picture prediction.
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SYSTEMS AND METHODS FOR INTRA-BLOCK COPY

FIELD
[8861] The present disclosure generally relates to video codng, and more specifically

to techniques and systems for intra-block copy.

BACKGROUND
8002] Many devices and systoms allow video data to be processed and owtput for
consumption. Digital video data includes large amounds of data to meet the demands of
consumers and video providers. For example, consumers of video data desire video of
the utmost quality, with high fidelity, resolutions, frame rates, and the like. As 2 result,
the large arsount of video data that is required to mect these domands places a burden on

communication networks and devices that process and store the video data.

{B083] Various video coding technigues may be used to compress video data. Video
coding i performed according to one or more video coding standards. For example,
video coding standards include high efficiency video coding (HEVC), advanced video
coding (AVC), moving picture experts group (MPEQG) coding, or the like. Video coding
generally utilizes prediction methods (e.g., inter-prediction, fntra-prediction, or the hike)
that take advantage of redundancy present in video mages or sequences. An important
goal of video coding techniques is to compress video data mto a form that uses a lower bit
rate, while avoiding or minimizing degradations to video quality. With ever-evolving
video services becoming available, encoding techniques with better coding efficiency are

needed.

BRIEF SUMMARY
[68064] 1o some cmboduments, technigues and systems are described for performing
wntra-block copy. In some exanples, cortain restrictions may be placed on one or more
prediction tochniques when trdra-block copy prediction is enabled. For example, the one
or more prediction techniques may be disabled when an intra-block copy prediction
techmique is performed. o another example, the one or more prediction techniques may
be disabled when a prediction block size is less than or equal 1o a block size. Other

examples are described herein for controlling the use of prediction technigues.

-i-
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18005]  In some embodiments, techniques and systems are described for selectively
determining a reference block to use for an infra-block copy prediction technigue. For
example, techuigues for selecting a reference block to use when performing intra-block
copy prediction may make a determination to exclude blocks that arc encoded using bi-
prediction from blocks that are considered for use in the intra-block copy prediction.
Other examples are described horein for selectively determining a reference block to use

when performing intra-block copy prediction.

[98066] By performing the intra-block copy technigues according to the various aspects

and features discussed horein, memory bandwidth and/or size requirements are reduced. .

[8807] Ome mventive aspect is a method of encoding video data inclading a plurality of
pictures. The method includes performing intra-picture prediction on a block of one of the
pictures to generate a prediction unit. Performing the intra-picture prediction inclodes
selecting a reference block for intra-block copy prediction of a coding tree unit (CTU),
where the reference block is selected from a plurality of encoded blocks, and where
blocks within the CTU encoded with bi-prediction are exchided from sclection as the
reference block. Performing the intra-picture prediction also includes performing intra-
biock copy prediction with the selected reference block to gencrate the prediction unit.
The method also includes gencrating syntax elements encoding the prediction unit based

on the performed ntra-picture prediction.

[8808] Another mventive aspect is an apparatus for encoding video data inchuding a
phurality of pictures. The apparatus includes a memory configured to store video data, and
a processor. The processor is configured to perform intra-pictare prediction on a block of
one of the pictures to generate a prediction umit. Performing the intra-picture prediction
meludes selecting a reference block for intra-block copy prediction of a coding tree unit
(CTU), where the selected refevence block is selected from a phurality of encoded blocks,
and where blocks within the CTU encoded with bi-prediction are excluded from selection
as the reference block. Performing the intra-picture prediction includes performing intra-
block copy prediction on the refevence block to generate one of the prediction units. The
processor is also configured to generate syntax elements encoding the prediction unit

based on the performed intra-picture prediction.
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[8809]  Anocther inventive aspect is a computer readable medium of an encoder having
stoved thercon imstructions that when exccuted by a processor cause the processor to
perform s methed. The method includes performing intra-pictore prediction on a block of
one of the pictures to generate 8 prediction unit. Performing the intra-picture prediction
includes sclecting a refercnce block for intra-block copy prediction of a coding trec unit
(CTU), where the sclected reference block is selected from a plurality of encoded blocks,
and where blocks within the CTU encoded with bi-prediction are excluded from selection
as the reference block. Performing the intra-picture prediction also includes performing
intra-block copy prediction on the reference block to gencrate one of the prediction units.
The method also includes generating syntax elements encoding the prediction unit based

on the performed intra-picture prediction.

[9818]  This sunusary is vot intended te identify key or esseuntial features of the claimed
subject matter, nor is it infended to be used in isolation to determine the scope of the
claimed subject matter.  The subject matter should be understood by reference to
appropriate portions of the entire specification of this patent, any or all drawings, and

each claiou

19811]  The foregoing, together with other features and embodiments, will become more
apparent upon referring to the following specification, claims, and accompanying

drawings.

BRIEF DESCRIPTION OF THE DRAWINGS
{8012] Ulustrative embodiments of the present invention are described in detaidl below

with reference to the following drawing figures:

8813]  FIG. 1 is a block diagram tHustrating an example of an eoncoding device and a

decoding device, in accordance with some embodiments.
[8814] FIG. 2 is a block diagram illustrating an intra-block copy process.

18015] FIG. 3 1s a block diagram illustrating an inira-block copy process with dispersed

block vectors.

{8816] FIG. 4 is a block diagram illustrating an intra-block copy process with block

vectors dispersed over multiple tiles.
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[8817]  FIG. 5 illustrates an embodiment of a process of encoding video data.
[8618] FIG. 6 illustrates an embodiment of a process of decoding video data.
[8819] FIG. 7 illustrates an embodiment of a process of encoding video data.

180268] FIG. § s a block diagram ilustrating an cxample videe encoder, in accordance

with some embodunents.

[8821] FIG. 9 is a block diagram illustrating an example video decoder, in accordance

with some embodiments.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENT
18622} Certain aspects and embodiments of this disclosure are provided below. Some
of these aspects and embodiments may be applied independently and some of them may
be applied in combination as would be apparent to those of skill in the art. In the
following description, for the purposes of explanation, specific details are set forth in
order to provide a thorough understanding of embodiments of the invention. However, #t
will be apparent that various embodiments may be practiced without these specific

details. The figures and description are not intended to be restrictive.

[8823] The ensoing description provides exemplary embodiments only, and is not
intended to limit the scope, applicability, or configuration of the disclosure. Rather, the
ensuing description of the exemplary embodiments will provide those skilled in the ast
with an enabling description for implementing an exemplary embodiment. It should be
anderstood that various changes may be made in the function and arrangement of
clements without departing from the spirit and scope of the invention as set forth in the

appended claims.

18824] Specific details are given in the following description to provide a thorough
anderstanding of the embodiments. However, it will be understood by one of ordinary
skill in the art that the cmbodiments may be practiced without these specific detatls. For
example, circuits, systems, networks, processes, and other components may be shown ag
components in block diagram form in order not to cobscure the embodiments in

gnnecessary detail.  In other instances, well-known circuits, processes, algorithms,
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structures, and techuigues may be shown without unsecessary detatl fn order to avoid

chscuring the cmbodiments.

{80628) Also, it is noted that individual embodiments may be described as a process
which is depicted as a flowchart, a flow diagram, a data flow diagram, a structure
diagram, or a block diagram. Although a flowchart may describe the operations as a
sequiential process, many of the operations can be performed in parallel or concurrently,
In addition, the order of the operations may be re-arranged. A process is terminated when
its operations are completed, but could have additional steps not included in a figure. A
process may correspond to a method, a function, a procedure, a subroutine, a subprogram,
ete. When a process corresponds to a function, its termination can correspond to a returmn

of the function to the calling fimetion or the main function.

18626] The term “computer-readable medium” includes, but is not hmited to, portable
or non-portable storage devices, optical storage devices, and various other medioms
capable of storing, conlaining, or carrying instruction{s) and/or data. A computer-
readable medium may include 8 non-transitory medivmm 1o which data can be stored and
that does not inchude carrier waves and/or transitory electronic signals propagating
wirelessly or over wired conmnections. Examples of a non-transitory medium may include,
but are not Hmited to, 2 magnetic disk or tape, optical storage media such as compact disk
(CD) or digital versatile disk (DVD), flash memory, memory or memory devices, A
computer-readable medium may have stored thereon code and/or maching-executable
mstructions that may represent a procedure, a function, a subprogram, a program, a
routine, a subroutine, a module, a software package, 3 class, or any combination of
mstructions, data structures, or program statements, A code segment may be coupled to
another code segment or a hardware circuit by passing and/or receiving information, data,
arguments, parameters, of memory contents.  Information, arguments, parameters, data,
ete. may be passed, forwarded, or transmitted via any suitable means inchiding memory

sharing, message passing, token passing, network transmission, or the hike.

{8827] Furthermore, cmbodiments may be implomented by hardware, software,
firmware, middleware, microcode, hardware description languages, ¢r any combination
thereot,  When implemented in software, firmware, middleware or microcode, the

program code or code segments to perform the necessary tasks {(e.g., a computer-program
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product) may be stored in a computer-readable or machine-readable medium. A

processor(s) may perform the necessary tasks.

[8628] Secveral systems and methods of video coding using video encoders and
decoders are described herein.  For example, one or more systems and methods are
directed to handling of unavailable layers, layer sets, and operation points, as well as

restrictions on representation format parameters in multi-layer video coding.

18828] As more devices and systems provide consumers with the ability to consumme
digital video data, the nced for efficient video coding technigques becomes more
mnportant.  Video coding is needed to reduce storage and transnussion requirements
necessary 1o handle the large amounts of data present in digital video data. Various video
coding techniques may be used to compress video data into a form that uses a lower bit

rate while maintaining high video quality.

-~

18638] FIG. 1 is a block diagram ilustrating an example of a system 100 including an
encoding device 104 and a decoding device 112, Encoding device 104 may be part of a
source device, and the decoding device 112 may be part of a receiving device. The
source device and/or the receiving device may include an clectronic device, such as a
mobile or stationary telephone handset {(e.g., smartphone, ceilular telephone, or the like),
a deskiop computer, 3 lapiop or notebook compuicer, & tablet computer, a set-top box, a
television, a camera, a display device, a digital media player, a video gaming console, a
video streaming device, or any other suitable electronic device. In some examples, the
source device and the receiving device may include one or more wircless transceivers for
wireless comvmonications. The coding techniques described herein are applicable to

video coding in various multimedia applications, including streaming video transmissions

for stovage on g data storage medium, decoding of digital video stored on a data storage
medivm, or other applications. In some examples, system 100 can support one-way or
two-way video transmission to support applications such as video conferencing, video

streaming, video playback, video broadeasting, gaming, and/or video telephony.

{8031} The encoding device 104 (or encoder) can be used to encode video data using a
video coding standard or protocol to generate an encoded video bitstream. Video coding

standards include ITU-T H.261, ISO/IEC MPEG-1 Visual, ITU-T H.262 or ISO/IEC
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MPEG-2 Visual, ITU-T H.263, ISOAEC MPEG-4 Visual and ITU-T H.264 {alsc known
as ISO/IHC MPHG-4 AV(), including its Scalable Video Coding (SVC) and Multiview
Video Coding (MVC) extensions. A more recent video coding standard, High-Efficiency
Video Coding (HEVC), has been finalized by the Joint Collaboration Tean on Video
Coding (JCT-VC) of ITU-T Video Coding Experts Group (VCEG) and [SO/TEC Motion
Picture Experts Group (MPEG)., Various extensions to HEVC deal with nwiti-layer
video coding and are also being developed by the JCT-VC, including the multiview
extension to HEVC, called MV-HEVC, and the scalable extension to HEVC, called
SHV, or any other suitable coding protocol. An HEVC draft specification s available
from http://phenix.it-sudparis.ew/ict/doc_end _user/

documents/ 17 Valencia/wgl VICTVC-Q1003-vi zip. A working draft of MV-HEVC is
available from http/phenix it-sudparis.eu/jet?/doc

end user/documents/é_Valencia/wgh 1/ JCTIV-H1002-v3.7ip. A working draft of SHVC
15 available from hitp//phenix.it-

sudparis.ow/jct/doc_end user/documents/17 Valencia/wgl 1/ICTYVC-Q1008-v2 zip,

196321 Many cmbodiments described herein describe examples using the HEVC
standard, or extensions thereof. Howeover, the techniques and systems described hercin
may alse be applicable to other coding standerds, such as AVC, MPEG, exicnsions
thereof, or other suitable coding standards.  Accordingly, while the techniques and
systems described herein may be described with reference to a particular video coding
standard, one of ordinary skill in the art will appreciate that the description should vot be

wnterpreted to apply only to that particular standard.

180331 A video source 102 may provide the video data to the encoding device 104, The
video source 102 may be part of the source device, or may be part of a device other than
the source device. The video sowrce 102 may mclude a video capture device {e.g., a
video camera, a camera phone, a video phone, or the like), a video archive containing
stored video, a video server or content provider providing video data, a video feed
interface receiving video from a video server or content provider, a computer graphics
system for generating computer graphies video data, a combination of such sources, or

any other suitable video source.

[8834] The video data from the video sowrce 102 may inchude one or more input

pictires or frames. A picture or frame s a still image that is part of a video. The encoder
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engine 106 {or encoder) of the encoding device 104 encodes the video data to generate an
encoded video bitstream. An HEVC bitstream, for example, may inclode a sequence of
data uniis called network abstraction layer (NAL) umits. Two classes of NAL units exist
n the HEVC standard, including video coding layer (VCL} NAL units and non-VCL
NAL units. A VCEL NAL untt includes one slice or shice segment (described below) of
coded picture data, and a non-VCL NAL unit includes control information that relates to
multiple coded pictures. A coded picture and non-VCL NAL units (if any) cotresponding

to the coded picture is called an access unit (AU).

[6638] NAL units may contain a sequence of bits forming a coded representation of the
video data, such as coded representations of pictarcs in a video. The encoder engine 106
generates the coded representation by partitioning cach picture into multiple slices. A
slice is independent of other shices so that imformation in the slice is coded withowt
dependency oun data from other slices within the same picture. A shice includes one or
more slice segments including an independent shice segment and, if present, one or more
dependent slice segments that depend on previous shice segments. The slices are then
partitioned into coding tree blocks (CTBs) of luma samples and clroma samples. A CTB
of luma samples and one or more CTBs of chroma samples, along with syntax for the
saraples, are referred to as a coding tree untt (CTU). A CTU is the basic processing unit
for HEVC encoding. A CTU can be sphit into multiple coding units (CUs) of varying
sizes. A CU contains luma and chroma sample arrays that are referred 1o as coding

blocks {(CBs).

{8636] The luma and chroma CBs can be further split into prediction blocks (PBs). A
PB is a block of samples of the luma or a chroma component that uses the same motion
parameters for inter-prediction. The luma PB and one or more chroma PBg, together with
associated syntax, form a prediction unit (PU). A set of motion parameters is signaled in
the bitstream for each PU and is used for inter-prediction of the huma PB and the one or
more chroma PBs. A CB cap also be partitioned into one or more wansform blocks
(TBs)., A TB represents a square block of samples of 4 color component on which the
same two-dimensional transform is applied for coding a prediction residual signal. A
transtorm unit {TU) represents the TBs of luma and chroma samples, and corresponding

syntax elements,
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{8837] A size of a CU corresponds to a size of the coding node and is sqoare in shape.
For example, a size of 3 CU may be 8 x 8 samples, 16 x 16 samples, 32 x 32 samples, 64
x 64 samples, or any other appropriate size up to the size of the corresponding CTU. The
phrase "N x N" is used herein to refer to pixel dimensions of a video block in terms of
vertical and horizontal dimensions (e.g., 8 pixels x 8 pixels). The pixcls in a block may
be arranged in rows and columns. In some embediments, blocks may not bave the same
number of pixels in & horizontal direction as i a vertical direction. Syntax data
associated with a CU may describe, for example, partitioning of the CU inio one or more
PUs. Partitioning modes may differ between whether the CU 1is intra-prediction mode
encoded or inter-prediction mode encoded. PUs may be partitioned to be non-square in
shape. Syntax data associated with 2 CU may also describe, for example, partitioning of
the C info onc or more TUs according to 3 CTU. A TU can be square or non-sguare in

shape.

19038] According to the HEVC standard, transformations may be performed using
transtorm units (TUs). TUs may vary for different CUs. The TUs may be sized based on
the size of PUs within a given CU. The TUs may be the same size or smaller than the
PUs. In some examples, residual samples corresponding to a CU may be subdivided into
soaller units using a quadtree structure known as residual quad tree (RQT). Leaf nodes
of the RQT may correspond to TUs. Pixel difference values associated with the TUs may
be transformed to produce transform coefficients. The transform coefficients may then be

guantized by the encoder engine 106,

18839 Once the pictures of the video data are partiioned into CUs, the encoder engine
106 predicts cach PU using a prediction mode. The prediction is then subtracted from the
original video data to get residuals (described below). For cach CU, a prediction mode
may be signaled inside the bitstream using syotax data. A prediction mode may include
mntra-prediction  {or intra-picture prediction) or iuter-prediction {or inter-picture
prediction). Using intra-prediction, cach PU is predicted from veighboring image data in
the same picture using, for example, DC prediction to find an average value for the PU,
planar prediction to fit a plan surface to the PU, direction prediction to extrapolate from
neighboring data, or any other sutiable types of prediction.  Using inter-prediction, cach
PU is predicted using motion compensation prediction from image data in one or more

reference pictures (before or after the current picture in output order). The decision
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whether to code a picture arca using ier-picture or infra-picture prediction may be made,

for example, at the CU fevel

18048] Inter-prediction using uni-prediction, each prediction block uses at most one
motion compensated prediction signal, and generates P prediction units.  Inter-prediction
asing bi-prediction, each prediction block each prediction block uses at most two motion

compensated prediction signals, and generates B prediction units.

[8841] A PU may include data related to the prediction process. For example, when the
PU is encoded wvsing intra-prediction, the PU may mchide data describing an intra-
prediction mode for the PU.  As another example, when the PU 18 encoded using inter-
prediction, the PU may include data defining 2 motion vector for the PU. The data
defining the motion veetor for a PU may describe, for example, a horizontal component
of the motion vector, a vertical component of the motion vector, a resolution for the
maotion vector {e.g., one-quarler pixel precision or one-cighth pixel precision), a reference
picture to which the motion vector points, and/or a reference picture Hst {e.g., List 0, List

1, or List C) for the motion vector.

{8842] The encoder 104 may then perform trapsformation and gquantization. For
example, following prediction, the encoder engine 106 may calculate residual values
corresponding to the PU. Residual values may comprise pixel difference values. Any
esidual data that may be remaining after prediction is performed is transformed using a
block transform, which may be based on discrete cosine transform, discrete sine
transform, an infeger transform, a wavelet transform, or other suitable transform function,
In some cases, one or more block transforms (e.g., sizes 32 x 32, 16 x 16, 8 x R, 4 x 4, or
the fike) may be apphied to residual data in each ClI. In some embodiments, a TU may be
ased for the transform and quantization processes tmplemenied by the encoder engine
106. A given CU having one or more PUs may also include one or more TUs. As
described in further detail below, the residual vahies may be transformed into transform
coefficients using the block transforms, and then may be quantized and scanned osing

TUs to produce seriahized transform coefficients for entropy coding.

[8843] In some embodiments following intra-predictive or inter-predictive coding using
PUs of a CU, the encoder engine 106 may calculate residual data for the TUs of the CU.

The PUs may comprise pixel data in the spatial domain {or pixel domain). The TUs may

10~
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comprise coefficionts in the transform domain following application of a block transform.
As previously noted, the residual data may correspond toe pixel difference values between
pixels of the unencoded picture and prediction values corresponding 1o the PUs. Encoder
engine 106 may form the TUs including the residual data for the CU, and may then

transtorm the TUs to produce transform coefficients for the CUL

{6844] The encoder engine 106 may perform quantization of the transform cocfficients.
Quantization provides further compressing by quantizing the transtorm coefficients to
reduce the amount of data used to represent the coefficients. For example, quantization
may reduce the bit depth associated with some or all of the coetficients. In one example,
a coefficient with an wn-bit value may be rounded down to an m-bit value during

uantization, with n being greater than m,
£8

{6848] Omce quantization is performed, the coded bitstream includes quantized
transtorm coefficients, prediction imformation {e.g., prediction modes, motion vectors, or
the like), partitioning information, and any other suitable data, such as other syntax data.
The different elements of the coded bitstream may then be entropy encoded by the
encoder engine 106, In some examples, the encoder engine 106 may utilize a predefined
scan order to scan the quantized transform coefficients to produce a serialized vector that
can be entropy encoded. In some examples, encoder engine 106 may perform an adaptive
scan.  After scanning the quantized transform coefficients 1o form a one-dimensional
veetor, the encoder engine 106 may entropy encode the one-dimensional vector. For
example, the encoder engine 106 may use context adaptive variable length coding,
context adaptive binary arithmetic coding, syntax-based context-adaptive binary
arithmetic coding, probability interval partitioning entropy coding, or another suitable

entropy encoding technique.

[8048] As previously described, an HEVC bitstream includes a group of NAL units, A
sequence of bits forming the coded video bitstream is present in VCL NAL units. Non-
VCL NAL units may contain parameter sets with high-level information relating to the
encoded video bitstream, in addition to other information. For example, a parameter set
may include a video parameter set (VPS), a sequence parameter set (3PS), and a picture
parameter set (PPS). The goal of the parameter sets is bit rate efficiency, error resiliency,
and providing systems layer interfaces. Each slice references a single active PPS, SPS,

and VPS to access information that the decoding device 112 may ose for decoding the

11-



WO 2015/196030 PCT/US2015/036610

shice. An identifier (1D} may be coded for cach paramcter set, inclhuding a VPS 1D, an
SPS 1D, and a PPS 113, An 8PS includes an SPS 1D and a VPS 113, A PPS includes a PPS
1D and an SPS 1D, Hach shice header includes a PPS D, Using the [Ds, active parameter

sets can be identified for a given slice,

{88471 A PPSincludes mformation that applies to all slices in a given picture. Because
of this, all slices in a picture refer to the same PPS. Shices m different pictures may also
refer to the same PPS. An SPS includes information that applies to all pictures in a same
coded video sequence or bitstream. A coded video sequence is a series of access units
that starts with a random access point picture (e.g., an instantancous decode reference
(IDR) picture or broken hink access (BLA) picture, or other appropriate random access
point picture) and mclades all access units up to but not inchading the next random access
point picture (or the end of the bitstream). The information in an SPS does not typically
change from pictire to picture within a coded video sequence. Al pictares in a coded
video soquence use the same SPS. The VPS includes information that applies to all
lavers within & coded video sequence or bitstream. The VIS includes a syntax structure
with syntax clements that apply to entire coded video sequences. In some embodiments,
the VPS, 8PS, or PPS may be transmitted in-band with the encoded bitstream.  In some
embodiments, the VP35, SPS, or PPS may be wransmitted out-of-band in a separate

transmission than the NAL units containing coded video data,

{6848] The cutput 110 of the encoding deviee 104 may send the NAL units making up
the encoded video data over the commumications hnk 120 to the decoding device 112 of
the receiving device. The mput 114 of the decoding device 112 may receive the NAL
anits.  The conmmunications Hnk 120 may mclade a signal fransmitted using a wireless
network, a wired network, or a combination of a wired and wireless network, A wireless
network may mnclode any wireless interface or combination of wireless mterfaces and
may mnclade any suitable wireless network (e.g., the Intemet or other wide area network,
a packet-based network, WiFi'™, radio frequency (RF), UWB, WiFi-Dircct, cellular,
Long-Term Evolution (LTE), WiMax'", or the like). A wired network may include any
wired interface {e.g., tiber, ethernet, powerline cthernet, ethernet over coaxial cable,
digital signal line (DSL), or the like). The wired and/or wireless networks may be
mnplemented using various equipment, such as base stations, routers, access points,

bridges, gateways, swiiches, or the hike. The encoded video datz may be modulated
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according to a communication standard, such as a wireless commurication protocol, and

transmitied to the receiving device.

[8849] I some examples, the encoding device 104 may store encoded video data in
storage 108, The output 110 may retrieve the enceded video data from the encoder
engine 106 or from the output 110, Storage 108 may include any of a varicty of
distributed or locally accessed data storage media. For example, the storage 108 may
mechude a hard drive, a storage disc, flash memory, velatile or non-volatile memory, or

any other suitable digital storage media for storing encoded video data.

[8658] The input 114 receives the encoded video data and may provide the video data
o the decoder engine 116 or to storage 118 for later use by the decoder engine 116. The
decoder engine 116 may decode the encoded video data by entropy decoding (e.g., using
an entropy decoder) and extracting the clements of the coded video sequence making up
the encoded video data. The decoder engine 116 may then rescale and perform an inverse
transtorm on the encoded video data. Residues are then passed to a prediction stage of
the decoder engine 116, The decoder engine 116 then predicts a block of pixels {e.g., a

P} In some examples, the prediction is added to the output of the inverse transform.

[8053] The decoding device 112 may output the decoded video to a video destination
device 112, which may include a display or other output device for displaying the
decoded video data to a consumer of the content. In some aspects, the video destination
device 122 may be part of the receiving device that includes the decoding device 112, In
some aspects, the video destination device 122 may be part of a separate device other

than the receiving device.

18082] Insome embodiments, the video encoding device 104 and/or the video decoding
device 112 may be integrated with an audio encoding device and audio decoding device,
respectively. The video encoding device 104 and/or the video decoding device 112 may
alse inclode other hardware or software that is necessary to implement the coding
techniques described above, such as ong or more microprocessors, digital signal
processors (D8Ps), application specific integrated circuits (ASICs), field programmable
gate arrays (FPOAs), discrete logic, software, hardware, firmware or any combinations
thereot. The video encoding device 104 and the video decoding device 112 may be

integrated as part of a combined encoder/decoder {codecy in a respective device. An
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example having specific details of the encoding device 104 is described below with
reference to FIG. 8. An cxample having specific details of the decoding dovice 112 48

described below with reference to FIG. 9.

188331  As noted above, extensions to the HEVC standard include the Multiview Video
Coding extension, referred to as MV-HEVC, and the Scalable Video Coding extension,
referred to as SHVC, The MV-HEVC and SHV(C extensions share the concept of layered
coding, with different layers being included in the encoded video bitstream. Fach layer in
a coded video sequence 1s addressed by a umique laver identifier (ID). A layer ID may be
present in a header of a NAL unit to identify a layer with which the NAL unit is
associated. fn MV-HEVC, different layers usually represent different views of the same
scene 1n the video bitstream. In SHVC, different scalable layers are provided that
represent the video bitstream in different spatial resolutions (o1 picture resolution) or in
differcnt reconstruction fidelities. The scalable layers may inchide a base layer {(with
laver 1D = 0) and one or more enhancement layers (with layer s =1, 2, ... n). The base
laver may conform to a profile of the first version of HEVC, and represenis the lowest
available layer in a bitstream. The enhancement layers have increased spatial resolution,
temporal resolution or frame rate, and/or reconstruction fidelity {or quality) as compared
to the base layer. The enhancement layers are hierarchically organized and may {(or may
not) depend on lower layers. In some examples, the different layers may be coded using
a single standard codec (e.g., all layers are encoded using BEVC, SHVC, or other coding
standard). To some examples, different layers may be coded using a multi-standard
codec. For cxample, a base laver may be coded using AV, while one or more
enbancement fayers may be coded using SHVC and/or MV-HEVC extensions to the

HEVC standard.

{8084] As previously deseribed, various prediction modes may be used in a video
coding process, including intra-prediction.  One form of mira-prediction includes intra—
block copy. The intra-block copy was ncluded m the HEVC range extension working
draft text (JCTVC-PIO0S). Using redundancy in an image frame or picture, intra-block
copy performs block matching to predict a block of samples (e.g., a CU, a PU, or other
coding block) as a displacement from a reconstructed block of samples in a neighboring
region of the image frame. By removing the redundancy from repeating patterns of

content, the intra-block copy prediction improves coding efficiency.

-14-
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{8855] Techniques and sysicms described hercin relate to tmproving memory
bandwidth cfficiency, limiting worst case memory accesses, and other aspects of infra-
biock copy. The aspects and methods in this document are applicable to HEVC and its
extensions, such as screen content coding, or other extensions. For example, coding tools
may be tmplemented for coding screcn-content material, such as text and graphics with
motion. Further, technologies may be provided that improve the coding efficiency for
screen content.  Significant improvements in coding cfficiency can be obtained by
exploiting the characteristics of screen content with various coding tools. For example,
some aspects support of possibly high bit depth (more than 8 bit), high chroma sampling

format {(including 4:4:4 and 4:2:2), and other improvements.

[8856] The imira-block copy tool described herein enables spatial prediction from non-
neighboring samples but within the curvent pictare.  For example, FIG. 2 illustrates &
coded picture 200 in which intra-block copy is used fo predict a current coding unit 202,
The current coding unit 202 is predicted from already decoded prediction bleck 204
{before in-loop filtering) of the coded picture 200 using the block vector 206. In-loop
filtering may include both t-loop de-blocking filter and Sample Adaptive Offsct (SAQ).
In the decoder, the predicted values are added to the residucs without any interpolation.
For example, the block vector 206 may be signaled as an mnfeger value. After block
vector prediction, the block vector difference is encoded using a motion vector difference
coding method, such as that specified in the HEVC standard. Infra-block copy 1s enabled
at both CU and PU level. For PU level intra-block copy, 2NxN and NX2N PU partition
15 supported for all the CU sizes. In addition, when the CU is the smallest CU, NxN PUJ

partition is supported.

[8887] Contrary to traditional intra-prediction modes, intra-block copy (IBC) allows
spatial prediction from non-neighboring samples. These non-neighboring samples could

¢ from any of the already decoded samples {(before m-loop filtering) within the same
picture and signaled by a block vector. Memory accesses of these non-neighboring
samples increase the overall memory bandwidth when IBC is used.  For example,
increased read access IS caused, at least in part, by fetching of spatial prediction samples
(that are not m cache/local memory). 1t may be noted that in raditional intra mode, the
neighboring samples used are only | row of above samples and 1 column of left samples

and ave possible to be placed into the cache. In contrast, when IBC 1s used, all previously
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encoded/decoded samples moay be used as a reference unit.  In ovder to support the
ncreased nurber of avatlable samples, the system supports additional memory usage.
Increased write access 18 cansed due, in part, to the storage of both unfilicred samples for
1BC spatial prediction, and filtered reconstructed sampies for output/tenporal prediction

for future pictures.

{8088] The HEVC standard detines a worst case bandwidth requirement. The increased
bandwidth described above may, in some cases, be greater than HEVC worst case
bandwidth requirement. The increased bandwidth poses a burden on implementation of
IBC techniques, and may make i difficult to re-purpose an HEVC core to support screen

content extensions or an HEVC extension that supports 1IBC.

18089) Furthermore, large search ranges used in IBC nyay lead to disperse block vector
distributions resulting in bandwidth and performance system loads that could make #
extremely difficult o implement. As shown in the example in FIG. 3, it is possible that
the distribution of IBC block vectors with a CU could be dispersed. Potentially this could
lead to the need of fetching the samples from external memory (DDR) as all the
prediction samples may not be available in the cache. To fit all the prediction blocks
within the cache area requires the system to have extremely large cache, which is
cxpensive and not feasible in low power designs. This drastically affects the system
bandwidth, performance and cost. Soch block vector distributions are more probable as

the search range increases.

{8066] The large scarch range could lead to block vectors distributions across tiles
resulting in severe performance impact on parallelization. As shown in the example in
FIG. 4, it is possible that the distribution of IBC block vectors with a CU could be

dispersed across nultiple tiles.

[8861] For Low delay P coding, 1t 15 asserted that worst case number of block and/or
motion vectors with existing IBC design could be higher than the worst case number of
motion vectors of HEVC (for a CU, a CTB, or other coding umit or block). This s due to
supporting NxN for the smallest CU size.  The high nomber of block and/or motion

vectors imposes additional burden on the possible number of loads.

16-
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{8862] Linc-based IBC includes partitions with finer granularity than traditional 1BC,
including partitions as small as 8 line. Line-based IBC may increase the number of
motion vectors larger than the cxisting HEVC design.  Higher motion vectors would

results in increased sample fetching thereby increasing the bandwidth.

[8863] Using slices may help significantly for crror resiliency. An intra slice may be
self-contained and decodable in standalone. However, IBC might introduce dependency

of an I-slice with respect to another slice impacting its error resilience capability.

8864] Various aspects of intra-block copy are discussed herein, in view of the above
shortcomings in addition to others. Each of the discussed features can work separately or
jointly with one or more other solutions. The discussed methods, systems, and aspects
applies to IBC, but can also be applied to other coding tools, for example, with high
bandwidth and cache requirements, such as, for example, 1-D dictionary, palette, or other

coding togls.

Bi-prediction restriciion when IBC is enabled

19865] 1o HEVC, 8x8 pixel block bi-prediction represents the worst case bandwidth
requirement. 1t is beneficial if the all the HEVC extensions also follow the same worst
case bandwidth requirement. Hence, to reduce the memory read accesses and to keep the
bandwidith within the linuts of HEVC worst case requiremenis, restrictions to bi-

prediction when IBC is enabled are discussed below.

{8066] In some embodiments, as a consequence of IBC being enabled, the inter-frame
bi-prediction 15 disabled. For example, n response to a state corresponding 1o fntra-frame
prediction with 1IBC, inter-frame bi-prediction may be disabled. As a result, with 1BC,
demand on system resources, such as memory bandwidth, 1s effectively reduced from

mter-frame bi-prediction to intra-frame prediction.

18067] In some embodiments, one or more additional conditions may be required o
disable inter-frame bi-prediction. Because smaller prediction blocks require more system
resources, such as memory bandwidth, than large prediction blocks, prediction block size
may be an additional requirerent for disabling inter-frame bi-prediction. For exanple, in

some cmbodiments, as a consequence of IBC being enabled and also the prediction block

17-
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size being less than or equal to a predefined size, the inter-frame bi-prediction is disabled.
The predefined size roay, for example, be 4x4 pixels, 4x8 pixels, 8x4 pixels, 8x8 pixels,

8x 16 pixels, 16x16 pixels, 32x372 pixels, or another size.

[8868] In some cmbodiments, a flag can be used to specify or indicate if bi-prediction
15 to be disabled or not as a consequence of IBC being enabled. In some embodiments,
the flag indicates whether the restriction on bi-prediction is applied, for example, at any
of various data construct levels. For example, the flag may indicate that the restriction is
applied t0 one or more sequences, pictures, shices, or other data units. The flag may be
signaled at one or more of the following parameter sets: VPS, 8PS, PPS, video usability

mformation (VUT), slice header or their respective extensions.

1806%] In some embodiments, the following, or equivalent, sequence parameter set raw
byte sequence paylod (RBSP) syntax is used. In this embodiment, the bi-prediction is
disabled as a consequence of the prediction block size being less than or equal to 8x8

{c.g., based on JCTVL-PIO0S v4).

soq_parameter set rhsp( ) { Digscriptor
sps_vides paramster get id u(4)
u(l)
intra_smoothing disabled flag u(l)
high precision_offcets_enabled fiag u(l)
fast rice adaptation_enabled flag u(l)
cabac_bypass_alignment enabled flag u(l)
}
H{(sps_screen content coding flag!
inira_block_copy restriction_enable_flag a(l)

18-
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i sps_extension 7bits )

while( more_rbsp data{ } }

sps_extension data flag ufl}

thsp trailing bits( )

Nt

[8074] Insome embodiments, the following, or equivalent, SPS Semauntics are used:

{8671] intra_block cepy resiriction emabled flag oqual to 1 specifies  that
estriction on bi-prediction is enabled when 1BC is used during the decoding process for

intra-frame prediction.

[8872] intra_block copy resiriction_enabled_flag equal to 0§  specifies  that
restrictions on bi-prediction based on use of IBC are not applied. Wher not present, the

value of mntra_block copy_enabled flag may be inferred to be equal to .
[8673] Decoding process

18074] The value of inter_pred_ide[ x0 || v0 | that specifies whether listd, list], or bi-

prediction is used for the current prediction unit is derived according to Table 1.

-19-
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Table 1 — Name association to inter prediction mode

inter pred ide Name of inter_pred_ide

{ nPbW + nPb { nPbW +nPb
H) > mtra_block co | H) <= intra_block_

py_enabled flag 16 :]copy_enabled flag

12 16112
0 PRED LO PRED L
1 PRED LI PRED L1
2 PRED BI Wa

88738] In JCTVC- T100S, adaptive motion vector resolution (AMVR) feature s
enabled using a signalled flag “use _mteger mv {flag”. The semantics of the flag are as

follows.

{8676] wse integer mv_flag being equal to 1 specifics the resolution of motion vectors
for inter prediction. When not present, the value of use integer mv flag is inferred to be

cqual to motion vector resolution _control ide.

[8877] wse_integer_mv_flag being non-zero specifies that the resolution of loma
motion vectors n the current shice are considered as integer pel. Consequently, fractional
mierpolation may not be required for all loma samples n the shice. When fractional
miterpolation 18 not required, the additional samples required for interpolation are not
loaded and hence, the worst case memory bandwidth is reduced, and may be lower than

the HEVC worst case.

[8078] In some cmbodiments, at least one of uni-prediction and bi-prediction arg
disabled for inter pictures of a predetermined block size as a result of IBC usage, and
further as a result of the state of use_integer mv_ flag. This results in the bandwidih asage

staying within the Hmits of HEVC worst case bandwidth requirement.
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18079 In some embodiments, the conditions for disabling bi-prediction includes IBC
being enabled, the use integer mv_flag being zero, and the prediction block being fcss
than {or less than or equal to) a predefined size. The predefined size may, for example, be
4x4 pixels, 4x8 pixels, 8x4 pixels, 8x8 pixels, 8xi6 pixcls, 16x16 pixels, 32x372 pixcels, or
another size. In one example, bi-prediction may be disabled for a prediction block as a
result of the prediction block size being less than or equal to an 8x¥ size, or another size,

in addition to IBC being enabled and use _integer mv_flag being zero.

{8088 In some embodiments, the conditions for disabling uni-prediction includes IBC
being enabled, use_integer mv_flag being zero, and the prediction block is fess than (or
less than or equal to) a predefined size. The predefined sive may, for example, be 4x4
pixels, 4x8 pixels, 8x4 pixels, 8x8 pixels, 8x16 pixels, 16x16 pixels, 32x32 pixels, or
another size. In onc exarple, as a result of 1BC being cnabled and use integer mv_flag
being zero, the inter-frame uni-prediction is disabled for a prediction block with a size

that 1s less than or cqual 10 an 8x8 size, or another size.

[8083] In some embodiments, the conditions for disabling both uni-prediction and bi-
prediction includes IBC being enabled, use integer mv flag being zero, and the
prediction block is less than {or less than or equal to) a predefined size. The predefined
stze may, for example, be 4x4 pixels, 4x8 pixels, 8x4 pixels, 8x8 pixels, 8x16 pixels,
16x16 pinels, 32x32 pixels, or another size. In one example, as a result of IBC being
enabled and use iteger mv flag being zero, the inter-frame uni-prediction and bi-
prediction are disabled for a prediction block with a size that is less than or equal to a

16x16 size, or another size.

{8682] In some cmbodiments, the disabling of prediction discussed herein is not applicd
if a bi-predicted block is bi-predicted from the same refercnce block, such that the motion
vectors of the prediction refer to the same reference block and are identical. For exanple,
the disabling of uni-prediction and/or bi-prediction may have yet another condition to
their application — that the bi-predicted block triggering the disabling not be predicted
from the same reference block, such that the motion vectors of the prediction refer to the

same reference block and are identical.

{8083] FIG. 5 dlustrates an embodiment of a process 500 of encoding video data with

IBC and having bi-prediction and/or uni-prediction selectively disabled. The process 500

21-
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15 implemented to generate a plurality of encoded video pictures. In some aspects, the
process 500 may be performed by # computing device or an apparatus, such as the
encoding device 104 shown i FIG. 1. For example, the computing device or apparatus
may inchlude an cncoder, or a processor, MICTOProcessor, mpicrocompuier, or other

component of an encoder that is configured to carry out the steps of process 500,

[8884] Process SO0 is illustrated as a logical flow diagram, the operation of which
represents a sequence of operations that can be mplemented in hardware, computer
imstructions, or a combination thercof.  In the comtext of computer nstructions, the
operations represent computer-executable instructions stored on one or more computer-
readable storage media that, when executed by one or more processors, perform the
recited operations.  Generally, computer-executable instructions include  routines,
programs, objects, compounenis, data stroctures, and the like that perform particular
functions or tmplement particular data types. The order in which the operations are
described 15 not intended to be construed as a Umitation, and any number of the deseribed

operations can be combined  any order and/or in paraliel to implement the processes.

18085] Additionally, the process 500 may be performed under the control of one or
more computer systems configured with executable instructions and may be iaplemented
as code {e.g., exccutable instructions, one of MOrC COMPUICE Programs, OF One Of MO
applications} executing collectively on one or more processors, by hardware, or
combinations thereof. As noted above, the code may be stored on a computer-readable or
machine-readable storage medium, for example, in the form of a computer program
comprising a plurality of instructions executable by one or more processors.  The

computer-readable or machine-readable storage medium may be non-transitory.

[B0B6] At 502, the process 500 of encoding video data inchudes obtaining video data at
an encoder. In some cmbodiments, the encoder is contigured to perform inter-picture uni-
prediction oun the video data to generate a plurality of P prediction units, to perform inter-
picture bi-prediction on the video data to generate a plurality of B prediction units, and to
perform itra-pictime prediction on the video data, using intra-block copy prediction, to
encode a prediction unit. When performed, the inter-picture uni-prediction may, for
cxample, generate a plurality of P prediction units. When performed, the inter-picture bi-

prediction may, for example, generate a plurality of B prediction units. When performed,
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the Udra-picture prediction uses mntra-block copy prediction to generate, for exanple, 2

phurality of 1 prediction units.

[8887] At 504, the process 300 mchudes determining to perform the imtra-picture
prediction on the video data, using inira-block copy prediction, to generate a8 plurality of
encoded video pictures. The determining, may, for example, be in response to a state
indicating an intra-block copy mode. In some embodiments, a signaling flag is generated
for a decoder, where the signaling flag indicates the ntra-block copy mode. For example,
a value of 1 for the signaling flag may indicate that an intra-block copy mode is
performed. In another example, a value of 0 for the signaling flag may indicate that an

mtra-block copy mode is not performed.

{8088] At 506, the process 500 includes performing the indra-picture prediction on the
video data using the intra-block copy prediction. For example, the intra-picture prediction
may be performed using the intra-block copy prediction in accordance with a programed
statc of the encoder. The mitra-block copy prediction process may include aspects of intra-

block copy processes discussed elsewhere herein,

[B089] At 508, the process 500 includes, in response to determining to perform the
intra-picture prediction on the video data using the intra-block copy prediction, disabling
at feast one of the inter-pictare bi-prediction, or the inter-picture uni-prediction for the
phurality of encoded video pictures. In some embodiments, the infra-picture prediction
and the disabling arc performed in response to the signaling flag. Tn some embodiments,
in response te the signaling flag, both the inter-picture bi-prediction performance and the
inter-picture uni-prediction performance are disabled. The disabling of prediction may

include aspects or may be in response to other factors discussed elsewhere herein

{B093] At 510, the process 500 includes generating the plurality of encoded video
pictures based on the received video according to the intra-block copy prediction, using
for example, aspects of processes discussed elsewhere herein. For exarople, the encoded

video pictures may be generated using the intra-block copy prediction on the video data.

{8091]  In some embodiments, the process 500 includes other aspects discussed herein,
For example, in some cmbodiments, the process 300 includes performing inder-picture

uni-prediction on the video data to generate a plurality of P prediction onits. In some
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embodiments, the process 300 inchudes deternining a prediction unit size, whercin
performing the inter-picture bi-prediction or uni-prediction is disabled for the plurality of
encoded videe pictures in response 1o the combination of both: deternmining to perform
the ntra-picture prediction on the video data using the intra-block copy prediction, and
the prediction unit size being less than a threshold. In some embodiments, in the process
500, the jnter-picture bi-prediction and inter-picture uni-prediction are disabled for the

phurality of enceded video pictures in response to the combination.

18092] In some embodiments, the encoder is further capable of adaptive motion vector
resolation (AMVR), and the process 500 also mcludes determining a prediction unit sive,
wherein the inter-picture bi-prediction or inter-pictire uni-prediction is disabled for the
phurality of encoded video pictures in response to the combination of all of: determining
to perform the mtra-picture prediction on the video data using the intra-block copy
prediction, the prediction unit size being less than a threshold, and recciving an mdication
that AMVR is disabled. The combination may further include the inter-prediction bi-
prediction having at least one of different reference units and different motion vectors.
The inter-picture bi-prediction and inter-picture uni-prediction may be disabled for the
phurality of enceded video pictures in response 1o the combination. The combination may
further include the inter-prediction bi-prediction having at least one of different reference

units and different motion vectors.

[8893] FIQG. 6 illustrates an embodiment of a process 600 of decoding video data with
IBC and having bi-prediction and/or uni-prediction selectively disabled. The process 600
is impiemented to decode a plorality of encoded video pictures. In some aspects, the
process 600 may be performed by a computing device or an apparatus, such as the
decoding device 112 shown in FIG. 1. For example, the computing device or apparatus
may include a deceder, or a processor, microprocessor, microcomputer, of other

component of a decoder that is configured to carry out the steps of process 600.

18094] Process 600 is iHusirated as a logical flow diagram, the operation of which
represents @ sequence of operations that can be iuplemented jn hardware, computer
instructions, or a combination thereof. I the context of computer instructions, the
operations represent computer-exccutable instructions stored on one or more computer-

readable storage media that, when executed by one or more processors, perform the
~r K o 5
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recited operations.  Generally, computer-cxecutable imstructions include routines,
programs, objects, compounenis, data stroctures, and the like that perform particular
functions or buplement particular data types. The order in which the operations are
described s not intended to be construed as a limitation, and any number of the described

operations can be combined in any order and/or in paraticl to implement the processes.

[6898] Additionally, the process 600 may be performed under the control of one or
more computer systems configured with executable instructions and may be implemented
as code {e.g., executable instructions, one or Mmore computer programs, OFf one of More
applications) execcuting collectively on one or more processors, by hardware, or
combinations thereof. As noted above, the code may be stored on a computer-readable or
machine-readable storage medivm, for example, in the form of a computer program
comprising 4 plurality of instructions executable by one or more processors.  The

computer-readable or machine-readable storage medium may be non-transitory.

18096] At 602, the process 600 of decoding video data includes receiving, in a video
stream, encoded video data encoded using a plurality of prediction modes. The video data
may be received at a decoder. The plarality of prediction modes comprise an inter-picture
uni-prediction mode, an inter-picture bi-prediction mode, and an intra-picture ntra-block
copy mode. In the inter-picture vni-prediction mode, the decoder is configured to decode
according to uni-prediction, for example, as discussed elsewhere herein.  In the inter-
picture bi-prediction mode, the decoder 1s configured to decode according to bi-
prediction, for example, as discussed elsewhere hercin. In the ntra-picture intra-block
copy mode, the decoder is configured to decode according to intra-block copy prediction,

for example, as discussed elsewhere hergin

{8097 At 604, the process 600 includes receiving, in the video bitsircam, an indication
that nter-picture bi-prediction is disabled or that imter-picture bi-prediction restriction is
enabled for a portion of the encoded video data. The indication, may, for example, be a
signaling flag being in a state indicating that inter-picture bi-prediction is disabled or that
micr-picture bi-prediction restriction is enabled.  For example, a value of 1 for the
signaling flag may indicate that inter-picture bi-prediction restriction is cnabled or that

inter-picture bi-prediction is disabled. In another example, a value of 0 for the signaling
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flag may indicate that inter-picture bi-prediction restriction is cnabled or that inter-picture

bi-prediction is disabled.

18098] At 606, the process 600 includes determining, based on the indication, a
prediction mode from the plorality of prediction modes for predicting a prediction unit of
the portion of encoded video data. In some embodiments, the portion of the encoded
video data mclades a pharality of pictares, such as a sequence of pictures. Furthermore, at
608, the process 600 ncludes decoding the prediction unit of the portion of encoded
video data according to the determined prediction mode, using for example, aspects of

processes discussed slsewhere herein,

18099} In some embodiments, the process 600 includes other aspects discussed herein.
For example, process 600 may include, in response to the indication, excluding the inter-
picture bi-prediction prediction mode from use for predicting the prediction unit of the

portion of encoded video data.

Reference sample restriction for IBC

{8168 I order to keep the HEVC worst case bandwidth requirement unchanged,
restrictions may be additionally ov alternatively applied to reference samples as a

consequence of IBC being used.

[8163] In some embodiments, the restrictions on reference samples discussed herein
cause the restricted prediction blocks to be unavailable for use as reference samples. In
some embodiments, corresponding surrogate reference samples are generated by

predefined padding schemes and may be used for prediction.

18102] For cxample, the surrogate reference samples may be gencrated through
horizontal or vertical padding from the neighboring samples, in which case data from one
or more neighboring samples is copied to geancrate the swrrogate reference samples.
Alternatively, the surrogate reference samples may be generated with data equal o a
predefined value. For example, the predefined value is equal to 2<<(B -1}, where B is the

bitdepth of the sample.
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18103]  In some cmbodiments, when IBC is ¢nabled, potential reference samples for
1BC from a prediction block with bi-prediction are excluded or disqualified from being
used as reference samples. In some embodiments, when IBC is enabled, potential
reference samples for IBC from a prediction block with bi-prediction are excluded or
disqualified from being used as reforence samples as 2 result of the further condition that
the prediction block size is less than or equal to a predefined size. The predefined size
may, for exampie, be 4x4 pixels, 4x8 pixels, 8x4 pixels, 8x8 pixels, 8x16 pixels, 16x16
pixels, 32x32 pixels, or another size. In some ombodiments, when IBC is enabled,
potential reference samples for IBC from prediction blocks with inter mode prediction are

excluded or disqualified from being used as reforence samples.

{8184] I some embodiments, when IBC is enabled, potential reference samples for
1BC from a prediction block with inter-mode prediction are excluded or disqualitied from
being used as reference samples if the prediction block size is less than or oqual to a
predefined size. The predefined size may, for example, be 4x4 pixels, 4x8 pixels, 8x4

pixcls, 8x8 pixels, 8x16 pixels, 16x16 pixels, 32x32 pixcls, or another size.

[8165] In some embodiments, when IBC is enabled, potential reference samples for
IBC from a prediction block predicted with bi-prediction mode (¢.g., based on JCTVC-

P100S v4) are exciuded or disqualified from being used as reference samples.

18166] In some embodiments, the resirictions on reference samples discussed herein are
applied at the CTU fevel based on, for example, the mode and/or block size of the
reference samples in that CTU. For example, if IBC is used within a particular CTU, and
if the block size is less than 8x8 pixels, one or more of the restrictions on reference

samples discussed herein may be applied to the entire particular CTU.

{8187  In some embodiments, the restrictions on references samples discussed herein
are applied for CTUs which are outside the current CTU, and are not applied for the
current CTU. In some embodiments, the restrictions on references samples discussed
herein are applied for CTUs which are outside the current and next left CTU, and are not

applied for the current and next left CTUL

[#108] In some embodiments, the application of the restrictions on reference samples

discussed herein is conditioned on use_imteger mv_flag flag being zero. Accordingly, the
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restrictions may be applied if use_integer mwv_flag is zero, and may be not applied if

use_integer_mv_flag is not zero.

[8169] In some embodiments, when IBC is enabled, potential reference samples for
IBC from a CTU that has at least one prediction block with bi-prediction are excluded or
disqualified from being wused as reference samples. Tn another example, when IBC is
enabled, potential reference samples for IBC from a CTU that has nomber of prediction
samples with bi-prediction greater than a threshold are excluded or disqualified from
being used as reference samples. The threshold may be, for example, 250, 500, 1000,

5000 samples, or any other suitable number of prediction samples.

8118} In some embodiments, when IBC is cnabled, potential reference samples for
IBC from a CTU that has at least one prediction block with bi-prediction are exchuded or
disqualified from being used as reference samples if that prediction block size is less than
or equal to a predefined size. The predefined size may, for example, be 4x4 pixels, 4x8

pixels, 8x4 pixcis, 8x8 pixels, 8x16 pixels, 16x16 pixels, 32x32 pixels, or another size.

{8111}  In some embodiments, when IBC is cnabled, potential reference samples for
IBC from a CTU that has number of prediction samples with bi-prediction greater than a
threshold if their size is less than or equal to a predefined size are excluded or disqualified
from being used as reference samples. The threshold numsber may be, for example, 250,
500, 1000, 5000 samples, or any other suitable number of prediction samples. The
predefined size may, for cxample, be 4x4 pixels, 4x¥ pixels, 8x4 pixels, 8x8 pixels, ¥x16

pixels, 16x16 pixels, 32x32 pixels, or another size,

{B112]  In some embodiments, when IBC is enabled, potential reference samples for
IBC from a CTU that has at least one prediction block used for interpolation are excluded
or disqualificd from being used as reference samples. In another example, when IBC 15
enabled, potential reference saroples for IBC from a CTU that has number of prediction
samples used for interpolation greater than a threshold are exchuded or disqualified from
being used as reference samples. The threshold may be, for example, 250, 500, 1000,

5000 samples, or any other suitable number of prediction samples.

1#113]  In some cmbodiments, when IBC is ¢nabled, potential reference samples for

1BC from a CTU that has at lcast one prediction block used for interpolation are excluded



WO 2015/196030 PCT/US2015/036610

or disqualified from being used as reference samples if that prediction block size is less
than or equal to a predefined size. The predefined size may, for example, be 4x4 pixels,
4x8 pixels, 8x4 pixels, 8x8 pixels, 8x16 pixels, 16x16 pixels, 32x32 pixels, or another

size.

{8114] In some embodiments, when IBC is enabled, potential reference samples for
IBC from a CTU that has number of prediction samples used for interpolation greater
than a threshold are excluded or disqualified from being used as reference samples if their
size s less than or equal to a predefined size. The predefined sive may, for example, be
4x4 pixels, 4x8 pixels, 8x4 pixels, 8xR pixels, 8x16 pixels, 16x16 pixels, 32x32 pixels, or
another size The threshold may be, for example, 250, 500, 1000, 5000 samples, or any

other suitable number of prediction samples.

{8115] In some cmbodiments, the resivictions on references samples described above

are similarly applied to potential reference samples which are interpolation samples.

[8116] In some embodiments, the restrictions on reforence samples discussed herein are
not applied if a bi-predicted block is bi-predicted from the same reference block, such
that the motion vectors of the prediction refer to the same reference block and arc
identical. For example, the disabling of uni-prediction and/or bi-prediction may have vet
another condition to their application — that the bi-predicted block friggering the
application of the restriction not be predicted from the same reference bleck, such that the

motion vectors of the prediction refer to the same reference block and are identical.

[B8117]  Arp cxample specification text based on JCTVC-PI00S v4 with local search
area for B shces is discussed below. Embodiments discussed herein conform with the

example specification text.
{#118] Decoding process

[8119] A derivation process for block vector components in intra-block copying
prediction mode is described. Embodiments discussed herein conform with the derivation

Procoss.

[8128] Inputs to this process are:

-29.
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a luma location { xCh, yCb ) of the top-left sample of the current luma coding

biock relative to the top-left luma sanpie of the current picture, and
a variable log2CbSize specifying the size of the current luma coding block.

18121]  QOutput of this process 15 the (nCbS){(nChX) array [may be referred to as 2

single vector] of block vectors bvintra.
{81221  The variables nChS, nPbSw, and nPbSh are derived as follows:
aChS =1 << {og2ChSize (8-25)

nPhSw = nCbS / { PartMode == PART ZNz2N || PartMode ==
PART ZNxN? 1:2)(8-25)

nPhbSh = nChS / ( PartMode == PART INxZN || PartMode ==
PART Nx2N71:23(8-25

Nmnr”

{8123] The wvariable Bvplntraf complds | specifies a block vector predictor. The
horizontal block vector component is assigned compidx =  and the vertical block vector

component is assigned compldx = 1.
18#124] Depending upon PartMode, the variable numPartitions is derived as follows:
If PartMode is equal to PART 2Nx2N, numPartitions 1s set equal to 1.

(Utherwise, if PartMode is equal to cither PART ZNxN or PART Nx2N,

numPartitions is sot equal to 2.

Otherwise (PartMode 1s equal to PART NxN), mumnPartitions is set equal

to 4.

18#125] The array of block vectors bvinira is derived by the following ordered steps, for

the variable blkddx proceeding over the values 0. numPartitions — 1 &

The variable biking is set eqoal to { PartMode ==PART INxN72:1 ).
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The variable yPb is set equal to yCb +oPbSh * ( blkidx /2 }

The following ordered steps apply, for the variable compldx procecding

over the values 0..1;

Depending upon the number of times this process has been invoked for the

current coding tree unit, the following applies:

If this process is invoked for the first time for the current coding

tree unit, bviniral xPb [ vPb 1 compldx | is derived as follows:

bvintral xPb { yPb ][ 0] = Bvdintral xPb [ yPb [[ 6] — nCbhS
{(8-25)

bvintral xPb [ yPb ][ 1 }=Bvdintral xPb [ yPb ][ 1] (B-25)
Otherwise, bvintra] xPb [ yPb | compldx | is derived as follows:

bvintra] xPb | vPb |{ § |=Bvdintral xPb || vyPb § 0 | + Bvplintra[
G 1{8-25}

byvintral xPb }{ vPb ][ | [=Bvdntra] xPb || vPb H 1 1+ Byplntra[
11(8-25)

The wvaloe of Bvplnre| compldx] is updated o be cqual 1o

bvintral xPb ]| vPb [ compldx |.

For use in derivation processes of variables invoked later in the decoding
process, the following assignments are made for x=0.nPbSw—1 and

v =0, nPhSh -~ §:

bvintra] xPb +x || yPb + v || conmpldx |=

bvintral xPb }[ vPb I compldx ] {8-25)

[8126] 1t is a requirement of bitstream conformance that all of the following conditions

are true:

—The value of bvintral xPb || yPb || 0 ] shall be greater than or equal to — ( xPb %
CthSizeY + 64 ).
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—The value of bvintral xPb J{ yPb || 1 ] shall be greater than or equal o — (yPb %
CibSizeY ).

~When the derivation process for z-scan order block availability is mvoked with
{ xCurr, yCurr } set equal to (xaCh,yChb) and the neighboring luma location
{ xNBY, yNbY 3 set equal o
{ xPb + bvintra] xPb [ yPb ][ 0 ], yPb + bviotra] xPb [[yPb ][ | 1} as inputs, the output
shall be equal to TRUE.

—When the derivation process for z-scan order block avatiability is invoked with
{ xCurr, yCurr } set equal to (xCh,yCh} and the wneigbboring luma location
{ xNbY, yNbY ) set equal 10
{ xPb + bvintra xPb [ yPb [ 0 ] + nPbSw — 1, vPb + bvintra
| xPb }[ vPb }i 1 |+ 0oPbSh -~ 1 ) as inputs, the output shall be equal 1o TRUE.

~{me or both of the following conditions shall be true:
~bvintral xPb [ yPb ][0 ] + nPbSw <= 0
~bviniral xPb [{ yPb }[ 1 | + nPbSh <= ¢

-fnter pred de[x [y ] shall be equal to 0 or 1, with x= xPb +
Bvintra] xPb i{ yPB [ 0 1. xPb + Bylntral xPb J[ ¥Pb | [ 0 ]+ (1 <<log2(ChSize} — 1, y=
yPb + Bvintral xPb [ yPb 1 [ 1 1., y0+ Bvlntral xPb I[ vPb ] [ | |+ (1 <<log2ChSire) —
1 -

b

Adaptive search area based on picture type/slice tvpe/partition size

18127 To mprove the cache usage and reduce cache misses, which would otherwise
oceur as a result of IBC block vectors and inter motion vectors, some constraints on the

block vecior range may be applied.

[8128] The block wvector range constraints way be applied individually or in
combination. In the block vector range constraints, the region of interest is not Himited
and may, for example, be a CU, a2 CTH, a largest coding unit (LCU), a slice, a tile, or a set

of Civs, CTUs, OB, LLU g, shices, or tiles.
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181291 In some cmbediments, the search area is determined based on one or more of the
picture type, the slice type, and the partition size. Additionally, a syntax clement may be
used to specify the scarch area for cach corresponding picture type, slice type, and

partition size.

18138] As an example, if the current shice i1s a B-slice, the search area for the IBC
blocks may be constrained to be the local region of the curremt CTRB. In some
embodiments, the search area is constrained to the causal neighborhood in the current

CTB and the adjacent left CTB as a consequence of the current slice being a B-shice.

[8133] In some embodiments, the size, the shape, or the location of the search area is
specified by the syntax clement. In some cmbodiments, the syntax element is, for
example, signaled in the bitstream at ong or more of VPS, SPS, PPS, VUL, slice header,

or CU header.

{8132] In some embodiments, a range of the block vector that is coded in the bitstroam
is constrained based on one or more of the picture fype, the slice type, and the partition
size. Additionally, a symtax eloment may be used to specity a maximum block vector
range for cach corresponding picture type, slice type, and partition size. For example, in
some cmbodiments, onc or more syntax clemenis may be used to specify that the
maximum block vector range is respectively equal to 100, 500, and 1000 pixels for CRA,
BLA, and IDR picture types. Similarly, one or more syntax clements be used to specity a
maximum block vector range for each of | slices, B slices, P slices, and GPB slices, and
one or more syniax clements be used to specity a maximurm block vector range for cach
of partition sizes including 4x4 pixcis, 8x8 pixels, 16116 pixels, 32x372 pixcls, and 64x64

pixels.

{8133}  In some embodiments, the search arca and maximum block vector range syntax
clements may signaled In one or more of the following parameter sets: VPS, SPS, PPS,

video usability information (VUI), slice header or their respective extensions.

[#134] Ar cxample specification text based on JCTVC-PI00S v4 with local search
area for B shices is discussed below. Embodiments discussed herein conform with the

example specification text.

1#135) Decoding process
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18#136] A derivation process for block vector components in imtra-block copying

prediction mode is described.
18137}  Inputs to this process are:

a luma location {( xCh, yCb ) of the top-icft sample of the current luma coding

block relative io the top-loft luma sample of the current picture,
a variable log2ChSize specifying the size of the current huma coding block.

18138] Output of this process is the (aChSx{nCbX) array {may be referred to as 2

single vector] of biock vectors bvinira.
18139} The variables nCh8, nPbSw, and nPbSh are derived as follows:
nbS =1 << log2CbSize {8-25}

nPbSw = nbS / { PartMode == PART 2Nx2N || PartMode ==
PART 2MNxN71:2)(825)

2PbSh = nChS / { PartMode == PART 2NxZN || PartMode ==
PART NxZN?71:2)3{825)

19148] The varizble Bvplmral compldx | specifies a block vector predictor. The
horizontal block vector component is assigned compldx = § and the vertical block vector

component is assigned compldx = 1.
18141} Depending apon PartMode, the variable manPartitions is derived as follows:
- If PartMode is equal to PART 2Nx2N, rnumPartitions 8 set equal to 1.

Otherwise, i PartMode 18 cqual to either PART 2NxN or

PART NxZN, numPartitions is set equal to 2.

- Otherwise (PartMode s cqual to PART NxN), mumPartitions is sot

equal to 4.

[8142] The array of block vectors bvintra is derived by the following ordered steps, for

the variable blkldx proceeding over the values O..( mumPartitions — 1 &
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The variable blkine is set equal to { PartMode ==PART 2NxN72 1)
The variable xPb is set equal to xCh + nPbSw * { blkidx * biklne % 2 ).
The variable vPb is set equal to yCh +nPbSh * ( blkldx / 2}

The following ordered steps apply, for the variable compldx proceeding

over the values 0..1:

Depending upon the number of times this process has been mvoked for the

current coding tree unit, the following applies:

If this process is mvoked for the first time for the current coding

troe unit, bvintral xPb [ yPb 1{ compldx | is derived as follows:

bvintral xPb [ yPb ][ 0] = Bvdintral xPb [{yPb ][ 0] — nCbS
(8-25}

bvintra] xPb [{ yPh |[ 1 | =Bvdintral xPb J[yPb [ 1] (&-25)

Otherwise, bvintral xPb [ yPb J{ compldx ] is  derived as

follows:

bvintral xPb |[ yPb ][ 0 [=Bvdintra] xPb }[ vPb i[ 0 | + Bvplintra[
{0 1(8-25)

bvintra] xPb }{ yPb ][ | [=Bvdintra] xPb || yPb H | |+ Bvplntra[
1148-25)

The value of Bvphntral compldx] 15 updated to be equal to

bvintral xPb |{ yPb || compldx ].

For use in derivation processes of variables invoked later in the decoding
process, the following assignments are made for x={L.nPbSw-1 and

y = 0..nFbSh ~ 1:

bvintra] xPb + x || yPb + v || compldx |=bvintral xPb 1] vPb ] compl
dx ] {8-25)
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18143] 1t is a requirement of bitstream conformance that all of the following conditions

are true:

~-For B slice type, the value of byvlntral xPb }[ yPb ][ 0 ] shall be greater than or
equal to - { xPh % CtbSizeY + 64 ).

—For B slice type, the value of bvintral xPb ) vPb ][ 1 | shall be greater than or

equal to — { vPb 9% CtbRizeY ).

~When the derivation process for z-scan order block availability is nvoked with
{( xCurr, yCurr } set equal to {(xCh,yCb)} and the neighboring huna location
{ xNbBY, yNbY ) et equal 0
( xPb+ bvintral xPb [ yPb ][ 0}, yPb + byvintra xPb [ vPb ] [ 1]} as inputs, the output
shall be equal to TRUE.

—When the derivation process for z-scan order block availability s mvoked with
(xCurr, yCurr } set eoqual to (xCh,yChb) and the neighboring luma location
{ xNbY, yNbY ) set equal to
{ xPb + bvintral xPb J[ yPb ][ 0 ] + oPbSw — 1, vPb + bvintra
[ %xPb §[ vPb if 1]+ nPbSh - 1) as inputs, the output shall be equal to TRUE.

~One or both of the following conditions shall be troe:
—  bvintral xPb }[ yPb [ 0 | + aPbSw <=

bvintra] xPb { yPb [ 1 |+ nPbSh <= 0

[8144] FIG. 7 illustrates an embodiment of a process 700 of encoding video data, The
process 700 is implemented to generate a phurality of encoded video pictures. In some
aspects, the process 700 may be performed by a computing device or an apparatus, such
as the encoding device 104 shown in FIG. 1. For example, the computing deviee or
apparatus may include an encoder, or a processor, micCroprocessor, microcomputer, of

other component of an encoder that is configured to carry out the steps of process 700,
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18#145] Process 700 is iflustrated as a logical flow diagram, the operation of which
represents 8 sequence of operations that can be implemented in bardware, computer
instructions, or a combination thereof. In the context of computer instructions, the
operations represent computer-cxecutable instructions stoved on one or more compulier-
readable storage media that, when execoted by one or more procossors, perform the
recited operations.  Generally, compuier-cxecutable imstructions imclude routines,
programs, objects, components, data structures, and the like that perform particelar
functions or implement particolar data types. The order in which the operations are
described is not intended to be construed as 3 limitation, and any number of the described

operations can be combined in any order and/or in paralicl to imploment the processes.

{8146] Addmionally, the proccss 700 may be performed under the control of one or
more coraputer systems configured with exccutable instructions and may be fmplemented
as code {(c.g., exccutable instructions, one or MOTC COMPULCT Programs, of OUC OF 1BOFe
applications) cxecuting collectively on one or more processors, by hardware, or
combinations thereof. As noted above, the code may be stored on a computer-readable or
machinc-readable storage medivm, for example, in the form of a computer program
comprising a plurality of instructions exccutsble by owne or more processors.  The

computer-readable or machine-readable storage medium may be non-transitory,

18147] At 702, the process 700 includes performing intra-picture prediction on a block
of one of the pictures to generate a prediction unit. In some embodiments, performing the
intra-pictere prediction includes sclecting a reference block for itntra-block copy
prediction of a coding tree unit (CTU), wherein the selected reference block is selected
from a plurality of encoded blocks, and wherein blocks within the CTU encoded with bi-
prediction are exchided from selection as the reference block. Performing the intra-
picture prediction may also include performing intra-block copy prediction on the

reference block 1o generate the prediction unit.

18148] At 704, the process 700 includes gonerating syntax clements encoding the

prediction unit based on the performed intra-picture prediction.

[8148] In some embodiments, the process 700 includes other aspects discussed herein
For example, the process 700 may include determining a prediction unit size, wherein

blocks encoded with bi-prediction are excluded from selection at least partly in response

237
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to the prediction unit size being less than a threshold. In some embodiments, in process
700, one or more blocks encoded with inter-prediction are excluded from selection as the
reference biock. For example, the one or more blocks encoded with mter-prediction may
be excluded froma sclection as the reference block for encoding further blocks of the CTU.
In such embodiments, the process may alse include determining a prediction unit size,
wherein blocks encoded with inter-prediction are excluded from selection at least partly

n respouse to the prediction uwit size being less than a threshold.

{8188 In some embodiments, in process 700, a surrogate reference block 15 generated
asing a padding scheme. In some embodiments, performing mtra-block copy prediction

mehudes using the surrogate block as the selected reference block.

{8181} Insome embodiments, process 700 inchudes determining whether the CTU has a
prediction block generated with bi-prediction, wherein blocks encoded with bi-prediction
are excloded from selection at least partly in response to the CTU having a prediction
block genecrated with bi-prediction. In such embodiments, process 700 may also include
determining a quantity of prediction blocks generated with bi-prediction for the CTU, and
determining a prediction unit size. Blocks encoded with bi-prediction may then excluded
from selection m response to any of the CTU having a quantity of prediction blocks
generated with bi-prediction greater than a threshold, the prediction unit size being less
than a threshold, and the CTY having a quantity of prediction blocks generated with bi-
prediction greater than a threshold, and the prediction unit size being less than a

threshold.

8182] In some embodiments, process 700 includes perforndng adaptive motion vector
resolution (AMVR) and determining a prediction unit size. o such embodinments, blocks
encoded with bi-prediction may be excluded from selection at least partly in response fo
the combination of both oft the prediction unit size being less than a threshold, and
receiving an mndication that AMVR 1s disabled. In some embediments, the combination
further includes the wder-prediction bi-prediction having at least one of different

reference units and different motion vectors.

{B183] In some embodiments, process 700 includes determining a secarch arca
comprising the encoded blocks, wherein the search area is detormined based at least n

part on at least one of: a picture type, a slice type, and a partition size.

238
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Restriction on the distribution of block vectors within a recion of interest.

{8184] To tmprove the cache usage and reduce the cache misses when using larger

search ranges, some constraints on the block vector range may be applied.

{8185] The biock wvector range constrainis may be applied individually or im
combination. For the block vector range constrainis, the region of interest is not limited
and may, for example, be 3 CU, 8 CTB, a largest coding unit (LCUY, a slice, a tile, or a set

of CU’s, CTU's, CTBs, LLUs, shices, or tiles.

[8186] In some embodiments, the range of the block vectors is constrained to be within
the region of imterest. For example, the range of block vectors may be constrained to be
within 2 currerd CU. In some embodiments, different regions of interest have different
block vector range constraints. Additionally, a syatax clement may be used 1o specify the

block vector range for cach region of tutorest.

[8157]  As an example, the ranges of the block vectors may be constrained to be within
a tile. Accordingly, the prediction samples for a current prediction unit are constrained to
be from within the same tile. Among other benefits, this constraint facilitates efficient
paralie] processing. In some embodiments, the ranges of the block vectors are constrained
to be within a shice. Accordingly, IBC prediction is constrained to not cross shice

boundaries.

{8#158] In some embodiments, the maxinmum difference of any two block vectors within
g region of imtcrest is constrained. For example, if a CU within a slice region of interest
has a block vector of a particular size, all other block vectors within the slice are Hmited
to be within a predefined range of the particular size. Additionally, a syntax element may
be used to specify the maximum difference of any two block vectors for each region of

interest.
[8189] Specification text and syntax

8169] In some embodiments, the block vector range and maximum block vector
difference syntax cloments may signaled in one or more of the following parameter seis:
VPS5, SP5, PPS, video usability information (VUI), slice header or their respective

extensions.

-39-
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{#161] An cxample specification text based on JCTVC-PLI005 v4 with local scarch
arca for B slices 15 discussed below. Embodiments discussed herein conform with the

example specification fext.
18162] Decoding process

{8163] The variable Bvintral 8 ][ v0 ¥ compldx | specifies a vector component fo be
ased for the intra-block copying prediction mode. The array indices x0, y0 specify the
location (x0, y0 ) of the top-left luma sample of the considered prediction block relative
to the top-left huma sample of the picture. The variable Bvdisplotral 20 ] y0 ]
[ compldx | specifies the difference between vector component 1o be used for the intra-
block copying prediction mode for location { x0), v} {e.2.,
Byntral x0 ][ v0 }{ compldx ]) and location { xi, yj ) (e.g., Bvintraf xi }{ yj I{ compldx }).
The array indices x4, yi specify the location ( 11, yi ) of the top-left luma sample of the
considered prediction block relative to the top-left luma sample of the picture for any

1,} such that the location { xi, yj ) and { x0, ¥0 ) are within the same CTU.

18164] Forall 1,3, Bvdisplntral xi }[ vi I comapldx } shall be in the range of — 128 to
128, mciusive. The horizontal block vector component is assigned compldx == 0 and the

vertical block vector component is assigned compldx = 1

[8165] In the above specification the range of — 128 1o 128, inclusive, is used as an

example and the actual value of the range might be fixed to different value or signaled.

[#166] Below an example signaling method is shown.

vii_parameterst } § D
escriptor
hitstream_vestriction flag u{
1y

iff bitsteeam restriction flag ) {

40)-
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fog? max_ctu_deltaBV length horizental ne

{v)

log2 max_ctu_deltaBV _lemgth vertical ue

e~

18167] log? max ctu_deliaBVY length_berizental and  Jeg? max ciu_deliaBV
_length vertical indicate the maximum absolute difference value of a decoded horizontal
and vertical block vector component, respectively, with respect to the decoded horizontal
and vertical block vector component, respectively, of any prediction unit that belongs to
the same CTU and available, in integer fuma sample units, for all pictures in the CVS. A
value of n asserts that po difference value of a block vector component is outside the
range of ~2" to 2" — 1, inclusive, in units of integer huma sample displacement. Range and

inference values may be determined.

[9168] Forall 1,3, Bvdispintral x1}[ vi I comapldx | shall be in the range as specified
by log? max_ctu dchaBV length horizontal and
log2 max_ctu dchtaBV length vertical for horizovtal and vertical components. The
horizontal block vector component is assigned compldx = § and the vertical block vector

component is assigned compldx = 1.

{8169] Alternatively, the range may be different for each compldx (horizontal and
vertical block veetor) as well as for luma and chroma component. Aliernatively, the range
may be different for each compldx (horizontal and vertical block vector) as well as for

huma and chroma component.

{8178] Alternatively, the range may be signaled as nwultiple of CTU's, slices, tiles clc.

vui_parameters( } { 3

escripter
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hitstream restriction flag u{

1

iff bitsteeam restriction flag ) {

log2 max BV ctu_length horizental ue

fpgl max BV ctu_length_vertical ne

{v)

—~

18171] log2 max BV _ctu length_horivontal and log? max_BV_ctu length
_vertical indicate the maximum asbsolute difference value of a deceded horizontal and
rertical block vector component, respectively, with respect to the decoded horizontal and
rertical block vector component, respectively, of any prediction unit that belongs to the
same CTU and available, in the units of the CTR, for all pictures in the CVS. A value of n
asserts that no differcnce value of a block vector component is outside the range of —N to

N, inciusive, inunits of CTR displacement.

Restriction on the pumber of block vectors within a rezion of interest

[8172] As discussed above, IBC may increase the worst case number of block vectors
for low delay P case. At least to maintain the same worst case complexity as HEVC and
also to reduce the load on system resources {e.g., 1o reduce a number of prediction sample

loads), some embeodiments include additional or alternative features,

{8173] For exampie, the number of block vectors within a particular region of interest
may be constrained to be less than or equal to the worst case number of block vectors of
HEVC for the particular region of inferest. For example, the nomber of block vectors
within a region of interest may be constrained o be equal (o or less than the worst case

momiber of block vectors that would exdst if all the blocks are coded as NxZN/2NxN for

47



WO 2015/196030 PCT/US2015/036610

the same region of inferest. In some cmbodiments, IBC mode may be restricted for

smallest partition (NxIN) of non I-S8lices.

{8174] The block vector nrumber constraints and the restriction of 1BC mode may be
applied individuslly or in combination. In the block vector number constraints and the
restriction of 1BC, the region of interest is not limited and may, for example, be a CU, a
CTRB, a largest codmg uvnit {LCU), a slice, a tile, or a set of CU%s, CTUs, CTRs, LCUs,

slices, or tiles.

Constraint I-slice

18#175]  In some embodiments, the ranges of the block vectors may be constrained to be

within a slice. That is, 1BC prediction docs not cross slice boundaries.

{8176] 1o some embodiments, a new slice type may be signaled. For the new shice type,
the ranges of the block vectors are constrained to be within the shce. As a result, IBC

prediction does not eross shee boundaries for slices of the new slice type.

8177] In some embodiments, a flag may specify that the ranges of the block vectors
arg constraingd to be within slices. As a result of the state of the flag, IBC prediction doss
not cross slice boundaries. The flag may, for example, be signaled in one or more of the
following parameter sgts: VPS, SPS, PPS, video usability information { VUT}, slice header

or their respective extensions.

8178] Using the techniques and systems described berein intra-block copy technigues
arc performed with reduced memory bandwidth and size requirements.  As a result,
memory bandwidth efficiency 15 improved, worst case raemory accesses are limited, and

other aspects of intra-block copy is enhanced.

[8179] The coding techniques discussed herein may be implemented in an example
video encoding and decoding system {e.g., system 100}, A system includes a source
device that provides encoded video data 1o be decoded at a later time by a destination
device. In particular, the source device provides the video data to destination device via a
computer-readable medivmm.  The source device and the destination device may comprise

any of a wide range of devices, inclading desktop computers, notebook (i.e., laptop)
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computers, tablet computers, set-top boxes, telephone handscets such as so-called “smart”
phones, so-called “smart” pads, televisions, cameras, display devices, digital media
players, video gaming consoles, video sireaming device, or the like. In some cases, the

source device and the destination device may be equipped for wireless communication.

{8188] The destination device may receive the encoded video data to be decoded via
the computer-readable medium. The computer-readable medivmm may comprise any type
of medivm or device capable of moving the encoded video data from source device to
destination device. o one example, computer-readable medium may comprise a
communication medium to enable source device 1o transmit encoded video data divectly
to destination device in real-time. The encoded video data may be modulated according
to a communication standard, such as a wireless communication protocol, and transmitted
to destination device. The communication medium may comprise any wireless or wired
communication mediom, such as a radio frequency (RF) spectrum or one or more
physical transmission Hnes. The commumication medium may form part of a packet-
based network, such as a local area network, a wide-area network, or a global network
such as the Internct.  The conununication medium may inchlude routers, switches, base
stations, or any other equipment that may be useful to facilitate commumication from

source device 1o destination device.

8181} In some examples, encoded data may be output from output interface to a
storage device. Similarly, encoeded data may be accessed from the storage device by
input interface. The storage device may inclode any of a variety of distributed or locally
accessed data storage media such as a hard drive, Blu-ray discs, DVDs, CD-ROMs, flash
memory, volatile or non-volatile memory, or any other soitable digital storage media for
storing encoded video data. In a further example, the storage device may correspond to a
file server or ancther imtermediate storage device that may store the encoded video
generated by source device. Destination device may access stored video data from the
storage device via streaming or download. The file server may be any type of server
capable of storing encoded video data and transmitting that encoded video data to the
destination device. Example file servers inchude a web server (e.g., for 2 website}, an
FTP server, network attached storage (NAS) devices, or a local disk drive. Destination
device may access the encoded video data through any standard data connection,

imchiding an Internet conmection. This may toclude a wireless chamnmel (e.g., a Wi-Fi
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conmection), a wired connection {(¢.g., DSL, cable modem, eic.), or a combination of both
that is suitable for accessing encoded video data stored on a file server, The transmission
of encoded video data from the storage device may be 2 streaming fransmission, a

download transnussion, or a combination thercof.

{8182} The techmgues of this disclosure are not necessarily hmited fo wireless
applications or settings. The techniques may be applied to video coding n support of any
of a variety of multimedia applications, such as over-the-air television broadeasts, cable
ielevision transmissions, salelhite television iransmissions, Internet streaming video
transmissions, such as dynamic adaptive streaming over HTTP (DASH), digital video that
is encoded onto a data storage medium, decoding of digital video stored on a data storage
medium, or other apphications. In some examples, system may be configured to support
one-way or two-way video transmission to support applications such as video streaming,

video playback, video broadcasting, and/or video telephony.

{8183] In onc example the source device inchudes a video source, a video encoder, and
a output interface. The destination device may imclude an input imterface, a video
decoder, and a display device. The video encoder of source device may be configured to
apply the techniques disclosed herein.  In other cxamples, a source device and a
destination device may include other compounents or arrangements. For example, the
source device may receive video data from an external video source, such as an external
camera, Likewise, the destination device may toterface with an external display device,

rather than including an integrated display device.

{8184] The cxample system above merely one exarmaple. Techniques for processing
video data in parallel may be performed by sny digital video encoding and/or decoding
device. Although generally the technigues of this disclosure are performed by a video
encoding device, the technigques may also be performed by a video euncoder/decoder,
typicaily referred to as a “CODEC.” Morcover, the technigues of this disclosure may
also be performed by a video preprocessor. Source device and destination device are
merely examples of such coding devices in which source device generates coded video
data for transmission to destination device. In some examples, the source and destination
devices may operate in 2 substantially symmetrical manner such that each of the devices

inchide video encoding and decoding components. Hence, example systems may support
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one-way or two-way video transmission between video devices, e.g., for video streaming,

video playback, video broadcasting, or video telephony.

18185] The video source may tnclude a video capture device, such as a video camers, a
video archive containing previously captured video, and/or a video feed interface to
receive video from a video content provider. As a fimther altevnative, the video source
may generate computer graphics-based data as the source video, or a combination of Hive
video, archived video, and computer-generated video. In some cases, it video source is a
video camera, source device and destination device may form so-called camera phones or
video phones. As mentioned above, however, the techniques described in this disclosare
may be apphicable to video coding in general, and may be applied to wireless and/or
wired applications. In each case, the captured, pre-captured, or computer-generated video
may be encoded by the video encoder. The encoded video information may then be

oufput by output interface onto the computer-readable medium.

{8186] As noted the computer-readable medium may include transiont media, such as a
wircless broadcast or wired network transmission, or storage media (that is, pon-
transitory storage media), such as a hard disk, flash drive, compact disc, digital video
disc, Blo-ray disc, or other computer-readable media. In some cxamples, a network
server {not shown) may receive encoded video data from the source device and provide
the enceded video data to the destination device, e.g., via network transmission.
Stmilarly, a computing device of a medium production facility, such as a disc stamping
facility, may reccive encoded video data from the source device and produce a disc
containing the cncoded video data. Therefore, the computer-readable mediim may be
anderstood to include one or more computer-readable media of various forms, in varicus

examples.

{8187} The input mterface of the destination device roceives information from the
computer-readable medium.  The information of the computer-readable medium may
inchide syntax ifnformation defined by the video encoder, which is also used by the video
decoder, that includes syniax clements that describe characteristics and/or processing of
blocks and other coded units, e.g., group of pictures (GOP). A display device displays
the decoded video data 1o a user, and may comprise any of a variety of display devices

such as a cathode ray tube (CRT), 2 liguid crystal display (LCD), a plasma display, an
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organic Hght emitting diode (OLED) display, or another type of display device. Various

embodiments of the tnvention have been described.

[8188] Specific details of the encoding device 104 and the decoding device 112 are
shown in FIG. 8 and FIG. 9, respectively. FIG. 8 is a block diagram illustrating an
example encoding device 104 that may implement one or more of the techmiques
described in this disclosure. Encoding device 104 may, for example, generate the syntax
structures described herein (e.g., the syntax structures of a VPS, SPS, PPS, or other
syntax clements). Encoding device 104 may perform intra-prediction and inter-prediction
coding of video blocks within video slices. As previously described, intra-coding relies,
at least in part, on spatial prediction to reduce or remove spatial redundancy within a
given video frame or picture. Inter-coding relies, at least n part, on temporal prediction
to reduce or remove temporal redimdancy within adjacent or surrounding frames or
pictures of a video sequence. Intra-mode (I mode) may refer to any of several spatial
based compression modes. Inter-modes, such as uni-directional prediction (P mode) or

bi-prediction {8 mode), may refer to any of several temporal-based compression modes.

{8189] The cucoding device 104 includes a partitioning unit 35, prediction processing
unit 41, filter oot 63, picture momory 64, summer 50, fransform processing vait 32,
quantization unit 54, and cniropy encoding wnit 56. Prediction processing unit 41
inchides motion estimation unit 42, motion compensation wnit 44, and imtra-prediction
processing wumit 46. For video block reconstruction, encoding device 104 also inclades
inverse quantization onit 58, inverse trapsform processing unit 60, and summer 62. Filter
anit 63 is intended to represent one or more loop filters such as a deblocking filter, an
adaptive loop filter (ALF), and a sample adaptive offset (SAO) filter. Although filter umit
63 is shown in FIG. 8 as being an in loop filter, in other configurations, filter unit 63 may
be implemented as a post loop filter. A post processing device 57 may perform additional
processing on encoded video data generated by encoding device 104, The techniques of
this disclosure may in some instances be implemented by encoding device 104, In other
instances, however, one or more of the techniques of this disclosure may be implemented

by post processing device 57.

18196] As shown in FIG. 8, encoding device 104 receives video data, and partitioning

untt 35 partitions the data into video blocks. The partitioning may also include
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partitioning into slices, slice segments, tiles, or other larger umits, as wells as video block
partitioning, e.Z., according to a guadiree stracture of LCUs and Cls. Eocoding device
104 generally ilustrates the components that encode video blocks within a video slice to
be encoded. The slice may be divided into multiple video blocks {and possibly into sets
of video blocks referred to as tiles). Prediction processing unit 41 may select one of a
phurality of possible coding modes, such as one of a plurality of intra-prediction coding
modes or one of a plurality of inter-prediction coding modes, for the current video block
based on error results (¢.g., coding rate and the level of distortion, or the like). Prediction
processing unit 41 may provide the resulting intra- or inter-coded block to summer 50 1o
generate residual block data and to summer 62 to recounstruct the encoded block for use as

a reference picture.

[8191] fotra-prediction processing omit 46 within prediction processing unit 41 may
perform intra-prediction coding of the current video block relative to one or more
neighboring blocks in the same frame or slice as the current block 1o be coded to provide
spatial compression. Motion estimation unit 42 and monon compensation unit 44 within
prediction processing unit 41 perform inter-predictive coding of the current video block
relative to one or more predictive blocks in one or more reference pictures to provide

temporal compression.

{8192] Motion estimation unit 42 may be configured to determine the inter-prediction
mode for a video slice according to a predetermined pattern for a video sequence. The
predetermined pattern may designate video slices in the sequence as P slices, B shices, or
GPB slices. Motion estimation unit 42 and motion compensation gnit 44 may be highly
integrated, but are illustrated separately for conceptual purposes. Motion estimation,
performed by motion estimation unit 42, is the process of generating motion vectors,
which cstimate motion for video blocks. A motion vector, for example, may indicate the
displacement of a prediction unit (PU) of a video block within a current video frame or

picture relative to a predictive block within a reference picture.

18193] A predictive block is a block that is found to closely match the PU of the video
block to be coded in termas of pixel difference, which may be detormined by sum of
absolute difforence (SAD), sum of square difference (88D}, or other difference metrics.

In some cxamples, cncoding device 104 may calculate values for sub-integer pixcl
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positions of reference pictures stored in pictre memory 64, For example, encoding
device 104 may interpolate values of one-guarter pixel positions, onc-cighth pixel
positions, or other fractional pixel positions of the reference picture. Therefore, motion
estimation unit 42 may perforro a motion scarch relative to the full pixel positions and

fractional pixel posttions and output a motion vector with fractional pixel precision.

{8194] Motion estimation umt 42 calculates a motion vector for a PU of a video block
i an inter-coded shice by comparing the position of the PU to the position of a predictive
block of a reference picture. The reference picture may be selected from a first reference
picture hist (List 0} or a sccond reference picture Hst (List 1), each of which identify one
or more reference pictures stored in picture memory 64. Motion estimation unit 42 sends
the calculated motion vector to entropy encoding unit 56 and motion compensation unit

44.

18195] Motion compensation, performed by motion compensation unit 44, may involve
fetching or generating the predictive block based on the motion vector determined by
motion estimation, possibly performing inierpolations {o sub-pixel precision. Upon
recciving the motion vector for the PU of the current video block, motion compensation
unit 44 may locate the predictive block to which the motion vector points in a reference
picture list. Eocoding device 104 forms a residual video block by subtracting pixel
values of the predictive block from the pixel values of the current video block being
coded, forming pixel difference values. The pixel difference values form residual data for
the block, and may inclade both loma and chroma difference components.  Sumimer 50
represents the component or components that perform this subtraction operation. Motion
compensation unit 44 may also generate syntax elements associated with the video blocks
and the video slice for sse by decoding device 112 in decoding the video blocks of the

video slice.

18196] bura-prediction processing unti 46 may infra-predict a current block, as an
alternative to the inter-prediction performed by motion cstimation unit 42 and rootion
compensation unit 44, as described above. In particular, intra-prediction processing unit
46 may determine an intra-prediction mode to use 1o encode a current block, In some
cxamples, intra-prediction processing unit 46 may encode a current block using varicus

intra-prediction modes, e.g., during separate encoding passcs, and tndra-prediction umit
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processing 46 may sclect an appropriate intra-prediction mode to use from the tested
modes. For cxample, intra-prediction processing unit 46 may calculate rate-distortion
values using a rate-distortion analysis for the various tosted tira-prediction modes, and
may sclect the jntra-prediction mode having the best rate-distortion characteristics among
the tested modes. Rate-distortion analysis generaily determines an amount of distortion
(o7 error) between an encoded block and an original, unencoded block that was encoded
to produce the encoded block, as well as a bit rate (that is, a number of bits) used to
produce the encoded block. Intra-prediction processing unit 46 may calculate ratios from
the distortions and rates for the various encoded blocks to determine which indra-

prediction mode exhibits the best rate-distortion value for the block.

8197] o any case, afier sclecting an mtra-prediction mode for a block, intra-prediction
processing unit 46 may provide information indicative of the selected intra-prediction
mode for the block to entropy encoding unit 56. Entropy encoding unit 56 may encode
the fnformation indicating the selected intra-prediction mode. Encoding device 104 may
mechude in the transmitted bitstream configuration data definitions of encoding contexts
for various blocks as well as indications of a most probable intra-prediction mode, an
mtra-prediction mode index table, and a modified intra-prediction mode index table to
ase for each of the contexts. The bitstream configuration data may include a plurality of
mtra-prediction mode index tables and a plurality of modified ntra-prediction mode

index tables (also reforred to as codeword mapping tables).

[8198] After prediction processing unit 41 generates the predictive block for the carrent
video block via either inter-prediction or intra-prediction, encoding device 104 forms a
esidual video block by subtracting the predictive block from the current video block.
The residual video data in the residual block may be included in one or more TUs and
applied to transform processing unit 52. Transform processing unit 52 transforms the
esidual video data into residual transform coefficients using a transform, such as a
discrete cosine transform (DCT) or a conceptoally similar transform.  Transform
processing anit 532 may convert the residual video data from a pixel domain to a transform

domain, such as a frequency domain.

18199] Transform processing unit 52 may send the resulting transform coefficierds to

guantization unit 54. Quantization unit 54 guantizes the transform coefficients to further
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reduce bit rate. The quantization process may reduce the bit depth associated with some
or all of the coefficients. The degree of guantization may be modified by adjusting a
guantization pararaeter. {n some examples, quantization unit 54 may then perform a scan
of the matrix including the quantized transform coefficients.  Altcrnatively, entropy

encoding unit 56 may perfore the scan.

[8268] Following quantization, entropy encoding unit 56 entropy encodes the quantized
transtorm coefficients.  For example, entropy encoding unit S6 may perform context
adaptive variable length coding (CAVLC), context adaptive binary arithmetic coding
(CABAC), syntax-based context-adaptive binary arithmetic coding (SBAC), probability
mterval partitioning entropy (PIPE)} coding or another entropy encoding technique.
Following the entropy encoding by entropy encoding anit 56, the encoded bitstream may

¢ transmitied to decoding device 112, or archived for later transmission or vetrieval by
decoding device 112, Entropy encoding umit 56 may also entropy encode the motion

veetors and the other syntax clements for the current video slice being coded.

18201] Inverse quantization unit 5% and inverse transformy processing unit 60 apply
inverse quantization and inverse transformation, respectively, to reconstruct the residual
block in the pixel domain for later use as a refercuce block of a reference picture. Motion
compensation unit 44 may calculate a reference block by adding the residual block to a
predictive block of one of the reference pictures within a reference picture list. Motion
compensation unit 44 wmay also apply one or more interpolation filters to the
reconsiructed residual block to calculate sub-integer pixel values for uwse in motion
estimation. Summer 62 adds the reconstructed residual block to the motion compensated
prediction block produced by motion compensation umt 44 to produce a reference block
for storage in picture memory 64, The reference block may be used by metion estimation
unit 42 and motion compensation unit 44 as a reference block to iter-predict a block in a

subsequent video frame or picture.

18202] In this maonner, cncoding device 104 of FIG. 8 represents an example of a video
encoder contigured to generate syntax for a encoded video bustream. Enceding device
104 may, for example, generate VPS5, SPS, and PPS paramcter sets as described above.
The encoding device 104 may perform any of the techmiques described herein, including

the processes described above with respect to FiGs. 4, 6, and 8. The technigues of this



WO 2015/196030 PCT/US2015/036610

disclosure have generally been described with respect to cocoding device 104, but as
mentioned above, some of the techuiques of this disclosure may also be toplemented by

post processing device 57.

182¢3] FIG. 9 is a block diagram illustrating an example decoding device 112, The
decoding device 112 includes an entropy decoding umt 80, prediction processing unit 81,
mverse gquantization unit 86, inverse transform processing unit 88, sumumer 990, filter unit
81, and picture memory 92. Prediction processing unit 81 includes motion compensation
unit 82 and intra prediction processing wmit 84, Decoding device 112 may, in some
examples, perform a decoding pass generally reciprocal to the encoding pass deseribed

with respect to encoding device 104 from FIG. 8.

{8204] During the decoding process, decoding device 112 receives an encoded video
bitstream that represents video blocks of an encoded video shice and associated syntax
clements sent by cncoding device 104, In some embediments, the decoding device 112
may receive the encoded video bitstream from the encoding device 104, In some
cmbodiments, the decoding device 112 may receive the encoded video bitstream from a
network entity 79, such as a server, a medis-aware network clement (MANE), a video
cditor/splicer, or other such device configured to tmplement one or more of the
techniques described above. Network entity 79 may or may not inchude encoding device
104, Some of the technicques described in this disclosure may be implemented by
network entity 79 prior to network entity 79 transmitting the encoded video bitstream 1o
decoding device 112. In some video decoding systems, network cntity 79 and decoding
device 112 may be parts of separate devices, while n other instances, the functionality
described with respect to network entity 79 may be performed by the same device that

comprises decoding device 112,

18205] The cotropy decoding unit 80 of decoding device 112 entropy decodes the
bitstream 1o gencrate quantized coefficients, motion vectors, and other syotax elements.
Entropy deocoding unit 80 forwards the motion vectors and other syniax clements to
prediction processing unit 81, Decoding device 112 may receive the syntax elements at
the video slice level and/or the video block level. Entropy decoding unit 80 may process
and parse both fixed-length syntax clements and variable-length syntax clements in or

more parameter seis, such as a VPS, SPS, and PPS.
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18206] When the video slice is coded as an intra-coded (1) slice, intra prediction
processing unit 84 of prediction processing unit 81 may gencraie prediction data for a
video block of the current video shice based on a signaled intra-prediction mode and data
from previously decoded blocks of the current frame or picture. When the video frame is
coded as an inter-coded (ie., B, P or GPRB) slice, motion compensation gnit 82 of
prediction processing unit 81 produccs predictive blocks for a video block of the current
video slice based on the motion vectors and other syntax clements received from entropy
decoding unit 80, The predictive blocks may be produced from one of the reference
pictures within a reference picture list. Video decoder 30 may construct the reference
frame lists, List § and List 1, using default construction techniques based on reference

pictures stored in picture memory 92.

9267 Motion compensation untt 82 determunes prediction imformation for a video
biock of the current video slice by parsing the motion vectors and other syntax cloments,
and uses the prediction information to produce the predictive blocks for the current video
biock being decoded. For example, motion compensation unit 82 may usc one of more
syntax elements in a parameter sct to determine 2 prediction mode (e.g., intra- or inter-
prediction) used to code the video blocks of the video shice, an inter-prediction shice type
{e.g., B slice, P shice, or GPR shice), construction information for one or more reference
picture lists for the slice, motion vectors for each inter-encoded video block of the shice,
wnter-prediction status for each inter-coded video block of the slice, and other information

to decode the video blocks in the current video shice.

{8268] Motion compensation onit 82 may also perform interpolation based on
interpolation filters. Motion compensation unit 82 may use interpolation filters as used
by enceding device 104 during encoding of the video blocks to calculate interpolated
valges for sub-integer pixels of reference blocks, In this case, motion compensation unit
82 may determine the interpolation filiers used by video encoder 20 from the received

syntax elements, and may use the interpolation filters to produce predictive blocks.

18289] Inverse quantization unit 86 inverse quantizes, or de-quantizes, the quantized
transform cocfficients provided in the bitstream and decoded by eniropy decoding unit
80. The mverse guantization process may include use of a quantization paramcter

calculated by video encoder 20 for cach video block in the video slice to detormine a
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degree of quantization and, likewise, a degree of inverse quantization that should be
applied. Inverse transform processing unit 88 applies an inverse transtform {c.g., an
wmwverse DOT or other suitable inverse transform), an inverse integer transform, or #
conceptually similar inverse transform process, to the transform coefficients in order to

produce residual blocks in the pixel domain.

[8218]  After motion compensation unit 82 generates the predictive block for the current
video block based on the motion vectors and other syntax elements, decoding device 112
forms a decoded video block by summing the residual blocks from mverse transform
processing unit 88 with the corresponding predictive blocks generated by motion
compensation unit 82, Summer 90 represents the component or components that perform
this summation operation. If desired, loop filiers (either in the coding loop or after the
coding foop) may alse be used to smooth pixel fransitions, or to otherwise improve the
video quality. Filter unit 91 is intended to represent one or more loop filters such as a
deblocking filter, an adaptive loop filter (ALF), and a sample adaptive offset (SAQ) filter,
Although filter umit 91 15 shown in FIG. 9 as bemg an in loop filter, in other
configurations, filter unit 91 may be implemented as a post loop filter. The decoded
video blocks in a given frame or picture are then stored in picture memory 92, which
stores reference pictares used for subsequent motion compensation.  Picture memory 92
also stores decoded video for later presentation on a display device, such as video

destination device 122 shown n FIG. |,

18211] In the foregoing description, aspects of the application are described with
reference o specific embodiments thereof, but those skilled in the art will recognize that
the invention is not limited thereto. Thus, while illustrative cmbodiments of the
application have been deseribed in detail herein, it is to be understood that the mnventive
concepts may be otherwise variously embodied and emploved, and that the appended
claims are intended to be construed to include such variations, except as limited by the
prior art.  Various features and aspects of the above-described invention may be ased
individually or jointly. Further, embodiments can be utilized in any mumber of
enviromments and applications beyond those described herein withowt departing from the
broader spirit and scope of the specification. The specification and drawings are,
accordingly, to be regarded as illostrative rather than restrictive.  For the pumposes of

ilhustration, methods were described i a particolar order. It should be appreciated that in
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alternate cmbodiments, the methods may be performed in a different order than that

described.

{8212] Where components are described as being “configured 107 perform certain
operations, such configuration can be accomplished, for example, by designing electronic
circuits or other hardware to perform the operation, by programming progranunable
electronic circuits (e.g., microprocessors, or other suitable electronic eircuits) to perform

the operation, or any combination thereof.

18213} The variocus illustrative logical blocks, modules, circuits, and algorithm steps
described i connection with the embodiments disciosed hercin may be moplemented as
clectronic hardware, computer software, firmware, or combinations thereof. To clearly
illustrate  this interchangeability of hardware and software, various illustrative
components, blocks, modules, circuits, and steps have been describad above generally in
terms of their functionality. Whether such functionaiity is implemented as hardware or
software depends upon the particular application and design consiraints imposed on the
overall system.  Skilled artisans may implement the described functionality in varying
ways for cach particular application, but such implementation decisions should not be

interpreted as causing a departure from the scope of the present invention.

18214] The techuiques described herein may also be ifoplemented m electronic
hardware, computer software, firmware, or any combination thereof. Such technigues
may be implemented in any of a variety of devices such as general purposes conputers,
wireless commmunication device handsets, or integrated circuit devices having multiple
uses including application in wireless comnumication device handsets and other devices.
Any features described as modules or components may be implemented together in an
integrated logic device or separately as discrete but imderoperable logic devices. If
implemented in software, the techniques may be realized at feast in part by a computer-
readable data storage medivm comprising program code including jnstructions that, when
executed, performs one of more of the methods described above. The computer-readable
data storage medium may form part of & computer program product, which may inclade
packaging materials. The computer-readable medium may comprise memory or data
storage media, such as random access memory (RAM) such as synchronous dynamic

random access memory (SDRAM), read-only memory (ROM), non-volatile random
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access memory (NVRAM), clectrically crasable programumsble read-only memory
(HEPROM), FLASH memory, magnetic or optical data storage media, and the like. The
techniques additionally, or alternatively, may be realized at lcast in part by a computer-
readable communication medium that carrics or comnwmicates program code in the form
of instructions or data structures and that can be accessed, read, and/or executed by a

computer, such as propagated signals or waves,

{8218] The program code may be exccuted by a processor, which may include one or
more processors, such as one or more digital signal processors (D5Ps), general purpose
microprocessors, an application specific integrated circuits (ASICs), field programmable
logic arrays (FPGAS), or other equivalent integrated or discrete logic circuitry. Such a
processor may be configured to perform any of the techmiques described in this
disclosure. A general purpose processor may be a microprocessor; but in the alternative,
the processor may be any conventional processor, controller, microcontroller, or state
machine. A processor may also be implemented as a combination of computing devices,
e.g., a combination of a DSP and a microprocessor, a pharality of microprocessors, one or
more microprocessors in conjunction with a DSP core, or any other such configuration.
Accordingly, the term “processor,” as used herein may refer to any of the foregoing
structure, any combination of the foregoing structire, or any other structure or apparatus
suitable for implementation of the techmiques described herein.  In addition, in some
aspects, the functionality described herein may be provided within dedicated software
modules or hardware modules configured for encoding and decoding, or incorporated in a

combined video encoder-decoder {CODEC).
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CLAIMS
WHAT IS5 CLAIMED 1I5:

1. A method of encoding video data including a plorality of pictures, the method
comprising:
performing infra-picture prediction oun a bleck of one of the pictures to
gonerate a prediction unit, wherein performing the intra-picture prediction
COmprises:
selecting a reference block for imtra-block copy prediction of a
coding tree umit {CTU), wherein the refercuce block is sclected from a
plurality of encoded blocks, and wherein blocks within the CTU encoded
with bi-prediction are excluded from selection as the reference block, and
performing intra-block copy prediction with the sclected refercnce
block to generate the prediction unit; and
generating synfax clemeonts encoding the prediction unit based on the
performed fotra-picture prediction.
2. The method of claim 1, further comprising detormining a prediction unit
size, wherein blocks encoded with bi-prediction are excluded from selection at
least partly in response to the prediction unit size being less than a threshold.
3. The method of clavm 1, wherein a bleck encoded with inter-prediction s
exchuded from selection as the reference bleck for encoding further blocks of the
CTU.
4. The method of claim 3, further comprising detormining a prediction unit
size, wherein blocks cncoded with tnder-prediction are excluded from selection at
least partly in response to the prediction unit size being less than a threshold.
5. The method of clavm 1, wherein a surrogate refercnce block is generated
using a padding scheme, and wherein perfornung iotra-block copy prediction
comprises using the surrogate reference block as the selected reference block.
6. The method of claim 1, further comprising determining whether the CTU
has a prediction block generated with bi-prediction, wherein blocks encoded with
bi-prediction are exchuded from selection at least partly in response to the CTU
having a prediction biock generated with bi-prediction.

7. The method of claim 6, further comprising:
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determaining a quantity of prediction blocks generated with bi-prediction
for the CTU; and
deterrmaining a prediction unit size,
wherein blocks encoded with bi-prediction are excluded from selection in
response 1o any of!
the CTU having a quantity of prediction blocks gencrated with bi-
prediction greater than a threshold,
the prediction unit size being less than a threshold, and
the CTU having a quantity of prediction blocks gencrated with bi-
prediction greater than 2 threshold, and the prediction unit size being less

than a threshold.

o8]

The method of claim 1, further comprising:
performing adaptive motion vector resolation (AMVRY; and
determoining a prediction unit size, wherein blocks encoded with bi-
prediction are excluded from sclection at least partly in response to the
combination of both of!

the prediction unit size being less than a threshold, and

recciving an indication that AMVR is disabled.
9. The method of claim &, wherein the combination further includes the inter-
prediction bi-prediction having at least one of different reference units and
different motion veciors.
1. The method of claim 1, further comprising:

detcrmining a scarch arca comprising the cncoded blocks, wherein the

scarch area is determined based at least in part on at least one of:

a pichures type,

a slice type, and

a partition size.
1. An apparatus for encoding video data including a plurality of pictures, the
apparatus comprising:
a memory configured to store video data; and

a processor configured to:
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perform intra-picture prediction on a block of one of the pictures 1o
generate a prediction unit, wherein performing the tdra-picture prediction
COMPrises:

selecting a reference block for intra-block copy prediction
of a coding tree unit (CTU), wherein the selected reference bleck is
selected from a plurality of encoded blocks, and wherein blocks
within the CTU encoded with bi-prediction are excluded from
selection as the reference block, and

performing intra-block copy prediction on the reference
block to generate one of the prediction unit; and

generate syntax clements encoding the prediction unit based on the
performed intra-picture prediction.

2. The apparatus of claim 11, wherein performing the intra-picture prediction
further comprises detormining a prediction unit size, wherein biocks encoded with
bi-prediction sre oxcluded from sclection at least partly in response to the
prediction unit size being less than a threshold

13.  The apparatus of claim 11, whercin a block encoded with inter-prediction
is excloded from selection as the reference block for encoding further blocks of
the CTUL

14. The apparatus of claim 11, wherein porforming the intra-picture prediction
further comprises generating a surrogate reforence block using a padding scheme,
and wherein performing infra-block copy prediction comprises using the surrogate
reference block as the selected reference block.

15. The apparatus of claim 11, wherein porforming the intra-picture prediction
further comprises determining whether the CTU has a prediction block gencrated
with bi-prediction, wherein blocks encoded with bi-prediction are excluded from
sclection at least partly in response to the CTU having a prediction block
generated with bi-prediction.

16. The apparatus of claim 11, wherein porforming the intra-picture prediction
further comprises:

performing adaptive motion vector resolution (AMVR); and

-59.
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determoining a prediction unit size, wherein blocks encoded with bi-
prediction are cxcluded from sclection at least partly i response to the
combination of both of!
the prediction unit size being less than a threshold, and
recoiving an indication that AMVR is disabled.
17. The apparatus of claim 11, wherein performing the infra-picture prediction
further comprises:
determoining a scarch arca comprising the encoded blocks, wherein the
search area is determined based at least fn part on at least one of;
a picture type,
a shice type, and
a partition size,
i8. A computer readable medivm of an encoder having stored thercon
mstractions that when exccuted by a processor cause the processor to perform a
method, the method comprising:
performing imira-picture prediction on a block of one of the pictures to
gencrate a prediction unit, wherein performing the infra-picture prediction
comprises:
selecting a refercnce block for intra-block copy prediction of 2
coding tree unit (CTU), whercin the selected reference block is selected
from a plurality of encoded blocks, and wherein blocks within the CTU
encoded with bi-prediction are excluded from selection as the reference
block, and
erforming intra-block copy prediction on the reference block 1o
generate one of the prediction unifs; and
generating syntax clements encoding the prediction unit based on the
performed intra-picture prediction.
19. The computer readable medium of claim 18, the method further
comprising determining a prediction unit size, wherein blocks encoded with bi-
prediction are excluded from selection at least partly in response to the prediction
unit size being fess than a threshoid.
24, The computer readable medium of claim 18, wherein blocks encoded with

inter-prediction are excluded from selection as the reference block.

-50-
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21, The conputer readable mediom of claim 1¥, wherein a surrogate reference
block is generated using a padding scheme, and wherein performing intra-block
copy prediction comprises using the surrogate reference block as the selected
reference block,
22.  The computer readable medium of clavm 18, the method further
comprising determining whether the CTU has a prediction block generated with
bi-prediction, wherein blocks cucoded with bi-prediction are excluded from
selection at least partly in resporse to the CTU having a prediction block
generated with bi-prediction.
23, The computer readable medium of clavm 18, the method further
comprising:
performing adaptive motion vector resolation (AMVRY; and
determoining a prediction unit size, whercin blocks encoded with bi-
prediction are cxcluded from sclection at least partly i response to the
combination of both of!
the prediction unit size being less than a threshold, and
-ecciving an indication that AMVR is disabled.
24, The computer readabic medium of claim 18, the method further
comprising:
detcrmining a scarch arca comprising the cncoded blocks, wherein the
scarch area is determined based at least in part on at least one of:
a picture type,
a slice type, and

a partition size.
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