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(54) ROAD MACHINE

(57) As asphalt finisher (100) serving as a road ma-
chine according to an embodiment of the invention in-
cludes a tractor (1) and a screed (3) placed behind the
tractor (1). The asphalt finisher (100) includes a work
apparatus configured to feed a paving material in front
of the screed (3) and a display device (52) configured to

display a peripheral image that is an image showing the
surrounding area of the asphalt finisher (100), and to dis-
play a local image (SG) in a highlighted manner, the local
image (SG) being an image showing an area fed with the
paving material by the work apparatus.
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Description

TECHNICAL FIELD

[0001] The invention relates to road machines with a
screw that feeds a paving material in an axial direction.

BACKGROUND ART

[0002] An image generator that generates an image
showing an aerial view of an asphalt finisher and its sur-
rounding area from above and presents the image to an
operator of the asphalt finisher has been known (see Pat-
ent Document 1). This image generator makes it possible
for the operator to intuitively understand the positional
relationship between the asphalt finisher and an object
in its surrounding area by generating and displaying an
image showing the entirety of an area around the asphalt
finisher.

PRIOR ART DOCUMENT

PATENT DOCUMENT

[0003] Patent Document 1: Japanese Patent No.
6029941

SUMMARY OF THE INVENTION

PROBLEMS TO BE SOLVED BY THE INVENTION

[0004] According to the above-described configura-
tion, however, a space around the front end of hopper
wings is the blind area of the hopper wings when viewed
from a front camera, a left camera, and a right camera.
Furthermore, normally, the above-described configura-
tion is not suitable for causing the operator to check the
state of a predetermined local area such as an area in
front of a screed where a paving material is accumulated
during construction. Therefore, the operator has to check
the presence or absence of an object in a space that the
operator desires to see, the amount of a paving material
in a predetermined local area, etc., directly with her/his
eyes.
[0005] In view of the above, it is desired to provide a
road machine that further reduces an area that is difficult
to see in an image.

MEANS FOR SOLVING THE PROBLEMS

[0006] A road machine according to an embodiment
of the invention, which is a road machine including a trac-
tor and a screed placed behind the tractor, includes a
work apparatus configured to feed a paving material in
front of the screed and a display device configured to
display a peripheral image that is an image showing the
surrounding area of the road machine, and to display a
local image in a highlighted manner, the local image be-

ing an image showing an area fed with the paving material
by the work apparatus.

EFFECTS OF THE INVENTION

[0007] By the above-described means, a road machine
that further reduces an area that is difficult to see in an
image is provided.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008]

FIG. 1A is a side view of an asphalt finisher according
to an embodiment of the invention.
FIG. 1B is a plan view of the asphalt finisher accord-
ing to the embodiment of the invention.
FIG. 1C is a rear view of the asphalt finisher accord-
ing to the embodiment of the invention.
FIG. 2 is a diagram illustrating an example configu-
ration of an image generating system installed in the
asphalt finisher of FIG. 1A.
FIG. 3 is an example of the display of a first output
image.
FIG. 4A is an example of the display of a second
output image.
FIG. 4B is an example of the display of the second
output image.
FIG. 4C is an example of the display of the second
output image.
FIG. 5 is a flowchart of an output image generating
process.
FIG. 6 is a flowchart of an output image switching
process.
FIG. 7 is another example of the display of the sec-
ond output image.
FIG. 8 is yet another example of the display of the
second output image.
FIG. 9 is still another example of the display of the
second output image.
FIG. 10 is a side view of the asphalt finisher accord-
ing to an embodiment of the invention.
FIG. 11 is a plan view of the asphalt finisher of FIG.
10.
FIG. 12 is a block diagram illustrating an example
configuration of a display system installed in the as-
phalt finisher of FIG. 10.
FIG. 13A is a diagram illustrating an example of an
image generated by the display system of FIG. 12.
FIG. 13B is a diagram illustrating the segments of
input images used for generating the image of FIG.
13A.
FIG. 14A is a diagram illustrating another example
of the image generated by the display system of FIG.
12.
FIG. 14B is a diagram illustrating yet another exam-
ple of the image generated by the display system of
FIG. 12.
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EMBODIMENTS OF THE INVENTION

[0009] A best mode for carrying out the invention is
described below with reference to the drawings.
[0010] FIGS. 1A through 1C illustrates an example
configuration of an asphalt finisher 100 serving as a road
machine according to an embodiment of the invention.
FIG. 1A shows a side view, FIG. 1B shows a plan view,
and FIG. 1C shows a rear view.
[0011] The asphalt finisher 100 mainly includes a trac-
tor 1, a hopper 2, and a screed 3.
[0012] The tractor 1 is an apparatus for causing the
asphalt finisher 100 to travel and tows the screed 3. Ac-
cording to this embodiment, the tractor 1 rotates two or
four wheels using traveling hydraulic motors to move the
asphalt finisher 100. The traveling hydraulic motors are
supplied with hydraulic oil from a hydraulic pump driven
by a prime mover such as a diesel engine to rotate. An
operator seat 1S and an operation panel 65 are placed
on top of the tractor 1.
[0013] Image capturing devices 51 (a right camera
51R, a left camera 51L, a front camera 51F, a right aux-
iliary camera 51V, and a left auxiliary camera 51U) are
attached to the left side, the right side, and the front of
the tractor 1. A display device 52 is installed at such a
position as to make it easy for an operator seated in the
operator seat 1S to look at the display device 52. Accord-
ing to this embodiment, the direction of the hopper 2 as
viewed from the tractor 1 is defined as a forward direction
(the +X direction), and the direction of the screed 3 as
viewed from the tractor 1 is defined as a rearward direc-
tion (the -X direction). The +Y direction corresponds to
a leftward direction, and the -Y direction corresponds to
a rightward direction.
[0014] The hopper 2, which is an example of a work
apparatus, is a mechanism for receiving a paving mate-
rial (for example, an asphalt mixture). The work appara-
tus is an apparatus to feed a paving material in front of
the screed 3. According to this embodiment, the hopper
2 can be opened and closed widthwise of the vehicle by
hydraulic cylinders. Normally, the asphalt finisher 100
fully opens the hopper 2 to receive a paving material from
the bed of a dump truck. When the paving material in the
hopper 2 decreases, the asphalt finisher 100 closes the
hopper 2 to gather the paving material near the inner wall
of the hopper 2 to the center of the hopper 2, thereby
making it possible for a conveyor CV, which is an example
of a work apparatus, to feed the paving material to the
screed 3.
[0015] The screed 3 is a mechanism for spreading and
smoothing a paving material. According to this embodi-
ment, the screed 3 can be vertically elevated and lowered
and be extended and retracted widthwise of the vehicle
by hydraulic cylinders. When extended widthwise of the
vehicle, the screed 3 is wider than the tractor 1. According
to this embodiment, the screed 3 includes a front screed
30, a left rear screed 31L, and a right rear screed 31R.
The left rear screed 31L and the right rear screed 31R

can extend and retract widthwise of the vehicle (Y-axis
directions). The left rear screed 31L and the right rear
screed 31R, which can extend and retract widthwise of
the vehicle, are arranged with an offset from each other
in a travel direction (X-axis direction). Therefore, com-
pared with the case where there is no offset, the left rear
screed 31L and the right rear screed 31R can have a
larger width (length in the vehicle width direction) and
extend more in the vehicle width direction, thus making
it possible to construct a wider new pavement.
[0016] FIG. 2 schematically illustrates an example con-
figuration of an image generating system SYS installed
in the asphalt finisher 100. For example, the image gen-
erating system SYS generates an output image based
on input images captured by the image capturing devices
51 installed in the asphalt finisher 100. According to this
embodiment, the image generating system SYS mainly
includes a controller 50, the image capturing devices 51,
the display device 52, a storage device 54, and an input
device 55.
[0017] The controller 50 is, for example, a computer
including a CPU, a volatile memory, and a nonvolatile
memory. For example, the controller 50 causes the CPU
to execute programs corresponding to an output image
generating part 50A and a highlighting part 50B to imple-
ment functions corresponding to the output image gen-
erating part 50A and the highlighting part 50B.
[0018] The image capturing devices 51 are devices to
obtain input images for generating an output image. Ac-
cording to this embodiment, the image capturing devices
51 are cameras including an imaging device such as a
CCD or a CMOS. For example, the image capturing de-
vices 51 are so attached to the tractor 1 as to be able to
capture an image of the blind area of the operator seated
in the operator seat 1S. The blind area includes, for ex-
ample, an internal space (especially near the tractor 1)
of the hopper 2, a space outside the front end of the
hopper 2, and a space near a road surface near the side
of the asphalt finisher 100.
[0019] The image capturing devices 51 may be at-
tached to positions other than the right side, the left side,
and the front (for example, the rear) of the tractor 1. A
wide-angle lens, a fish-eye lens, or the like may be at-
tached to the image capturing devices 51. The image
capturing devices 51 may be either attached to the hop-
per 2 or attached to the screed 3.
[0020] According to this embodiment, the image cap-
turing devices 51 include the front camera 51F, the left
camera 51L, the right camera 51R, the left auxiliary cam-
era 51U, and the right auxiliary camera 51V. As illustrated
in FIGS. 1A and 1B, the front camera 51F is attached to
the upper end of the front of the tractor 1 such that an
optical axis 51FX thereof extends forward in the travel
direction and forms an angle α with the road surface as
viewed from the side. As illustrated in FIGS. 1A through
1C, the left camera 51L is attached to the upper end of
the left side of the tractor 1 such that an optical axis 51LX
thereof forms an angle β with the left side surface of the
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tractor 1 as viewed from above and forms an angle γ with
the road surface as viewed from the rear. The right cam-
era 51R is attached in the same manner as the left cam-
era 51L with right and left reversed. As illustrated in FIGS.
1A through 1C, the left auxiliary camera 51U is attached
to the upper end of the left side of the tractor 1 such that
an optical axis 51UX thereof forms an angle δ with the
left side surface of the tractor 1 as viewed from above
and forms an angle ε with the road surface as viewed
from the rear. The right auxiliary camera 51V is attached
in the same manner as the left auxiliary camera 51U with
right and left reversed. In FIG. 1B, an area 51FA sur-
rounded by a dashed line in FIG. 1B indicates the imaging
range of the front camera 51F, an area 51LA surrounded
by a one-dot chain line indicates the imaging range of
the left camera 51L, and an area 51RA surrounded by a
one-dot chain line indicates the imaging range of the right
camera 51R. An area 51UA surrounded by a two-dot
chain line indicates the imaging range of the left auxiliary
camera 51U, and an area 51VA surrounded by a two-dot
chain line indicates the imaging range of the right auxiliary
camera 51V.
[0021] The left camera 51L and the left auxiliary cam-
era 51U are attached to the tractor 1 such that the area
51UA indicating the imaging range of the left auxiliary
camera 51U is completely included in the area 51LA in-
dicating the imaging range of the left camera 51L. Alter-
natively, the left camera 51L and the left auxiliary camera
51U may be attached to the tractor 1 such that the area
51LA and the area 51UA overlap each other, namely,
the area 51UA protrudes from the area 51LA. Likewise,
the right camera 51R and the right auxiliary camera 51V
are attached to the tractor 1 such that the area 51VA
indicating the imaging range of the right auxiliary camera
51V is completely included in the area 51RA indicating
the imaging range of the right camera 51R. Alternatively,
the right camera 51R and the right auxiliary camera 51V
may be attached to the tractor 1 such that the area 51RA
and the area 51VA overlap each other, namely, the area
51VA protrudes from the area 51RA. The left auxiliary
camera 51U and the right auxiliary camera 51V may be
omitted.
[0022] The image capturing devices 51 are attached
to the asphalt finisher 100 via, for example, a bracket, a
stay, a bar, or the like. According to this embodiment, the
image capturing devices 51 are attached to the tractor 1
via an attachment stay. Alternatively, the image capturing
devices 51 may be directly attached to the tractor 1 with-
out using an attachment stay or be embedded in the trac-
tor 1.
[0023] According to this embodiment, the image cap-
turing devices 51 output captured input images to the
controller 50. In the case of obtaining input images using
a fish-eye lens or a wide-angle lens, the image capturing
devices 51 may output corrected input images in which
an apparent distortion or tilt/shift caused by using such
a lens is corrected to the controller 50. Alternatively, the
image capturing devices 51 may output input images in

which the apparent distortion or tilt/shift is not corrected
as they are to the controller 50. In this case, the apparent
distortion or tilt/shift is corrected by the controller 50.
[0024] Thus, the image capturing devices 51 are ar-
ranged such that multiple blind areas to the left and to
the right of the asphalt finisher 100 and inside and outside
the hopper 2 are included in their imaging ranges.
[0025] The input device 55 is a device for enabling the
operator to input various kinds of information to the image
generating system SYS, and is, for example, a touch-
screen, buttons, switches, or the like. According to this
embodiment, the input device 55 includes a display
change switch and a screw dial.
[0026] The display change switch is a switch for chang-
ing configurations of an output image displayed on the
display device 52. The screw dial is a dial for controlling
the rotational speed of a screw SC that is an example of
a work apparatus.
[0027] The storage device 54 is a device for storing
various kinds of information. According to this embodi-
ment, the storage device 54 is a nonvolatile storage de-
vice and is integrated into the controller 50. Alternatively,
the storage device 54 may be placed outside the control-
ler 50 as a structure different from the controller 50.
[0028] The display device 52 is a device for displaying
various kinds of information. According to this embodi-
ment, the display device 52 is a liquid crystal display in-
stalled in the operation panel 65, and displays various
images output by the controller 50.
[0029] The output image generating part 50A is a func-
tional element for generating an output image, and is
composed of, for example, software, hardware, or their
combination. According to this embodiment, the output
image generating part 50A refers to an input image-out-
put image correspondence map 54a stored in the storage
device 54 to correlate coordinates in input image planes
in which input images captured by the image capturing
devices 51 are positioned with coordinates in an output
image plane in which an output image is positioned.
Then, the output image generating part 50A generates
the output image by associating the values (for example,
luminance value, hue value, chromatic value, etc.) of pix-
els in the output image and the values of pixels in the
input images.
[0030] The input image-output image correspondence
map 54a stores the correspondence between the coor-
dinates in the input image planes and the coordinates in
the output image plane in such a manner as to allow
reference to the correspondence. The correspondence
is preset based on various parameters of the image cap-
turing devices 51, such as an optical center, a focal
length, a CCD size, an optical axis direction vector, a
camera horizontal direction vector, and a projection
method. The correspondence may be set in such a man-
ner as to prevent an apparent distortion or tilt/shift from
appearing in the output image if an input image includes
the apparent distortion or tilt/shift. In this case, a coordi-
nate group forming a non-rectangular area in the input
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image plane is correlated with a coordinate group forming
a rectangular area in the output image plane. The corre-
spondence may be set such that a coordinate group form-
ing a rectangular area in the input image plane corre-
sponds directly to a coordinate group forming a rectan-
gular area in the output image if the apparent distortion
or tilt/shift in the input image is already corrected when
the input image is obtained.
[0031] The highlighting part 50B is a functional element
for changing the contents of an output image displayed
on the display device 52, and is composed of, for exam-
ple, software, hardware, or their combination. According
to this embodiment, the highlighting part 50B switches
an output image displayed on the display device 52 be-
tween a first output image and a second output image
when the display change switch serving as a highlighting
switch is depressed. The highlighting part 50B may also
switch the first output image to the second output image
when the screw dial is operated and thereafter switch the
second output image to the first output image when the
length of time without screw dial operation (non-operating
time) reaches a predetermined period. Likewise, the
highlighting part 50B may also switch the first output im-
age to the second output image when the highlighting
switch is operated and thereafter switch the second out-
put image to the first output image when the length of
time without highlighting switch operation (non-operating
time) reaches a predetermined period. The non-operat-
ing time is counted using the timer function of the con-
troller 50, for example.
[0032] The first output image includes a peripheral im-
age and does not include a local image. The second out-
put image includes a peripheral image and a local image.
The peripheral image is an image showing an area sur-
rounding the asphalt finisher 100. The local image is an
image showing a predetermined local area associated
with the asphalt finisher 100, for example, an image
showing an area where a paving material is fed (scattered
out) by the screw SC. The area where a paving material
is fed by the screw SC is, for example, an area in front
of the screed 3 and surrounded by retaining plates 70
(see FIG. 1B), side plates 71 (see FIG. 1B), and mold
boards 72 (see FIG. 1B). By looking at this local image,
the operator can check the amount of a paving material
enclosed in the local area while remaining seated in the
operator seat 1S without moving around on the tractor 1
or twisting her/his body in the operator seat 1S to look
into the local area. Furthermore, the operator can check
the surroundings and the amount of a paving material
enclosed in the local area substantially simultaneously
without greatly moving the line of sight. Thus, the asphalt
finisher 100 in which the image generating system SYS
is installed can reduce the operator’s fatigue due to the
work of checking the enclosed amount. As a result, it is
possible to improve safety with respect to the asphalt
finisher 100. The local image may be an image showing
an area in the hopper 2.
[0033] Furthermore, in the case of displaying the sec-

ond output image on the display device 52, the highlight-
ing part 50B displays the local image in a highlighted
manner on the display device 52 so that the operator can
distinguish between the peripheral image and the local
image. For example, the highlighting part 50B displays
the local image in a display frame different from a display
frame surrounding the peripheral image. In this case, the
local image may be displayed over the peripheral image
in such a manner as to overlap the peripheral image or
be displayed at a different position than the peripheral
image so as not to overlap the peripheral image. Alter-
natively, an image part corresponding to the local area
in the peripheral image may be enlarged and displayed.
In this case, at least part of the other image part of the
peripheral image may be reduced in size and displayed,
or the display of the other image part may be omitted. In
the case where an image part corresponding to the local
area in the peripheral image is enlarged and displayed,
the display of the local image with another display frame
may be omitted.
[0034] Next, the first output image generated using the
respective input images of the left camera 51L, the right
camera 51R, and the front camera 51F is described with
reference to FIG. 3. FIG. 3 is an example of the display
of the first output image displayed on the display device
52.
[0035] The first output image mainly includes a hopper
image HG, a left peripheral image LG, a right peripheral
image RG, and an illustration image 1CG. The hopper
image HG, the left peripheral image LG, and the right
peripheral image RG compose the peripheral image. The
image generating system SYS displays the hopper image
HG, the left peripheral image LG, the right peripheral im-
age RG, and the illustration image 1CG at predetermined
positions in predetermined size in the first output image
so that the operator can understand that the front of the
asphalt finisher 100 coincides with the upper side of the
screen of the display device 52. This is for causing the
operator to intuitively understand the positional relation-
ship between the asphalt finisher 100 and an object in
its surrounding area by showing the operator the first
output image serving as an overhead view image show-
ing an aerial view of the asphalt finisher 100 and its sur-
rounding area from above.
[0036] The hopper image HG is generated based on
an input image of the front camera 51F. According to this
embodiment, the hopper image HG is an image showing
the state of the inside of the hopper 2 as seen when
looking down at the hopper 2 from the tractor 1, and is
generated by clipping part of the input image of the front
camera 51F to be placed in the top center of the first
output image.
[0037] The left peripheral image LG is generated
based on an input image of the left camera 51L. Accord-
ing to this embodiment, the left peripheral image LG is
an image showing the state of a left peripheral area to
the left of the asphalt finisher 100 in the travel direction
as seen when looking down at the left peripheral area
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from the tractor 1. Specifically, the left peripheral image
LG is generated by clipping part of the input image of the
left camera 51L, performing distortion correction thereon,
and further performing image rotation thereon, and is
placed at the left end of the first output image. Further-
more, the left peripheral image LG includes an image of
the left end portion of the screed 3 and an image of the
left end portion of the hopper 2.
[0038] The right peripheral image RG is generated
based on an input image of the right camera 51R. Ac-
cording to this embodiment, the right peripheral image
RG is an image showing the state of a right peripheral
area to the right of the asphalt finisher 100 in the travel
direction as seen when looking down at the right periph-
eral area from the tractor 1. Specifically, the right periph-
eral image RG is generated by clipping part of the input
image of the right camera 51R, performing distortion cor-
rection thereon, and further performing image rotation
thereon, and is placed at the right end of the first output
image. Furthermore, the right peripheral image RG in-
cludes an image of the right end portion of the screed 3
and an image of the right end portion of the hopper 2.
[0039] The distortion correction is image processing
for correcting an apparent distortion or tilt/shift caused
by using a wide-angle lens or the like. The image rotation
is image processing for matching the front side of the
asphalt finisher 100 in the travel direction (the upper side
of the screen of the display device 52) and the respective
orientations of the left peripheral image LG and the right
peripheral image RG. According to this embodiment, the
correspondence between the coordinates in the input im-
age planes associated with the respective input images
of the left camera 51L and the right camera 51R and the
coordinates in the output image plane is stored in the
input image-output image correspondence map 54a with
effects according to the distortion correction and the im-
age rotation being incorporated in advance. The distor-
tion correction and the image rotation may be performed
on the hopper image HG.
[0040] The illustration image 1CG is a computer-gen-
erated graphic of the tractor 1, and is so displayed as to
enable the operator to understand the position of the trac-
tor 1. According to this embodiment, the illustration image
1CG is placed in the bottom center of the first output
image.
[0041] Thus, the display device 52 can display the first
output image showing an aerial view of the asphalt fin-
isher 100 and its surrounding area from above.
[0042] According to the above-described embodiment,
the hopper image HG, the left peripheral image LG, and
the right peripheral image RG are adjacently placed as
separate independent images. The three images, how-
ever, may be synthesized into a single continuous image.
In this case, image processing may be performed to pre-
vent disappearance of an image of an object in the over-
lapping area of the imaging range of the front camera
51F and the imaging ranges of the left camera 51L and
the right camera 51R.

[0043] Furthermore, according to the above-described
embodiment, each of the hopper image HG, the left pe-
ripheral image LG, and the right peripheral image RG is
generated based on an input image captured by a cor-
responding single camera. Each of the hopper image HG,
the left peripheral image LG, and the right peripheral im-
age RG, however, may be generated based on input im-
ages captured by two or more cameras. For example,
the left peripheral image LG may be generated based on
input images captured by the left camera 51L and the left
auxiliary camera 51U. Furthermore, the right peripheral
image RG may be generated based on input images cap-
tured by the right camera 51R and the right auxiliary cam-
era 51V.
[0044] Next, the second output image generated using
the respective input images of the left camera 51L, the
right camera 51R, the front camera 51F, the left auxiliary
camera 51U, and the right auxiliary camera 51V is de-
scribed with reference to FIGS. 4A through 4C. FIGS. 4A
through 4C are examples of the display of the second
output image displayed on the display device 52.
[0045] The second output image mainly includes the
hopper image HG, the left peripheral image LG, the right
peripheral image RG, the illustration image 1CG, and a
local image SG. According to this embodiment, the local
image SG is displayed over the illustration image 1CG.
FIG. 4A illustrates a second output image including a
right local image SGR showing a right local area that is
an area surrounded by the retaining plate 70 (see FIG.
1B), the side plate 71 (see FIG. 1B), and the mold board
72 (FIG. 1B) on the right side of the tractor 1. FIG. 4B
illustrates a second output image including a left local
image SGL showing a left local area that is an area sur-
rounded by the retaining plate 70 (see FIG. 1B), the side
plate 71 (see FIG. 1B), and the mold board 72 (FIG. 1B)
on the left side of the tractor 1. FIG. 4C illustrates a sec-
ond output image including the right local image SGR
and the left local image SGL.
[0046] The right local image SGR is generated based
on an input image of the right auxiliary camera 51V. Ac-
cording to this embodiment, the right local image SGR
is an image showing the right local area as seen when
looking down at the right local area from the tractor 1.
Specifically, the right local image SGR is generated by
clipping part of the input image of the right auxiliary cam-
era 51V, performing distortion correction thereon, and
further performing image rotation thereon, and is placed
along the right end of the illustration image 1CG over the
illustration image 1CG.
[0047] The left local image SGL is generated based on
an input image of the left auxiliary camera 51U. According
to this embodiment, the left local image SGL is an image
showing the left local area as seen when looking down
at the left local area from the tractor 1. Specifically, the
left local image SGL is generated by clipping part of the
input image of the left auxiliary camera 51U, performing
distortion correction thereon, and further performing im-
age rotation thereon, and is placed along the left end of
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the illustration image 1CG over the illustration image
1CG.
[0048] The display change switch may be configured
to include a first switch for displaying the second output
image including the right local image SGR (see FIG. 4A)
and a second switch for displaying the second output
image including the left local image SGL (see FIG. 4B).
Alternatively, the display change switch may be com-
posed only of a switch for displaying the second output
image including the right local image SGR and the left
local image SGL (see FIG. 4C). Alternatively, the display
change switch may be configured to include the three
switches.
[0049] The screw dial may be configured to include a
right dial for controlling the rotational speed of a right
screw and a left dial for controlling the rotational speed
of a left screw, or may be composed only of a common
dial for controlling the rotational speeds of the right and
left screws simultaneously, or may be configured to in-
clude the three dials. For example, the highlighting part
50B may display the second output image including the
right local image SGR (see FIG. 4A) when the right dial
is operated, and display the second output image includ-
ing the left local image SGR (see FIG. 4B) when the left
dial is operated. The highlighting part 50B may display
the second output image including the right local image
SGR and the left local image SGL (see FIG. 4C) when
the common dial is operated.
[0050] A display frame surrounding the local image SG
may be displayed differently from display frames sur-
rounding the hopper image HG, the left peripheral image
LG, the right peripheral image RG, and the illustration
image 1CG. For example, the display frame surrounding
the local image SG may be so displayed as to be different
in color, line type, thickness, etc., or may be caused to
blink.
[0051] Next, a process of generating an output image
by the image generating system SYS (hereinafter, "out-
put image generating process") is described with refer-
ence to FIG. 5. FIG. 5 is a flowchart of the output image
generating process. The output image includes the first
output image and the second output image. The image
generating system SYS repeatedly executes this output
image generating process at predetermined control in-
tervals to selectively generate one of the first output im-
age and the second output image. The image generating
system SYS, however, may generate both the first output
image and the second output image.
[0052] First, the output image generating part 50A of
the controller 50 correlates the values of coordinates in
the output image plane and the values of coordinates in
the input image planes (step S1). According to this em-
bodiment, the output image generating part 50A refers
to the input image-output image correspondence map
54a to obtain the values (for example, luminance value,
hue value, chromatic value, etc.) of coordinates in the
input image planes corresponding to the coordinates in
the output image plane, and set the obtained values as

the values of the corresponding coordinates in the output
image plane.
[0053] Thereafter, the controller 50 determines wheth-
er the values of all the coordinates in the output image
plane are correlated with the values of coordinates in the
input image planes (step S2).
[0054] In response to determining that the values of all
the coordinates are not correlated (NO at step S2), the
output image generating part 50A repeats the process
of step S1 and step S2.
[0055] In response to determining that the values of all
the coordinates are correlated (YES at step S2), the out-
put image generating part 50A ends the output image
generating process of this time.
[0056] Next, a process of switching an output image
displayed on the display device 52 between the first out-
put image and the second output image by the image
generating system SYS (hereinafter, "output image
switching process") is described with reference to FIG.
6. FIG. 6 is a flowchart of the output image switching
process. The image generating system SYS repeatedly
executes this output image switching process at prede-
termined control intervals.
[0057] First, the highlighting part 50B of the controller
50 determines whether highlighting is turned on (step
S11). For example, the highlighting part 50B determines
that highlighting is turned on when the display change
switch serving as a highlighting switch is depressed while
the first output image is displayed on the display device
52. The highlighting part 50B may determine that high-
lighting is turned on when the screw dial is operated.
[0058] In response to determining that highlighting is
turned on (YES at step S11), the highlighting part 50B
displays a local image (step S12) in a highlighted manner.
For example, the highlighting part 50B switches the first
output image (see FIG. 3) displayed on the display device
52 to the second output image (see FIGS. 4A through
4C) to display at least one of the left local image (SGL)
and the right local image (SGR) along with a peripheral
image.
[0059] In response to determining that highlighting is
not turned on (NO at step S11), the highlighting part 50B
continues to display the first output image on the display
device 52 without switching the displayed first output im-
age to the second output image.
[0060] Thereafter, the highlighting part 50B deter-
mines whether highlighting is turned off (step S13). For
example, the highlighting part 50B determines that high-
lighting is turned off when the display change switch serv-
ing as a highlighting switch is depressed while the second
output image is displayed on the display device 52. The
highlighting part 50B may determine that highlighting is
turned off when a predetermined time has passed since
the completion of the operation of the screw dial. Alter-
natively, the highlighting part 50B may determine that
highlighting is turned off when a predetermined time has
passed since the depression of the display change
switch.
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[0061] In response to determining that highlighting is
turned off (YES at step S13), the highlighting part 50B
stops displaying the local image in a highlighted manner
(step S14). For example, the highlighting part 50B stops
displaying the local image in a highlighted manner by
switching the second output image displayed on the dis-
play device 52 to the first output image.
[0062] In response to determining that highlighting is
not turned off (NO at step S13), the highlighting part 50B
continues to display the second output image on the dis-
play device 52 without switching the displayed second
output image to the first output image.
[0063] According to this configuration, the image gen-
erating system SYS can display a local image on the
display device 52 in response to the operator’s request.
By looking at this local image, the operator can check
the amount of a paving material enclosed in a local area
while remaining seated in the operator seat 1S without
moving around on the tractor 1 or twisting her/his body
in the operator seat 1S to look into the local area. Fur-
thermore, the operator can check the surroundings and
the amount of a paving material enclosed in the local
area substantially simultaneously without greatly moving
the line of sight. Thus, the asphalt finisher 100 in which
the image generating system SYS is installed can reduce
the operator’s fatigue due to the work of checking the
enclosed amount. As a result, it is possible to improve
safety with respect to the asphalt finisher 100.
[0064] Next, another example of the display of the sec-
ond output image is described with reference to FIG. 7.
FIG. 7 is another example of the display of the second
output image displayed on the display device 52. The
second output image of FIG. 7 is different in that the right
local image SGR is displayed over not the illustration
image 1CG but the right peripheral image RG from, but
otherwise equal to, the second output image of FIG. 4A.
Therefore, a description of a common portion is omitted,
and differences are described in detail. The following de-
scription, which is of the right local image SGR, is also
applied to the left local image SGL.
[0065] According to the illustration of FIG. 7, the right
local image SGR is generated based on an input image
of the right camera 51R, the same as the right peripheral
image RG. Therefore, the right auxiliary camera 51V may
be omitted. The right local image SGR, however, may be
an image generated based on an input image of the right
auxiliary camera 51V.
[0066] The right local image SGR corresponds to part
of the right peripheral image RG. For example, when the
right peripheral image RG is composed of a first image
part RG1 through an eleventh image part RG11, the right
local image SGR of FIG. 7 corresponds to the ninth image
part RG9. Specifically, the image generating system SYS
displays the right local image SGR, which is an image
into which the ninth image part RG9 is vertically enlarged,
where the seventh image part RG7 through the eleventh
image part RG11 have been displayed. That is, the first
image part RG1 through the sixth image part RG6 con-

tinue to be displayed, while the seventh image part RG7
through the eleventh image part RG11 are concealed by
the right local image SGR to be invisible.
[0067] Thus, the image generating system SYS dis-
plays the right local image SGR over image parts showing
the right local area in the right peripheral image RG.
Therefore, the operator can intuitively understand that
the right local area is shown in the right local image SGR.
Furthermore, by displaying the right local image SGR,
the right local area can be enlarged and displayed com-
pared with the case where the right peripheral image RG
is displayed. Therefore, it is possible to more clearly show
the operator the state of the right local area fed with a
paving material by the right screw.
[0068] Next, yet another example of the display of the
second output image is described with reference to FIG.
8. FIG. 8 is yet another example of the display of the
second output image displayed on the display device 52.
The second output image of FIG. 8 is different in that the
right local image SGR is displayed to cover not part but
the entirety of the right peripheral image RG from, but
otherwise equal to, the second output image of FIG. 7.
Therefore, a description of a common portion is omitted,
and differences are described in detail. The following de-
scription, which is of the right local image SGR, is also
applied to the left local image SGL.
[0069] The same as in the case of FIG. 7, the right local
image SGR corresponds to part of the right peripheral
image RG. For example, when the right peripheral image
RG is composed of the first image part RG1 through the
eleventh image part RG11, the right local image SGR of
FIG. 8 corresponds to the ninth image part RG9. Specif-
ically, the image generating system SYS displays the
right local image SGR, which is an image into which the
ninth image part RG9 is vertically enlarged, where the
first image part RG1 through the eleventh image part
RG11 have been displayed. That is, the first image part
RG1 through the eleventh image part RG11 are con-
cealed by the right local image SGR to be invisible.
[0070] Thus, the image generating system SYS dis-
plays the right local image SGR over the entirety of the
right peripheral image RG including an image part show-
ing the right local area. Therefore, the operator can intu-
itively understand that the right local area is shown in the
right local image SGR. Furthermore, by displaying the
right local image SGR sized to the overall vertical length
of the display device 52, the right local area can be further
enlarged and displayed compared with the case of the
second output image of FIG. 7. Therefore, it is possible
to even more clearly show the operator the state of the
right local area fed with a paving material by the right
screw.
[0071] Next, still another example of the display of the
second output image is described with reference to FIG.
9. FIG. 9 is still another example of the display of the
second output image displayed on the display device 52.
The second output image of FIG. 9 is different in that the
right local image SGR is generated using not part but the
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entirety of the right peripheral image RG and that an in-
dicator BG is displayed from, but otherwise equal to, the
second output image of FIG. 8. Therefore, a description
of a common portion is omitted, and differences are de-
scribed in detail. The following description, which is of
the right local image SGR, is also applied to the left local
image SGL.
[0072] Unlike in the case of FIG. 8, the right local image
SGR corresponds to the entirety of the right peripheral
image RG. For example, when the right peripheral image
RG is composed of the first image part RG1 through the
eleventh image part RG11, the right local image SGR of
FIG. 9 is generated by vertically enlarging or reducing
the size of each of the first image part RG1 through the
eleventh image part RG11. Specifically, the right local
image SGR of FIG. 9 is composed of images into which
the first image part RG1 through the sixth image part
RG6 and the eleventh image part RG11 are vertically
reduced in size and images into which the seventh image
part RG7 through the tenth image part RG10 are vertically
enlarged. That is, unlike in the case of FIGS. 7 and 8, a
view shown in the right peripheral image RG continues
to be visible even when the right local image SGR is
displayed.
[0073] The indicator BG is a graphic image represent-
ing the state of enlargement or reduction of the image
parts of the local image SG relative to the corresponding
image parts of the peripheral image. According to the
illustration of FIG. 9, a right indicator BGR represents the
state of enlargement or reduction of the image parts of
the right local image SGR relative to the corresponding
image parts of the right peripheral image RG. Specifical-
ly, the right indicator BGR is a vertically elongated bar-
shaped indicator composed of eleven rectangular seg-
ments corresponding to the first image part RG1 through
the eleventh image part RG11, and is displayed at the
right end of the screen. When a left indicator is displayed,
the left indicator may be displayed at the left end of the
screen. The left indicator represents the state of enlarge-
ment or reduction of the image parts of the left local image
SGL relative to the corresponding image parts of the left
peripheral image LG. In either case, the bar-shaped in-
dicator indicates that a vertically longer rectangular seg-
ment represents a higher enlargement rate and that a
vertically shorter rectangular element represents a high-
er reduction rate. The display of the indicator BG may be
omitted.
[0074] Thus, the same as in the case of FIG. 8, the
image generating system SYS displays the right local
image SGR over the entirety of the right peripheral image
RG including an image part showing the right local area.
Therefore, the operator can intuitively understand that
the right local area is shown in the right local image SGR.
Furthermore, the same as in the case of FIG. 8, by dis-
playing the right local image SGR over the overall vertical
length of the display device 52, the right local area can
be enlarged and displayed compared with the case of
the second output image of FIG. 7. Therefore, it is pos-

sible to more clearly show the operator the state of the
right local area fed with a paving material by the right
screw. Furthermore, unlike in the case of FIG. 8, it is
made possible for the operator to continuously see a view
shown in the right peripheral image RG while enlarging
and displaying the right local area. Therefore, the oper-
ator can check the state of the right local area while
watching a worker to the right of the asphalt finisher 100,
for example.
[0075] According to the above-described configura-
tion, the image generating system SYS can generate an
output image that makes it possible for the operator to
intuitively understand the positional relationship between
the asphalt finisher 100 and a worker working in its sur-
rounding area, etc., based on input images captured by
multiple cameras.
[0076] Furthermore, the image generating system
SYS displays the hopper image HG, the left peripheral
image LG, the right peripheral image RG, and the illus-
tration image 1CG so that the operator can be presented
with an image showing an aerial view of the asphalt fin-
isher 100 and its surrounding area from above. This
makes it possible for the operator to visually check a blind
area around the asphalt finisher 100 without leaving the
operator seat 1S. As a result, the image generating sys-
tem SYS can improve the safety and operability of the
asphalt finisher 100. Specifically, the image generating
system SYS can show the operator the amount of a pav-
ing material remaining in the hopper 2, the position of a
feature (for example, a maintenance hole) in a road sur-
face to be paved, etc. Furthermore, the image generating
system SYS can show the operator the position of a work-
er working around the asphalt finisher 100, etc. There-
fore, the operator can look at the display device 52 and
check the position of a worker, etc., and thereafter per-
form various operations such as opening or closing the
hopper, extending or retracting the screed, and raising
or lowering the screed 3. Furthermore, the operator can
suspend various operations or stop the asphalt finisher
when finding that the positional relationship between a
worker and the hopper, the screed, or a dump truck is
dangerous.
[0077] Furthermore, the image generating system
SYS displays a peripheral image that is an image show-
ing the surrounding area of the asphalt finisher 100 and
displays a local image that is an image showing an area
fed with a paving material by the screw SC in a highlighted
manner. Displaying the local image in a highlighted man-
ner includes displaying the local image in a different dis-
play frame, enlarging and displaying the local image, and
changing the mode of display of the display frame of the
local image. According to this process, the image gen-
erating system SYS can clearly show the operator the
state of a predetermined local area as well as the state
of the surrounding area of the asphalt finisher 100.
[0078] The image generating system SYS may include
the right camera 51R serving as a first camera to capture
an image of an area to the right of the asphalt finisher
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100 and the right auxiliary camera 51V serving as a sec-
ond camera to capture an image of an area fed with a
paving material by the right screw. In this case, the right
peripheral image RG that is a component of the periph-
eral image may be generated based on an image cap-
tured by the right camera 51R and the right local image
SGR composing the local image may be generated
based on an image captured by the right auxiliary camera
51V.
[0079] Furthermore, the image generating system
SYS may include the left camera 51L serving as a first
camera to capture an image of an area to the left of the
asphalt finisher 100 and the left auxiliary camera 51U
serving as a second camera to capture an image of an
area fed with a paving material by the left screw. In this
case, the left peripheral image LG that is a component
of the peripheral image may be generated based on an
image captured by the left camera 51L and the left local
image SGL composing the local image may be generated
based on an image captured by the left auxiliary camera
51U.
[0080] The image generating system SYS may include
the right camera 51R that captures an image of an area
to the right of the asphalt finisher 100 and the right local
area fed with a paving material by the right screw. In this
case, the right peripheral image RG and the right local
image SGR may be generated based on an image cap-
tured by the right camera 51R. In this case, the right aux-
iliary camera 51V may be omitted.
[0081] Furthermore, the image generating system
SYS may include the left camera 51L that captures an
image of an area to the left of the asphalt finisher 100
and the left local area fed with a paving material by the
left screw. In this case, the left peripheral image LG and
the left local image SGL may be generated based on an
image captured by the left camera 51L. In this case, the
left auxiliary camera 51U may be omitted.
[0082] The local image may be displayed without over-
lapping the peripheral image as illustrated in FIGS. 4A
through 4C, for example, and may be displayed over the
peripheral image as illustrated in FIGS. 6 through 8, for
example.
[0083] The display device 52 may display the indicator
BG that represents the state of enlargement or reduction
of the local image SG. By looking at the indicator BG, the
operator can instantaneously understand the state of en-
largement or reduction of each image part of the local
image SG.
[0084] An asphalt finisher that displays images cap-
tured by a front camera, a left camera, and a right camera
side by side around a computer-generated graphic of a
tractor has been known (see Patent Document 1). The
front camera is attached to the upper end of the front of
the tractor to capture an image of the inside of a hopper
in front of the tractor. The left camera is attached to the
upper end of the left side of the tractor to capture an
image of a space to the left of the asphalt finisher. The
right camera is attached to the upper end of the right side

of the tractor to capture an image of a space to the right
of the asphalt finisher.
[0085] According to the above-described configura-
tion, however, a space around the front end of hopper
wings is the blind area of the hopper wings when viewed
from the front camera, the left camera, and the right cam-
era. Therefore, an operator of the asphalt finisher cannot
understand the state of the space around the front end
of the hopper wings by looking at the displayed image.
The operator has to check the safety of a space that is
invisible in an image directly with her/his eyes.
[0086] In view of the above, it is desired to provide a
road machine that further reduces an area that is invisible
in an image.
[0087] FIG. 10 is a side view of the asphalt finisher 100
that is an example of a road machine according to an
embodiment of the invention. FIG. 11 is a plan view of
the asphalt finisher 100. The asphalt finisher 100 mainly
includes the tractor 1, the hopper 2, and the screed 3. In
the following, the direction of the hopper 2 as viewed from
the tractor 1 is defined as a forward direction (the +X
direction), and the direction of the screed 3 as viewed
from the tractor 1 is defined as a rearward direction (the
-X direction).
[0088] The tractor 1 is a vehicle for causing the asphalt
finisher 100 to travel. According to this embodiment, the
tractor 1 rotates rear wheels 5 using rear wheel traveling
hydraulic motors and rotates front wheels 6 using front
wheel traveling hydraulic motors to move the asphalt fin-
isher 100. The rear wheel traveling hydraulic motors and
the front wheel traveling hydraulic motors are supplied
with hydraulic oil from a hydraulic pump to rotate. The
rear wheels 5 and the front wheels 6 may be replaced
with crawlers. Furthermore, the tractor 1 includes a can-
opy 1C. The canopy 1C is attached to the top of the tractor
1.
[0089] The controller 50 is a control device to control
the asphalt finisher 100. According to this embodiment,
the controller 50 is composed of a microcomputer includ-
ing a CPU, a volatile memory, and a nonvolatile memory,
and is installed in the tractor 1. The CPU executes pro-
grams stored in the nonvolatile memory to implement
various functions of the controller 50.
[0090] The hopper 2 is a mechanism for receiving a
paving material, and mainly includes hopper wings 20
and hopper cylinders 24. According to this embodiment,
the hopper 2 is installed in front of the tractor 1 and re-
ceives a paving material in the hopper wings 20. The
hopper wings 20 include a left hopper wing 20L that can
be opened and closed in the Y-axis directions (widthwise
of the vehicle) by a left hopper cylinder 24L and a right
hopper wing 20R that can be opened and closed in the
Y-axis directions (widthwise of the vehicle) by a right hop-
per cylinder 24R. Normally, the asphalt finisher 100 fully
opens the hopper wings 20 to receive a paving material
(for example, an asphalt mixture) from the bed of a dump
truck. FIG. 11 illustrates that the hopper wings 20 are
fully open. When the paving material in the hopper 2 de-
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creases, the hopper wings 20 are closed to gather the
paving material near the inner wall of the hopper 2 to the
center of the hopper 2 so that the conveyor CV in the
center of the hopper 2 can continuously feed the paving
material to the back of the tractor 1, that is, the paving
material can be kept piled on the conveyor CV. Thereaf-
ter, the paving material fed to the back of the tractor 1 is
laid and spread over the width of the vehicle behind the
tractor 1 and in front of the screed 3 by the screw SC.
According to this embodiment, the screw SC has exten-
sion screws laterally coupled.
[0091] The screed 3 is a mechanism for spreading and
smoothing a paving material. According to this embodi-
ment, the screed 3 includes a front screed 30 and rear
screeds 31. The screed 3 is a free floating screed towed
by the tractor 1, and is coupled to the tractor 1 via leveling
arms 3A. The rear screeds 31 include the left rear screed
31L and the right rear screed 31R. The left rear screed
31L extends and retracts widthwise of the vehicle using
a left screed extendable and retractable cylinder 26L,
and the right rear screed 31R extends and retracts width-
wise of the vehicle using a right screed extendable and
retractable cylinder 26R.
[0092] The image capturing devices 51 are devices to
capture images. According to this embodiment, the im-
age capturing devices 51 are monocular cameras, and
are connected to the controller 50 wirelessly or by wire.
The controller 50 can generate an overhead view image
by performing a viewpoint changing process on images
captured by the image capturing devices 51. The over-
head view image is, for example, an image of a space
around the asphalt finisher 100 as virtually viewed from
substantially directly above. The image capturing devic-
es 51 may be stereo cameras. According to this embod-
iment, the image capturing devices 51 include the front
camera 51F, the left camera 51L, the right camera 51R,
and a back camera 51B. The back camera 51B may be
omitted.
[0093] The front camera 51F captures an image of a
space in front of the asphalt finisher 100. According to
this embodiment, the front camera 51F is attached to a
hood forming the front of the tractor 1 so as to be able to
capture an image of the inside of the hopper 2 that is a
blind area from the viewpoint of the operator seated in
the operator seat 1S (hereinafter, "operator seat view-
point"). The front camera 51F may be attached to the
front edge of the top plate of the canopy 1C. In FIG. 11,
a gray area Z1 indicates the imaging range of the front
camera 51F.
[0094] The left camera 51L captures an image of a
space to the left of the asphalt finisher 100. According to
this embodiment, the left camera 51L is attached to the
end of a bar member BL extending in the +Y direction
(leftward) from the left edge of the top plate of the canopy
1C so as to be able to capture an image of a space outside
the left hopper wing 20L in the vehicle width direction that
is a blind area from the operator seat viewpoint. The left
camera 51L may be attached to the end of the bar mem-

ber BL extending in the +Y direction (leftward) from the
right side of the tractor 1. For example, the left camera
51L is so attached as to protrude outward (leftward) in
the vehicle width direction relative to the left end of the
fully opened left hopper wing 20L. In FIG. 11, a gray area
Z2 indicates the imaging range of the left camera 51L.
[0095] The right camera 51R captures an image of a
space to the right of the asphalt finisher 100. According
to this embodiment, the right camera 51R is attached to
the end of a bar member BR extending in the -Y direction
(rightward) from the right edge of the top plate of the
canopy 1C so as to be able to capture an image of a
space outside the right hopper wing 20R in the vehicle
width direction that is a blind area from the operator seat
viewpoint. The right camera 51R may be attached to the
end of the bar member BR extending in the -Y direction
(rightward) from the right side of the tractor 1. For exam-
ple, the right camera 51R is so attached as to protrude
outward (rightward) in the vehicle width direction relative
to the right end of the fully opened right hopper wing 20R.
In FIG. 11, a gray area Z3 indicates the imaging range
of the right camera 51R.
[0096] The bar members BL and BR are desirably re-
movable. The bar members BL and BR may be extend-
able and retractable. This is for handling the case of trans-
porting the asphalt finisher 100 in a trailer or the like.
[0097] The back camera 51B captures an image of a
space behind the asphalt finisher 100. According to this
embodiment, the back camera 51B is attached to the rear
edge of the top plate of the canopy 1C so as to be able
to capture an image of a space behind the screed 3 that
is a blind area from the operator seat viewpoint. In FIG.
11, a gray area Z4 indicates the imaging range of the
back camera 51B.
[0098] The imaging range of the front camera 1F and
the imaging range of the left camera 1L may overlap. The
imaging range of the back camera 1B and the imaging
range of the left camera 1L do not have to overlap. The
same applies to the imaging range of the right camera 1R.
[0099] The controller 50 generates an overhead view
image by changing the viewpoints of and synthesizing
the respective captured images of the front camera 51F,
the left camera 51L, the right camera 51R, and the back
camera 51B. The overhead view image includes an im-
age of the internal space of the hopper 2, a space to the
left of the left hopper wing 20L, a space to the right of the
right hopper wing 20R, and a space behind the screed 3
as virtually viewed from substantially directly above and
a computer graphics image (hereinafter, "model image")
of the asphalt finisher 100. The controller 50 may gener-
ate an overhead view image by changing the viewpoints
of and synthesizing the respective captured images of
the three cameras of the front camera 51F, the left cam-
era 51L, and the right camera 51R. That is, the overhead
view image may be generated without using the back
camera 51B.
[0100] The display device 52 is a device to display var-
ious images. According to this embodiment, the display
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device 52 is a liquid crystal display, and is connected to
the controller 50 wirelessly or by wire. The display device
52 can display an image captured by each of the image
capturing devices 51, and is placed at such a position as
to make it easy for an operator seated in the operator
seat 1S to look at the display device 52. The display de-
vice 52 may be placed where a rear controller is. For
example, the controller 50 displays an image generated
by performing a viewpoint changing process on images
captured by the image capturing devices 51 on the dis-
play device 52.
[0101] Next, a display system GS installed in the as-
phalt finisher 100 is described with reference to FIG. 12.
FIG. 12 is a block diagram illustrating an example con-
figuration of the display system GS. The display system
GS mainly includes the controller 50, the image capturing
devices 51, the display device 52, an information obtain-
ing device 53, and the storage device 54. For example,
the display system GS generates an image for display
(hereinafter, "output image") based on images captured
by the image capturing devices 51 (hereinafter, "input
images") and displays the output image on the display
device 52.
[0102] The information obtaining device 53 obtains in-
formation and outputs the obtained information to the
controller 50. The information obtaining device 53 in-
cludes at least one of, for example, a hopper cylinder
stroke sensor, screed extendable and retractable cylin-
der stroke sensors, a steering angle sensor, a travel
speed sensor, and a positioning sensor. The hopper cyl-
inder stroke sensor detects the stroke amount of the hop-
per cylinders 24. The screed extendable and retractable
cylinder stroke sensors detect the stroke amounts of
screed extendable and retractable cylinders 26. The
steering angle sensor detects the steering angle of the
front wheels 6. The travel speed sensor detects the travel
speed of the asphalt finisher 100. The positioning sensor
is, for example, a GNSS compass, and detects the po-
sition (latitude, longitude, and altitude) and the orientation
of the asphalt finisher 100.
[0103] The storage device 54 is a device for storing
various kinds of information. According to this example,
the storage device 54 is a nonvolatile storage device that
stores the input image-output image correspondence
map 54a in such a manner as to allow reference to the
input image-output image correspondence map 54a.
[0104] The input image-output image correspondence
map 54a stores the correspondence between the coor-
dinates in the input image planes and the coordinates in
the output image plane. The correspondence is preset
based on various parameters of the image capturing de-
vices 51, such as an optical center, a focal length, a CCD
size, an optical axis direction vector, a camera horizontal
direction vector, and a projection method, so that a view-
point can be changed as desired. The correspondence
is so set as to prevent an apparent distortion or tilt/shift
from appearing in the output image.
[0105] The controller 50 includes a viewpoint changing

part 50a and an auxiliary line creating part 50b. The view-
point changing part 50a and the auxiliary line creating
part 50b are composed of software, hardware, or
firmware.
[0106] The viewpoint changing part 50a is a functional
element to generate the output image. According to this
embodiment, the viewpoint changing part 50a refers to
the input image-output image correspondence map 54a
stored in the storage device 54 to correlate the coordi-
nates in the input image planes in which input images
captured by the image capturing devices 51 are posi-
tioned with the coordinates in the output image plane in
which the overhead view image as the output image is
positioned. Specifically, the viewpoint changing part 50a
generates the output image by correlating the values (for
example, luminance value, hue value, chromatic value,
etc.) of pixels in the input images with the values of pixels
in the output image.
[0107] The auxiliary line creating part 50b is a function-
al element to create auxiliary lines to be displayed over
the output image. According to this embodiment, the aux-
iliary line creating part 50b creates auxiliary lines such
that the auxiliary lines match the overhead view image
generated by the viewpoint changing part 50a. Examples
of auxiliary lines include an auxiliary line indicating an
expected pavement trajectory that is the expected tra-
jectory of an end of the screed 3 and an auxiliary line
indicating an expected travel trajectory that is the expect-
ed trajectory of a wheel.
[0108] According to this embodiment, the controller 50
refers to the input image-output image correspondence
map 54a through the viewpoint changing part 50a. Then,
the controller 50 obtains the values (for example, lumi-
nance value, hue value, chromatic value, etc.) of coordi-
nates in the input image planes corresponding to the co-
ordinates in the output image plane, and adopts the ob-
tained values as the values of the corresponding coordi-
nates in the output image plane.
[0109] Thereafter, the controller 50 determines wheth-
er the values of all the coordinates in the output image
plane are correlated with the values of coordinates in the
input image planes. In response to determining that the
values of all the coordinates are not correlated, the con-
troller 50 repeats the above-described process.
[0110] In response to determining that the values of all
the coordinates are correlated, the controller 50 displays
auxiliary lines indicating expected pavement trajectories,
auxiliary lines indicating expected travel trajectories, etc.,
over the output image. Positions in the output image
where auxiliary lines are to be superposed, which are
preset according to this embodiment, may also be dy-
namically derived. Furthermore, the controller 50 may
correlate the coordinates in the input image planes and
the coordinates in the output image plane after displaying
auxiliary lines.
[0111] Next, the overhead view image generated using
input images captured by the four image capturing de-
vices 51 (the front camera 51F, the left camera 51L, the
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right camera 51R, and the back camera 51B) installed in
the asphalt finisher 100 is described with reference to
FIGS. 13A and 13B. FIGS. 13A and 13B are diagrams
illustrating an example of the overhead view image. Spe-
cifically, FIG. 13A illustrates an example of the overhead
view image displayed on the display device 52. FIG. 13B
illustrates the segments of input images used for gener-
ating the overhead view image of FIG. 13A.
[0112] The overhead view image of FIG. 13A is an im-
age of a space around the asphalt finisher 100 as virtually
viewed from substantially directly above. The overhead
view image of FIG. 13A mainly includes an image G1
(see the hatched area) generated by the viewpoint
changing part 50a and a model image CG1.
[0113] The model image CG1 is an image representing
the asphalt finisher 100, and includes a model image
CGa of the hopper 2, a model image CGb of the tractor
1, and a model image CGc of the screed 3.
[0114] The model image CGa of the hopper 2 includes
a model image WL of the left hopper wing 20L and a
model image WR of the right hopper wing 20R. The model
images WL and WR change in shape according to the
output of the hopper cylinder stroke sensor. FIG. 13A
illustrates the model image CGa when each of the left
hopper wing 20L and the right hopper wing 20R is fully
open. Part of the overhead view image (an image of the
inside of the hopper 2 as virtually viewed from substan-
tially directly above) is placed in the hatched area be-
tween the model image WL and the model image WR.
The model image CGa of the hopper 2 may be omitted.
In this case, part of the overhead view image based on
an image captured by the front camera 1F is placed.
[0115] The model image CGc of the screed 3 includes
a model image SL of the left rear screed 31L and a model
image SR of the right rear screed 31R. The model images
SL and SR change in shape according to the outputs of
the screed extendable and retractable cylinder stroke
sensors. FIG. 13A illustrates the model image CGc when
each of the left rear screed 31L and the right rear screed
31R extends most. The model image CGc of the screed
3 may be omitted. In this case, part of the overhead view
image based on an image captured by the back camera
1B is placed.
[0116] The image G1 is an image generated using the
respective captured input images of the four image cap-
turing devices 51. According to this embodiment, the im-
age G1 includes an image Ga of a worker in front and to
the left of the asphalt finisher 100 and an image Gb of a
maintenance hole cover in front and to the right of the
asphalt finisher 100. As illustrated in FIG. 13B, the con-
troller 50 generates the image G1 by synthesizing a front
image R1, a left image R2, a right image R3, and a rear
image R4. The worker image Ga is included in the left
image R2, and the maintenance hole cover image Gb is
included in the right image R3.
[0117] The front image R1 is an image generated
based on an input image captured by the front camera
51F. According to this embodiment, the front image R1

includes an image showing the state of the inside of the
hopper 2 as viewed down from the tractor 1 side. The
controller 50 generates the front image R1 by clipping
and performing a viewpoint changing process on part of
the input image captured by the front camera 51F. The
front image R1 is placed between and on the upper side
of the model image WL and the model image WR. The
front image R1 may change in shape according as the
model images WL and WR change in shape.
[0118] The left image R2 is an image generated based
on an input image captured by the left camera 51L. Ac-
cording to this embodiment, the left image R2 includes
an image of a space on the outer side (to the left) of the
left hopper wing 20L in the vehicle width direction. The
controller 50 generates the left image R2 by clipping and
performing a viewpoint changing process by the view-
point changing part 50a on part of the input image cap-
tured by the left camera 51L. The left image R2 is placed
to the left of the model image CG1. The left image R2
may change in shape according as the model images
WL and SL change in shape.
[0119] The right image R3 is an image generated
based on an input image captured by the right camera
51R. According to this embodiment, the right image R3
includes an image of a space on the outer side (to the
right) of the right hopper wing 20R in the vehicle width
direction. The controller 50 generates the right image R3
by clipping and performing a viewpoint changing process
by the viewpoint changing part 50a on part of the input
image captured by the right camera 51R. The right image
R3 is placed to the right of the model image CG1. The
right image R3 may change in shape according as the
model images WR and SR change in shape.
[0120] The rear image R4 is an image generated based
on an input image captured by the back camera 51B.
According to this embodiment, the rear image R4 in-
cludes an image showing the state of the screed 3 as
viewed down from the tractor 1 side. The controller 50
generates the rear image R4 by clipping and performing
a viewpoint changing process on part of the input image
captured by the back camera 51B. The rear image R4 is
placed on the lower side of the model image CGc of the
screed 3. The rear image R4 may change in shape ac-
cording as the model images SL and SR change in shape.
[0121] According to this embodiment, the correspond-
ence between the coordinates in the respective input im-
age planes of the four cameras and the coordinates in
the output image plane is stored in the input image-output
image correspondence map 54a with effects according
to the viewpoint changing process being incorporated in
advance. Therefore, the controller 50 can correlate co-
ordinates in the input image planes with coordinates in
the output image plane by only referring to the input im-
age-output image correspondence map 54a. As a result,
the controller 50 can generate and display an output im-
age at a relatively low computational load.
[0122] Furthermore, according to this embodiment,
each of the front image R1, the left image R2, the right
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image R3, and the rear image R4 is generated based on
an input image captured by a corresponding single cam-
era. The invention, however, is not limited to this config-
uration. For example, each of the front image R1, the left
image R2, the right image R3, and the rear image R4
may be generated based on input images captured by
two or more cameras.
[0123] As described above, the asphalt finisher 100
includes the multiple image capturing devices 51 at-
tached to the tractor 1, the controller 50 that generates
an overhead view image by changing the viewpoints of
and synthesizing the respective captured images of the
image capturing devices 51, and the display device 52
that displays the overhead view image on a screen. The
overhead view image is configured to include an image
of a space around the asphalt finisher 100 as virtually
viewed from substantially directly above. Therefore, it is
possible to further reduce a blind area that is an invisible
area in the output image. As a result, for example, it is
possible to show an operator of the asphalt finisher 100
the state of a space around the front end of the hopper
wings 20. It is also possible to show the operator the state
of a paving material in the hopper 2, the state of a space
behind the screed 3, etc.
[0124] Furthermore, by showing the overhead view im-
age, the asphalt finisher 100 can improve visibility, safety,
operability and work efficiency. Specifically, the asphalt
finisher 100 can cause the operator to intuitively under-
stand the amount of a paving material remaining in the
hopper 2, the position of a feature (for example, a main-
tenance hole) in a road surface to be paved, etc. There-
fore, the operator can look at the overhead view image
and check the position of a feature or a worker, and there-
after perform various operations such as opening or clos-
ing the hopper wings 20.
[0125] Next, other examples of the output image are
described with reference to FIGS. 14A and 14B. FIGS.
14A and 14B illustrate examples where auxiliary lines
are displayed over the image G1 generated by the view-
point changing part 50a. Specifically, FIG. 14A illustrates
an overhead view image of the asphalt finisher 100 that
is traveling straight. FIG. 14B illustrates an overhead view
image of the asphalt finisher 100 that is turning right.
[0126] According to the illustration of FIGS. 14A and
14B, the auxiliary line creating part 50b creates auxiliary
lines L1 and L2 based on the respective outputs of the
steering angle sensor and the travel speed sensor. The
auxiliary line L1 is the expected travel trajectory of a left
rear wheel 5L, and the auxiliary line L2 is the expected
travel trajectory of a right rear wheel 5R. According to
this embodiment, the auxiliary lines L1 and L2 are derived
based on a current steering angle and travel speed, but
may be derived based solely on the steering angle. The
auxiliary lines L1 and L2 represent, for example, travel
trajectories during a period from a current point of time
until a predetermined time (for example, several tens of
seconds) passes.
[0127] Furthermore, the auxiliary line creating part 50b

creates auxiliary lines L3 and L4, additionally referring to
the outputs of the screed extendable and retractable cyl-
inder stroke sensors. The auxiliary line L3 is the expected
trajectory of the left end of the left rear screed 31L, and
the auxiliary line L4 is the expected trajectory of the right
end of the right rear screed 31R. According to this em-
bodiment, the auxiliary lines L3 and L4 are derived based
on a current steering angle, travel speed, and stroke
amounts of the screed extendable and retractable cylin-
ders 26. The auxiliary lines L3 and L4 represent trajec-
tories during a period from a current point of time until a
predetermined time (for example, several tens of sec-
onds) passes.
[0128] Furthermore, the auxiliary line creating part 50b
creates auxiliary lines L5 and L6 based on road design
data and the output of the positioning sensor. The road
design data are data related to a road that is a construc-
tion target, and is prestored in a nonvolatile storage de-
vice, for example. The road design data include, for ex-
ample, data on the position of a feature in a road surface
to be paved. The auxiliary line L5 represents the left edge
of the road that is a construction target, and the auxiliary
line L6 represents the right edge of the road that is a
construction target.
[0129] Furthermore, the controller 50 displays an im-
age of a feature such as a maintenance hole over the
overhead view image based on the road design data and
the output of the positioning sensor. According to the
illustration of FIGS. 14A and 14B, the controller 50 dis-
plays a model image CG2 of a maintenance hole cover
over the overhead view image.
[0130] By looking at the overhead view image over
which auxiliary lines, etc., are displayed, the operator of
the asphalt finisher 100 can determine whether the cur-
rent steering angle, travel speed, amounts of extension
or retraction of the rear screeds 31, etc., of the asphalt
finisher 100 are appropriate. For example, by looking at
the overview head image of FIG. 14A, the operator can
be aware that if the asphalt finisher 100 is kept traveling
straight, the right rear wheel 5R will run over the mainte-
nance hole cover and the road will not be paved as de-
signed. In contrast, by looking at the overhead view im-
age of FIG. 14B, the operator can be aware that if a cur-
rent steering condition (condition in which a steering
wheel is turned to the right) and travel speed are main-
tained, the right rear wheel 5R can avoid running over
the maintenance hole cover and the road will be paved
as designed.
[0131] The controller 50, which displays the expected
travel trajectories of the rear wheels 5 according to the
illustration of FIGS. 14A and 14B, may display the ex-
pected travel trajectories of the front wheels 6 or display
the respective expected travel trajectories of the rear
wheels 5 and the front wheels 6.
[0132] According to the above-described configura-
tion, in addition to the effects of the overhead view image
described with reference to FIGS. 13A and 13B, the con-
troller 50 can achieve the additional effect of being able
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to present the movement of the asphalt finisher 100 dur-
ing a period from a current point of time until a predeter-
mined time passes to the operator in advance.
[0133] Preferred embodiments of the invention are de-
scribed above. The invention, however, is not limited to
the above-described embodiments. Various variations,
replacements, etc., may be applied to the above-de-
scribed embodiments without departing from the scope
of the invention. Furthermore, the features described with
reference to the above-described embodiments may be
suitably combined as long as causing no technical con-
tradiction.
[0134] For example, while an image part of the local
image SG is enlarged and reduced in size only vertically
according to the above-described embodiments, the im-
age part may be enlarged and reduced in size only lat-
erally or may be enlarged and reduced in size vertically
and laterally. In the case where the image part is enlarged
and reduced in size only laterally, the indicator BG may
be a laterally elongated bar-shaped indicator. In the case
where the image part is enlarged and reduced in size
vertically and laterally, the indicator BG may be a verti-
cally and laterally elongated matrix-shaped indicator.
[0135] Furthermore, the asphalt finisher 100 may be a
guss asphalt finisher using a guss asphalt mixture. The
image generating system SYS may be installed in a guss
asphalt finisher using a guss asphalt mixture.
[0136] The invention is based upon and claims priority
to Japanese patent application No. 2017-153668, filed
on August 8, 2017 and Japanese patent application No.
2017-164687, filed on August 29, 2017, the entire con-
tents of which are hereby incorporated herein by refer-
ence.

DESCRIPTION OF THE REFERENCE NUMERALS

[0137] 1 ... tractor 1S ... operator seat 2 ... hopper 3 ...
screed 3A ... leveling arm 5 ... rear wheel 6 ... front wheel
20 ... hopper wings 20L ... left hopper wing 20R ... right
hopper wing 24 ... hopper cylinder 24L ... left hopper cyl-
inder 24R ... right hopper cylinder 26 ... screed extend-
able and retractable cylinder 26L ... left screed extenda-
ble and retractable cylinder 26R ... right screed extend-
able and retractable cylinder 30 ... front screed 31 ... rear
screed 31L ... left rear screed 31R ... right rear screed
50 ... controller 50A ... output image generating part
50B ... highlighting part 50a ... viewpoint changing part
50b ... auxiliary line creating part 51 ... image capturing
device 51B ... back camera 51F ... front camera 51L ...
left camera 51R ... right camera 51U ... left auxiliary cam-
era 51V ... right auxiliary camera 52 ... display device
53 ... information obtaining device 54 ... storage device
54a ... input image-output image correspondence map
55 ... input device 65 ... operation panel 70 ... retaining
plate 71 ... side plate 72 ... mold board 100 ... asphalt
finisher BL, BR ... bar member CV ... conveyor SC ...
screw SYS ... image generating system

Claims

1. A road machine including a tractor and a screed
placed behind the tractor, the road machine com-
prising:

a work apparatus configured to feed a paving
material in front of the screed; and
a display device configured to display a periph-
eral image that is an image showing a surround-
ing area of the road machine, and to display a
local image in a highlighted manner, the local
image being an image showing an area fed with
the paving material by the work apparatus.

2. The road machine as claimed in claim 1, comprising:

a first camera configured to capture an image
of an area to a side of the road machine; and
a second camera configured to capture an im-
age of the area fed with the paving material by
the work apparatus,
wherein the peripheral image is generated
based on the image captured by the first camera,
and
the local image is generated based on the image
captured by the second camera.

3. The road machine as claimed in claim 1, comprising:

a camera configured to capture an image of an
area to a side of the road machine and the area
fed with the paving material by the work appa-
ratus,
wherein the peripheral image and the local im-
age are generated based on the image captured
by the camera.

4. The road machine as claimed in claim 1, wherein the
local image is displayed without overlapping the pe-
ripheral image.

5. The road machine as claimed in claim 1, wherein the
local image is displayed over the peripheral image.

6. The road machine as claimed in claim 1, wherein the
display device is configured to display an indicator
representing a state of enlargement or reduction of
the local image.

7. The road machine as claimed in claim 1, wherein
the screed includes a left rear screed and a right rear
screed that are extendable and retractable in a ve-
hicle width direction, and
the left rear screed and the right rear screed are ar-
ranged with an offset from each other in a travel di-
rection.
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8. A road machine comprising:

a tractor;
a hopper installed in front of the tractor and con-
figured to receive a paving material in a hopper
wing;
a conveyor configured to feed the paving mate-
rial in the hopper to a back of the tractor;
a screw configured to lay and spread the paving
material fed by the conveyor behind the tractor;
a screed configured to spread and smooth the
paving material laid and spread by the screw
behind the screw;
a plurality of image capturing devices attached
to the tractor; and
a display device configured to display respective
captured images of the image capturing devic-
es,
wherein at least one of the image capturing de-
vices is placed at such a position as to be able
to capture an image of a space outside the hop-
per wing in a vehicle width direction.

9. The road machine as claimed in claim 8, wherein
one of the image capturing devices is configured to
capture an image of a space behind the screed as
virtually viewed from substantially directly above.

10. The road machine as claimed in claim 8, comprising:

a control device configured to generate an over-
head view image by changing viewpoints of and
synthesizing the respective captured images of
the image capturing devices,
wherein the display device is configured to dis-
play the overhead view image on a screen, and
the overhead view image includes an image of
a space around the road machine as virtually
viewed from substantially directly above.

11. The road machine as claimed in claim 10, wherein
the overhead view image includes an image of the
space outside the hopper wing in the vehicle width
direction as virtually viewed from substantially direct-
ly above.

12. The road machine as claimed in claim 8, wherein the
image capturing device is so attached to the tractor
as to protrude outward in the vehicle width direction
relative to the hopper wing that is fully opened.

13. The road machine as claimed in claim 8, wherein
a canopy is attached to the tractor, and
the image capturing device is attached to the canopy.

14. The road machine as claimed in claim 8, wherein the
display device is configured to display an expected
trajectory and an expected travel trajectory of an end

of the screed.
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