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Abstract

Disclosed herein are representative embodiments of methods, apparatus, and systems for distributing a resource (such as electricity) using a resource allocation system. In one exemplary embodiment, a plurality of requests for electricity are received from a plurality of end-use consumers. The requests indicate a requested quantity of electricity and a consumer-requested index value indicative of a maximum price a respective end-use consumer will pay for the requested quantity of electricity. A plurality of offers for supplying electricity are received from a plurality of resource suppliers. The offers indicate an offered quantity of electricity and a supplier-requested index value indicative of a minimum price for which a respective supplier will produce the offered quantity of electricity. A dispatched index value is computed at which electricity is to be supplied based at least in part on the consumer-requested index values and the supplier-requested index values.
FIG. 1
Bulk System

Resource Allocation System

Distribution Service Provider

Resource Delivery System

Local Consumer

Local Producer

FIG. 2A

FIG. 2B
FIG. 6A

FIG. 6B
FIG. 7
FIG. 14
FIG. 15
FIG. 22

FIG. 23
**FIG. 32**

Bar chart showing the number of participants by contract type:
- **NULL**
- **CTRL**
- **FIXED**
- **TOU**
- **RTP**

The chart indicates:
- **First Choice**
- **Second Choice**
- **Assigned**

**FIG. 33**

Diagram of an Energy Management System. (GoodWatts Website, Courtesy Invensys Controls)
**FIG. 40**

- Control (80% avg)
- Fixed (39% avg)
- Time-of-Use (55% avg)
- Real-Time (67% avg)

**FIG. 41**

- Control ($150.00/home total)
- Fixed ($137.36/home total)
- Time-of-Use ($150.23/home total)
- Real-Time ($150.54/home total)
FIG. 42

(Key lists mean percent savings and median dollar savings with respect to the control group.)
(Control group, by definition, has no savings.)
FIG. 46C

FIG. 46D
FIG. 47A

Average Residential Demand (kW/home) vs. Hour of Day

- Control
- Fixed
- Real-Time
- Time-of-Use

FIG. 47B

Average Residential Demand (kW/home) vs. Hour of Day

- Control
- Fixed
- Real-Time
- Time-of-Use
FIG. 47C

FIG. 47D
FIG. 52B

FIG. 52C
FIG. 53
Note: feeder supply and cleared supply are the same.
FIG. 56

FIG. 57
FIG. 59

The efficient frontier:

one would never choose a portfolio in the shaded region because one could minimize risk for the same return, or alternatively, maximize return for the same risk.

FIG. 60

Normal Distribution #1 (wheat)
Normal Distribution #2 (barley)
Normal Distribution combinations of #1 and #2
each point and circle defines a normal data set.
circles represent the efficient frontier

FIG. 61
FIG. 62
software 6480 for implementing resource allocation techniques, systems, and interfaces

FIG. 64
RECEIVE PLURALITY OF REQUESTS FOR RESOURCE

RECEIVE PLURALITY OF OFFERS TO SUPPLY RESOURCE

COMPUTE DISPATCHED INDEX VALUE FROM REQUESTS AND OFFERS

TRANSMIT DISPATCHED INDEX VALUE

FIG. 66
FIG. 67

6700

6710
RECEIVE DESIRED PERFORMANCE VALUE

6712
RECEIVE USER TOLERANCE VALUE

6714
COMPUTE BID VALUE BASED ON DESIRED PERFORMANCE VALUE AND USER TOLERANCE VALUE

6716
TRANSMIT BID VALUE

6718
RECEIVE DISPATCHED VALUE

6720
COMPARE DISPATCHED VALUE TO BID VALUE AND GENERATE SIGNAL BASED ON COMPARISON
6800

6810
RECEIVE CURRENT STATUS

6812
COMPUTE AVERAGE DISPATCHED VALUE

6814
COMPUTE BID VALUE BASED ON CURRENT STATUS AND AVERAGE DISPATCHED VALUE

6816
TRANSMIT BID VALUE

6818
RECEIVE DISPATCHED VALUE

6820
COMPARE DISPATCHED VALUE TO BID VALUE AND GENERATE SIGNAL BASED ON COMPARISON
6910 RECEIVED USER COMFORT SETTING

6912 COMPUTE AVERAGE DISPATCHED VALUE

6914 COMPUTE PROBABILITY VALUE BASED ON USER COMFORT SETTING AND AVERAGE DISPATCHED VALUE

6916 DETERMINE WHETHER TO ACTIVATE DEVICE BASED ON PROBABILITY VALUE AND GENERATE CORRESPONDING ACTIVATION/DEACTIVATION SIGNAL

FIG. 69
7000

7010
COMPUTE OFFER VALUE BASED ON DISPATCHED VALUES FROM PREVIOUS TIME FRAMES

7012
TRANSMIT OFFER VALUE

7014
RECEIVE DISPATCHED VALUE FOR CURRENT TIME FRAME

7016
COMPARE OFFER VALUE TO DISPATCHED VALUE FOR CURRENT TIME FRAME AND GENERATE CORRESPONDING ACTIVATION/DEACTIVATION SIGNAL

FIG. 70
DISTRIBUTING RESOURCES IN A MARKET-BASED RESOURCE ALLOCATION SYSTEM
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FIELD

[0003] This application relates generally to the field of power grid management and control.

BACKGROUND

[0004] The demand for electricity is expected to continue its historical growth trend far into the future. To meet this growth with traditional approaches would require adding power generation, transmission, and distribution that may cost in the aggregate up to $2,000/kW on the utility side of the meter. The amount of capacity in generation, transmission, and distribution generally must meet peak demand and must provide a reserve margin to protect against outages and other contingencies. The nominal capacity of many power-grid assets is typically used for only a few hundred hours per year. Traditional approaches for maintaining the adequacy of the nation’s power generation and delivery system are characterized by sizing system components to meet peak demand, which occurs only a few hours during the year. Thus, overall asset utilization remains low, particularly for assets located near the end-user in the distribution portion of the system.

[0005] The increased availability of energy-information technologies can play an important role in addressing the asset utilization issue cost-effectively. It has been estimated that $57 billion savings could be realized by applying smart technologies throughout the nation’s electric generation, transmission, and distribution systems over the next 20 years.

[0006] Accordingly, there is a need for improved power distribution systems and techniques that allow larger portions of the demand-side infrastructure to function as an integrated system element. For example, there is a need for systems and methods that enable end-use electrical devices and/or consumers to actively participate in grid control.

SUMMARY

[0007] Disclosed below are representative embodiments of methods, apparatus, and systems for distributing a resource (such as electricity). One of the disclosed embodiments is a nested, hierarchical resource allocation scheme that can be applied to any system. The resource allocation scheme can, for example, utilize a match of supply and demand at multiple levels and various locations within a transactive network, have supply resources that can be at the highest level but may also be at lower levels and have demand that varies with time and location in the network, and that also has a degree of response to resource allocation signals within the network. Specific examples are disclosed herein in which the general scheme is applied to manage and control the central generation, transmission, distribution, distributed local generation and storage, and end-use elements of an electric power grid. Furthermore, specific techniques are described that can be used for distributed generation, thermostatically-controlled end-use elements with two-way communication capabilities and end-use elements with one-way communication capabilities.

[0008] One of the disclosed embodiments is a method for clearing offers and requests as can be used in a resource allocation system. This embodiment, a plurality of requests for electricity are received from a plurality of end-use consumers. The requests indicate a requested quantity of electricity and a consumer-requested index value indicative of a maximum price a respective end-use consumer will pay for the requested quantity of electricity. A plurality of offers for supplying electricity are also received from a plurality of resource suppliers. Each of the offers indicates an offered quantity of electricity and a supplier-requested index value indicative of a minimum price for which a respective supplier will produce the offered quantity of electricity. Using computing hardware (e.g., a computer processor or an integrated circuit), a dispatched index value is computed at which electricity is to be supplied based at least in part on the consumer-requested index values and the supplier-requested index values. The act of receiving the plurality of requests for electricity, receiving the plurality of offers for supplying electricity, and determining can be repeated at periodic intervals (e.g., less than 60 minutes, less than 10 minutes, or other such intervals). The act of receiving the plurality of requests and the act of receiving the plurality of offers can be performed substantially simultaneously. In certain implementations, the dispatched index value is transmitted to at least one of the end-use consumers or resource suppliers. In some implementations, the act of determining the dispatched index value is performed using a double auction method. For example, the act of determining the dispatched index value can comprise separating the requests and the offers into two groups, sorting each item in the two groups according to a quantity level, and determining the dispatched index value by determining the index value at which the same quantity level for requests and offers occurs.

[0009] Another disclosed embodiment is a system for allocating resources. The system can comprise, for example, at least two resource allocation systems. A first of the resource allocation systems can be nested within a second of the resource allocation systems. Each of the resource allocation systems can be configured to communicate with resource consumers and resource suppliers over a digital network and according to a bi-directional communication protocol. In particular implementations, the resource allocation systems dispatch resources by separating requests and offers for a resource into two groups, sorting each item in the two groups according to a quantity level, and determining a dispatched index value for the resource by determining the index value at which the same quantity level for requests and offers occurs. The system can additionally include a tracking system that tracks index values dispatched by at least one of the resource allocation systems and debits a consumer’s index balance in
response to the dispatched index values. The resource allocation system can be used to distribute a variety of resources, including electricity.

[0010] Another embodiment disclosed herein is a method for computing bids using two-way communication in a resource allocation system. In this embodiment, a desired performance value indicative of a user’s desired performance level for an electrical device is received. A user tolerance value indicative of the user’s willingness to tolerate variations from the desired performance level is also received. Using computing hardware (e.g., a computer processor or an integrated circuit), a bid value for purchasing electricity sufficient to operate the electrical device at the desired performance level is computed. The computing can be performed using at least the desired performance value and the user tolerance value. The electrical device can be a variety of devices, such as an air-conditioning unit; heating unit; heating, ventilation, and air conditioning (HVAC) system; hot water heater; refrigerator; dish washer; washing machine; dryer; oven; microwave oven; pump; home lighting system; electrical charger; electric vehicle charger; or home electrical system. In certain implementations, a historical dispatch value indicative of values at which electricity has been dispatched by the market-based resource allocation system during a previous time period is also computed. The computing of the bid value can be additionally performed using the historical dispatched value. The historical dispatch value can be, for example, an average of multiple dispatch values from the previous time period (e.g., the previous 24 hours or less). In particular implementations, a standard deviation of the values at which electricity has been dispatched by the market-based resource allocation system during a previous time period is computed. The computing of the bid value can be additionally performed using the standard deviation. In some implementations, a current performance level of the electrical device can be received, and the computing of the bid value can be additionally performed using the current performance level. In certain implementations, the user tolerance value is selected from at least a first tolerance value and a second tolerance value, the first tolerance value resulting in higher bid values relative to the second tolerance value. In some implementations, the bid value is transmitted to a central computer in the market-based resource allocation system. An indication of a dispatched value for the current time frame can be received from the central computer. The bid value can be compared to the dispatched value for the current time frame, and a signal can be generated to activate the electrical device based on the comparison (e.g., if the bid value is equal to or exceeds the dispatched value for the current time frame). Any of the disclosed method acts can be repeated over periods of time (e.g., time periods of 15 minutes or less).

[0011] A further embodiment disclosed herein is another method for computing bids in a resource allocation system using two-way communication. In this embodiment, an indication of a current status of a system controlled by an electrical device is received. Using computing hardware (e.g., a computer processor or an integrated circuit), an average dispatched value is computed using multiple dispatched values from a previous time period, the multiple dispatched values representing values at which electricity was dispatched by the market-based resource allocation system during the previous time period. Using the computing hardware, a bid value for purchasing electricity sufficient to operate the electrical device is computed, the computing being performed using at least the current status of the system and the average dispatched value. In certain implementations, a standard deviation of the multiple dispatched values from the previous time period is computed, and the computing of the bid value is additionally performed using the standard deviation. In some implementations, a user comfort setting selected by a user is received. The user comfort setting can be selected from at least a first user comfort setting and a second user comfort setting, the first user comfort setting indicating the user’s willingness to pay more to achieve a desired status of the system controlled by the electrical device relative to the second user comfort setting. In these implementations, the computing of the bid value can be additionally performed using the user comfort setting. In one particular implementation, the electrical device is a pump, and the current status is a measurement of a water level affected by the pump. In some implementations, the electrical device is an electric charger for charging a battery, and the current status of the system is the state of charge of the battery. In one particular implementation in which the electrical device is an electric charger for charging a battery, the bid value is computed according to the following equation:

\[ P_{\text{bid}} = P_{\text{avg}} - kP_{\text{std}}SOC_{\text{dev}} \]

where \( P_{\text{bid}} \) is the bid value, \( P_{\text{avg}} \) is an average daily clearing price of energy, \( P_{\text{std}} \) is a daily standard deviation of price, and \( SOC_{\text{dev}} \) is the fractional deviation of the SOC from a desired SOC (SOC_{\text{soc}}) with respect to minimum and maximum limits (SOC_{min} and SOC_{max}) set by a user. In some implementations, the bid value is transmitted to a central computer in the market-based resource allocation system. An indication of a dispatched value for a current time frame can be received from the central computer. The bid value can be compared to the dispatched value for the current time frame, and a signal can be generated to activate the electrical device based on the comparison (e.g., if the bid value is equal to or exceeds the dispatched value for the current time frame). Any of the disclosed method acts can be repeated over fixed periods of time (e.g., time periods of 15 minutes or less).

[0012] Another embodiment disclosed herein is a method for computing a bid value in a resource allocation system, the bid value being related to controlling temperature in a temperature-controlled zone. In this embodiment, a desired temperature value indicative of a user’s desired temperature in a temperature-controlled zone is received. A user comfort setting selected by the user is also received, the user comfort setting being selected from at least a first user comfort setting and a second user comfort setting, the first user comfort setting indicating the user’s willingness to pay more to achieve the desired temperature relative to the second user comfort setting. Using computing hardware (e.g., a computer processor or an integrated circuit, a bid value is computed for purchasing electricity to heat or cool the temperature-controlled zone to the desired temperature, the bid value being computed using at least the desired temperature, the user comfort setting, and a historical value indicative of an average value at which electricity was dispatched by the resource allocation system over a historical time period. In certain implementations, the bid value can be further computed using a standard deviation of dispatched values from the historical time period. In certain implementations, the historical time period is 24 hours. In some implementations, the first user comfort setting is associated with a first set of elasticity factors and temperature limits, and the second user comfort setting
setting is associated with a second set of elasticity factors and temperature limits. The elasticity factors and the temperature limits for each of the first and the second comfort settings can include elasticity factors and temperature limits for when the desired temperature is greater than a current temperature and different elasticity factors and temperature limits for when the desired temperature is less than the current temperature. In particular implementations, the selected user comfort setting is associated with elasticity factors $k_{e,T}$ and $k_{e,T}$ and temperature limits $T_{min}$ and $T_{max}$. In such implementations, the bid value can be computed according to the following equation,

$$P_{bid} = P_{average} + (T_{current} - T_{set}) \frac{k_y \times \sigma}{|T_{limit} - T_{set}|}$$

where $P_{bid}$ is the bid value, $P_{average}$ is the average dispatched value for the historical time period, $T_{set}$ is a current temperature, $T_{current}$ is a desired temperature set point, $\sigma$ is the standard deviation of the dispatched values from the historical time period, and $k_y$ and $T_{limit}$ are either $k_{e,T}$ and $T_{max}$ if $T_{current}$ is less than $T_{limit}$, or $k_{e,T}$ and $T_{min}$ if $T_{current}$ is greater than $T_{limit}$. In some implementations, the bid value is computed during a first time period, and the computing is repeated during a next time period. A modified desired temperature set point $T_{set,e}$ can be used for the next time period. For example, the modified desired temperature set point $T_{set,e}$ can be computed according to the following equation for the next time period:

$$T_{set,e} = T_{set} + (P_{ave} - P_{average}) \frac{|T_{min} - T_{set}|}{k_y \times \sigma}$$

where $P_{ave}$ is a clearing price from the first time period. Any of the disclosed method acts can be repeated after a fixed time period (e.g., after a time period of 15 minutes or less).

[0013] A further embodiment disclosed herein is another method for computing a bid in a resource allocation system, the bid value being related to controlling temperature in a temperature-controlled zone. In this embodiment, a current zone temperature is measured and a consequent bid price computed. The bid price is communicated into the resource allocation system. A resulting market clearing price is received from the resource allocation system. Using computing hardware, an adjusted zone set point is calculated. A thermostat’s zone set point can be reset to the adjusted zone set point: In certain implementations, a customer’s balance of available funds is debited in response to the resulting market clearing price.

[0014] Another embodiment disclosed herein is a method for computing bids in a resource allocation system using one-way communication. In this embodiment, a user comfort setting selected by a user is received, the user comfort setting being selected from at least a first user comfort setting and a second user comfort setting, the first user comfort setting indicating the user’s willingness to pay more to achieve a desired performance level for an electrical device relative to the second user comfort setting. An average dispatched value is computed using multiple dispatched values from a previous time period (e.g., a time period of 24 hours or less), the multiple dispatched values representing values at which electricity was dispatched by the market-based resource allocation system during the previous time period. Using computing hardware (e.g., a computer processor or an integrated circuit), a probability value of operating the electrical device is computed based on at least the user comfort setting and the average dispatched value. In certain implementations, a standard deviation of the multiple dispatched values from the previous time period is computed, and the probability value is additionally based on the standard deviation. In certain implementations, dispatched values are periodically received from a central computer in the resource allocation system. In some implementations, a random number is generated, a determination is made as to whether to operate the electrical device (the determination being made by comparing the random number to the probability value), and a signal for causing the electrical device to operate is generated based on the comparison. In some implementations, the selected comfort setting is associated with a weighting factor $k_\text{w}$. In such implementations, the probability value can be computed according to the following equation:

$$r = \frac{1}{\sqrt{2\pi} \sigma} \int_{-\infty}^{\infty} e^{-\frac{(x - \mu)^2}{2\sigma^2}} dx = \frac{1}{2}$$

$$r = 0 \text{, otherwise}$$

where $N$ is the cumulative normal distribution, $P_{conv}$ is a current dispatched value, $P$ is the average dispatched value over the time period, and $\sigma$ is the standard deviation of the dispatched value over the time period. The electrical device can be a wide variety of electrical devices, including for example an air-conditioning unit; heating unit; heating, ventilation, and air conditioning (HVAC) system; hot water heater; refrigerator; dish washer; washing machine; dryer; oven; microwave oven; pump; home lighting system; electrical charger, electric vehicle charger; or home electrical system. Any of the method acts can be performed repeatedly after fixed time periods (e.g., time periods of 15 minutes or less).

[0015] A further embodiment disclosed herein is another method for computing bids in a resource allocation system using one-way communication. In this embodiment, a probability that current flow to a non-thermostatically controlled device will be interrupted based upon preselected settings and cleared market prices is determined using computing hardware. In certain implementations, a customer balance is debited in response to the cleared market prices.

[0016] Another disclosed embodiment is a method for generating offer values in a resource allocation system. In this embodiment, an offer value indicative of the value at which electricity can be supplied by a generator for a current time frame is computed using computing hardware, the offer value being based at least in part on dispatched values from previous time frames, the dispatched values representing values at which electricity was dispatched by the market-based resource allocation system during the previous time frames. The offer value is transmitted along with a value indicative of a quantity of electricity that can be supplied by the generator during the current time frame to a central computer. A message is received from the central computer indicating a dispatched value for the current time frame. In certain imple-
ments, the dispatched value is compared to the offer value, and the generator is activated in response to the comparison. Any of these method acts can be repeated for subsequent time frames (e.g., time frames of 15 minutes or less, 5 minutes or less, or other amount of time). In particular implementations, the dispatched value was computed by the central computer using a double auction technique. The dispatched value can be computed by the central computer, for example, by using the offer value and bid values transmitted from consumers to the central computer during the current time frame. In certain implementations, a standard deviation for the dispatched values from the previous time frames is computed, and the offer index value is additionally based at least in part on the standard deviation. The offer value can also be additionally based at least in part on a startup cost for supplying the electricity, a shutdown cost for supplying the electricity, and/or a remaining number of time frames available in an operating license associated with the electricity.

[0017] Another method disclosed herein is a method for generating a generator bid value for bidding to supply electricity in a market-based resource allocation system. In this embodiment, a generator bid value indicative of a price at which a generator can deliver electricity into a power grid is computed using computing hardware. The generator bid value and a value indicative of a magnitude of electrical load the generator can remove from the power grid are transmitted to a central computer that manages the resource allocation system. A message is received from the central computer indicating whether the generator should be activated. The message from the central computer can include a current market price value indicative of a current market price for electricity, and wherein the method comprises activating the generator if the generator bid value is less than the current market price value. In certain implementations, the generator bid value is based at least in part on a license premium value that is computed using a remaining number of hours the generator can operate according to the generator’s operating license, a fuel cost value indicative of a cost of fuel for operating the generator for a fixed period of time, a cost for operating and maintaining the generator for a fixed period of time, a startup cost value indicative of a cost for starting the generator, and/or a shutdown cost value indicative of a cost for shutting down the generator before a minimum operating time threshold is achieved. In particular implementations, the generator bid value is computed according to the following equation,

\[ \text{bid} = \text{license premium} \times (\text{fuel cost} + \text{O&M cost} + \text{start-up cost} + \text{shutdown penalty}) \]

wherein \( \text{bid} \) is the generator bid, \( \text{license premium} \) is a value associated with remaining unused licensed hours for the generator, \( \text{O&M cost} \) is a value associated with the operating and maintenance cost, \( \text{start-up cost} \) is a value associated with penalties or costs for starting up the generator, and \( \text{shutdown penalty} \) is a value associated with penalties or costs for prematurely shutting down the generator. Any of the disclosed method acts can be repeated over fixed periods of time (e.g., fixed periods of 15 minutes or less).

[0018] Another embodiment disclosed herein is a method of operating an electrical charger in a market-based resource allocation system. In this embodiment, a user comfort setting selected by a user is received. The user comfort setting is selected from at least a first user comfort setting and a second user comfort setting, the first user comfort setting indicating the user’s willingness to pay more to achieve a desired performance level for an electrical device relative to the second user comfort setting. An average dispatched value is computed using multiple dispatched values representing values at which electricity was dispatched by the market-based resource allocation system during the previous time period. A current rate of charge at which the electrical charger is to operate is computed (e.g., using computing hardware, such as a computer processor or an integrated circuit) based on at least the user comfort setting and the average dispatched value. A signal is generated for controlling the electrical charger such that it provides a charge at the current rate of charge. In certain implementations, a standard deviation of the multiple dispatched values is computed from the previous time period. In these implementations, the current rate of charge is additionally based on the standard deviation. In some implementations, dispatched values are periodically received from a central computer in the resource allocation system. In particular implementations, the current rate of charge is computed according to the following:

\[ \text{ROC}_{\text{opt}} = \frac{\text{ROC}_{\text{opt}}(1-4kP_{\text{dev}})}{} \]

where \( \text{ROC}_{\text{opt}} \) is the current rate of charge, \( \text{ROC}_{\text{dev}} \) is a desired rate-of-charge such that

\[ \text{ROC}_{\text{dev}} = \frac{\text{SOC}_{\text{final}} - \text{SOC}_{\text{obs}}}{n_{\text{hours}}} \]

where \( \text{SOC}_{\text{final}} \) is the final state of charge, \( \text{SOC}_{\text{obs}} \) is the current state of charge observed, \( n_{\text{hours}} \) is the number of hours remaining before the \( \text{SOC}_{\text{final}} \) is to be achieved, \( k \) is the user comfort setting, with \( 0 < k < \infty \), \( P_{\text{dev}} \) is the price deviation such that

\[ P_{\text{dev}} = \frac{P_{\text{now}} - P_{\text{avg}}}{P_{\text{avg}}} \]

wherein \( P_{\text{now}} \) is a current price, \( P_{\text{avg}} \) is the average daily clearing price for energy, and \( n_{\text{hours}} \) is the daily standard deviation of the price, \( \text{SOC}_{\text{final}} \) is the final desired state-of-charge of the vehicle, \( \text{SOC}_{\text{obs}} \) is the current observed state-of-charge of the vehicle, and \( n_{\text{hours}} \) is the number of hours remaining before the \( \text{SOC}_{\text{final}} \) must be achieved. Any of the actions in this embodiment can be repeated periodically (e.g., at fixed time periods).

[0019] Embodiments of the disclosed methods can be performed using computing hardware, such as a computer processor or an integrated circuit. For example, embodiments of the disclosed methods can be performed by software stored on one or more non-transitory computer-readable media (e.g., one or more optical media discs, volatile memory components (such as DRAM or SRAM), or nonvolatile memory or storage components (such as hard drives)). Such software can be executed on a single computer or on a networked computer (e.g., via the Internet, a wide-area network, a local-area network, a client-server network, or other such network). Embodiments of the disclosed methods can also be performed by specialized computing hardware (e.g., one or more application specific integrated circuits (ASICs) or programmable logic devices (such as field programmable gate arrays (FPGAs)) configured to perform any of the disclosed methods.
ods). Additionally, any intermediate or final result created or modified using any of the disclosed methods can be stored on a non-transitory storage medium (e.g., one or more optical media discs, volatile memory or storage components (such as DRAM or SRAM), or nonvolatile memory or storage components (such as hard drives)). Furthermore, any of the software embodiments (comprising, for example, computer-executable instructions for causing a computer to perform any of the disclosed methods), intermediate results, or final results created or modified by the disclosed methods can be transmitted, received, or accessed through a suitable communication means.

[0020] The foregoing and other objects, features, and advantages of the invention will become more apparent from the following detailed description, which proceeds with reference to the accompanying figures.

BRIEF DESCRIPTION OF THE DRAWINGS

[0021] The patent or application file contains at least one drawing executed in color. Copies of this patent or patent application publication with color drawings will be provided by the Office upon request and payment of the necessary fee.

[0022] FIG. 1 is a block diagram of an exemplary resource allocation system that can be nested to any arbitrary depth with consumers making demand requests and producers making supply offers.

[0023] FIG. 2A is a block diagram showing a resource consumer who makes demand requests to a local resource allocation system and who consumes the resource based on the dispatched allocation index. The local resource allocation system in FIG. 2A aggregates the consumer’s demand request with other requests.

[0024] FIG. 2B is a block diagram showing a resource producer who makes supply offers to a local resource allocation system and who supplies the resource based on the dispatched allocation index. The local resource allocation system in FIG. 2B aggregates the producer’s supply offer with other offers.

[0025] FIG. 3 is a graph illustrating an exemplary adaptive control strategy for consumers using a resource allocation system as in FIG. 2A.

[0026] FIG. 4 is a graph illustrating a bid and response strategy for thermostatically controlled loads according to one exemplary embodiment of the disclosed technology.

[0027] FIG. 5 is a schematic block diagram of an exemplary building automation system that can be controlled according to embodiments of the disclosed technology.

[0028] FIGS. 6A and 6B are graphs showing the effect of transactive control on zone temperatures and set points in an experiment performed using an embodiment of the disclosed technology.

[0029] FIG. 7 is a graph showing the zone bid, market clearing price, and the mean price of electricity for an experiment performed using an embodiment of the disclosed technology.

[0030] FIG. 8 is an image of the interior of a pump house and two 40-hp pumps used in an experiment investigating aspects of the disclosed technology.

[0031] FIG. 9 is an image of a water reservoir associated with the pumps in FIG. 8.

[0032] FIG. 10 is an image of the exterior of the pump station housing the pumps in FIG. 8.

[0033] FIG. 11 is an image of the main control panel of the pumps in FIG. 8.

[0034] FIG. 12 is an image of the inside of one of the control panels from FIG. 11.

[0035] FIG. 13 is a schematic block diagram of the control system used to control water pumps in an experiment investigating aspects of the disclosed technology.

[0036] FIG. 14 is a graph showing the bid strategy implemented for one of the pumps in the control system of FIG. 13 relative to the height of its corresponding reservoir.

[0037] FIG. 15 is a graph showing the reservoir level during a sample test day for a reservoir in the system of FIG. 13.

[0038] FIG. 16 is a graph showing the bid and price for one of the pumps in the system of FIG. 13 during a sample test day.

[0039] FIG. 17 is a graph showing the number of pumps operating in the system of FIG. 13 during a sample test day.

[0040] FIG. 18 is an image of a 600-kW Caterpillar diesel generator used in an experiment investigating aspects of the disclosed technology.

[0042] FIG. 19 is an image of a 175-kW Kohler generator used in an experiment investigating aspects of the disclosed technology.

[0044] FIG. 20 is an image of the automatic transfer switch coupled to the generator shown in FIG. 19.

[0045] FIG. 21 is a schematic block diagram of the control system used to control generator activation in an experiment investigating aspects of the disclosed technology.

[0046] FIG. 22 is a graph showing the distribution of accepted generator bid prices for the two diesel generators used in the experiment shown in FIG. 21.

[0047] FIG. 23 is a graph showing the distribution of capacity bids for the two diesel generators used in the experiment shown in FIG. 21.

[0048] FIG. 24 is a graph showing the average site loads by hour of day for the experiment shown in FIG. 21.

[0049] FIG. 25 is an image of a distributed energy resource dashboard that can be used to monitor aspects of a resource allocation system implemented according to an embodiment of the disclosed technology.

[0050] FIG. 26 is a graph of a curve showing the duration of feeder capacity during a 750-kW feeder constraint when power was managed using an embodiment of the disclosed technology.

[0051] FIG. 27 is a graph illustrating the shifting of thermostatically controlled load by price as a result of performing resource allocation according to an embodiment of the disclosed technology.

[0052] FIG. 28 is a graph showing the total distributed power generation through a day when resource allocation was performed according to an embodiment of the disclosed technology.

[0053] FIG. 29 is a schematic block diagram showing a project communication schematic as was used during an experimental use of an embodiment of the disclosed technology.

[0054] FIGS. 31A and 31B are graphs showing the control of an imposed distribution constraint using transactive control according to an embodiment of the disclosed technology.

[0055] FIG. 32 is a graph showing consumer preferences for contract types as part of an experimental use of embodiments of the disclosed technology.
FIG. 33 is an image showing components of an energy management system that was used during an experimental use of embodiments of the disclosed technology.

FIG. 34 is an image of a load control module and an experiment participant’s water heater.

FIG. 35 is an image of an energy meter as used by an experiment participant.

FIG. 36 is an image of a dryer configured to display energy alert signals according to embodiments of the disclosed technology.

FIG. 37 is an image of an experiment participant accessing a web site for configuring his power usage preferences according to an embodiment of the disclosed technology.

FIG. 38 is an image of a screen shot of a web site configured to allow a user to input power usage preferences according to an embodiment of the disclosed technology.

FIG. 39 is a graph showing a distribution of selected residential thermostatic limit setting from participants in an experimental use of an embodiment of the disclosed technology.

FIG. 40 is a graph showing network telemetry performance statistics during an experimental use of an embodiment of the disclosed technology.

FIG. 41 is a graph showing monthly incentive payment distributions made to experiment participants.

FIG. 42 is a graph showing monthly savings estimates by contract type for experiment participants.

FIG. 43 is a graph showing average monthly energy use for experiment participants.

FIG. 44 is a graph showing monthly utility revenue by contract type for experiment participants.

FIG. 45 is a graph showing average monthly energy prices by contract type for experiment participants.

FIGS. 46A through 46I are graphs showing MIDC wholesale electricity price behavior during an experimental use of an embodiment of the disclosed technology. FIG. 46A shows hourly prices. FIG. 47A shows daily firm wholesale power prices.

FIG. 47C shows a wholesale price probability distribution. FIG. 47D shows a wholesale price duration distribution.

FIG. 47F is a summer weekend.

FIGS. 48A through 48I are graphs showing real-time market shifting of a thermostatically controlled residential load as was experienced during an experimental use of an embodiment of the disclosed technology. FIG. 48A shows demand during unconstrained supply conditions, and FIG. 48B shows demand during constrained supply conditions.

FIGS. 49A and 49B are graphs showing served and managed distribution load during an experimental use of an embodiment of the disclosed technology. FIG. 49A shows demand during moderately constrained supply conditions, and FIG. 49B shows demand during heavily constrained supply conditions.

FIGS. 50A through 50C are graphs showing how real-time price can flatten load.

FIG. 51 is a graph showing distribution operations during critically constrained feeder conditions during an experimental use of an embodiment of the disclosed technology.

FIGS. 52A through 52C show feeder load duration curves as were experienced during an experimental use of an embodiment of the disclosed technology. FIG. 52A shows the 1500-kW feeder capacity during the summer. FIG. 52B shows the 750-kW feeder capacity during the winter. FIG. 52C shows the 500-kW feeder capacity during the fall.

FIG. 53 is a graph showing peak reduction and imposed feeder capacities during an experimental use of an embodiment of the disclosed technology.

FIGS. 54A through 54C are graphs showing supply duration curves as were experienced during an experimental use of embodiments of the disclosed technology. FIG. 54A shows the 500-kW feeder capacity during the fall. FIG. 54B shows the 650-kW feeder capacity during the winter. FIG. 54C shows the 1500-kW feeder capacity during the summer.

FIG. 55 is a graph illustrating the definition of consumer surplus using a market closing diagram.

FIG. 56 is a graph showing consumer surplus by month during an experimental use of an embodiment of the disclosed technology.

FIG. 57 is a graph showing seasonal consumer surplus by hour of day during an experimental use of an embodiment of the disclosed technology.

FIGS. 58A and 58B are graphs showing dispatched distributed generation during an experimental use of an embodiment of the disclosed technology. FIG. 58A shows dispatched distributed generation by month. FIG. 58B shows dispatched distributed generation by hour of day.

FIGS. 59 is a graph illustrating the concept of an efficient frontier and other portfolio weightings.

FIG. 60 is a graph illustrating two pure distribution curves and distributions for mixes of the two.

FIG. 61 is a graph showing efficient frontier mixtures of two pure distributions.

FIG. 62 is a graph showing peak energy use for season and time of day for the duration of an experimental use of an embodiment of the disclosed technology.

FIG. 63 is a graph showing a gross margin of utility per hour per experiment participant.

FIG. 64 is a schematic block diagram of a computing environment that can be used to implement embodiments of the disclosed technology.

FIG. 65 is a schematic block diagram of a network topology that can be used to implement embodiments of the disclosed technology.

FIG. 66 is a flowchart showing a generalized method for clearing offers and requests as can be used in any of the disclosed resource allocation systems.

FIG. 67 is a flowchart showing a general embodiment for computing bids in any of the disclosed recourse allocation system using two-way communications.

FIG. 68 is a flowchart showing another general embodiment for computing bids in any of the disclosed recourse allocation system using two-way communications.

FIG. 69 is a flowchart showing a general embodiment for computing bids in any of the disclosed recourse allocation system using one-way communications.
FIG. 70 is a flowchart showing a general embodiment for generating offer values for use in any of the disclosed recourse allocation systems.

DETAILED DESCRIPTION

I. General Considerations

Disclosed below are representative embodiments of methods, apparatus, and systems for distributing a resource (such as electricity) using a resource allocation system. The disclosed methods, apparatus, and systems should not be construed as limiting in any way. Instead, the present disclosure is directed toward all novel and nonobvious features and aspects of the various disclosed embodiments, alone and in various combinations and subcombinations with one another. The disclosed methods, apparatus, and systems are not limited to any specific aspect or feature or combination thereof, nor do the disclosed embodiments require that any one or more specific advantages be present or problems be solved. Although the operations of some of the disclosed methods are described in a particular, sequential order for convenient presentation, it should be understood that this manner of description encompasses rearrangement, unless a particular ordering is required by specific language set forth below. For example, operations described sequentially may in some cases be rearranged or performed concurrently. Moreover, for the sake of simplicity, the attached figures may not show the various ways in which the disclosed methods can be used in conjunction with other methods. Additionally, the description sometimes uses terms like “determine” and “generate” to describe the disclosed methods. These terms are high-level abstractions of the actual operations that are performed. The actual operations that correspond to these terms may vary depending on the particular implementation and are readily discernible by one of ordinary skill in the art.

Any of the disclosed methods can be implemented as computer-executable instructions stored on one or more computer-readable media (e.g., non-transitory computer-readable media, such as one or more optical media discs, volatile memory components (such as DRAM or SRAM), or nonvolatile memory components (such as hard drives)) and executed on a computer (e.g., any commercially available computer). Any of the computer-executable instructions for implementing the disclosed techniques (e.g., the disclosed bid generation, offer generation, or dispatch index generation techniques) as well as any data created and used during implementation of the disclosed resource allocation systems can be stored on one or more computer-readable media (e.g., non-transitory computer-readable media). The computer-executable instructions can be part of, for example, a dedicated software application or a software application that is accessed or downloaded via a web browser. More specifically, such software can be executed on a single computer (e.g., any suitable commercially available computer) or in a network environment (e.g., via the Internet, a wide-area network, a local-area network, a client-server network, or other such network).

For clarity, only certain selected aspects of the software-based implementations are described. Other details that are well known in the art are omitted. For example, it should be understood that the disclosed technology is not limited to any specific computer language or program. For instance, the disclosed technology can be implemented by software written in C++, Java, Perl, JavaScript, Adobe Flash, or any other suitable programming language. Likewise, the disclosed technology is not limited to any particular computer or type of hardware. Details of suitable computers and hardware are well known and need not be set forth in detail in this disclosure.

Furthermore, any of the software-based embodiments (comprising, for example, computer-executable instructions for causing a computer to perform any of the disclosed methods) can be uploaded, downloaded, or remotely accessed through a suitable communication means. Such suitable communication means include, for example, the Internet, the World Wide Web, an intranet, software applications, cable (including fiber optic cable), magnetic communications, electromagnetic communications (including RF, microwave, and infrared communications), electronic communications, or other such communication means.

The disclosed methods can also be implemented by specialized computing hardware that is configured to perform any of the disclosed methods. For example, the disclosed methods can be implemented by an integrated circuit (e.g., an application specific integrated circuit (ASIC) or programmable logic device (PLD), such as a field programmable gate array (FPGA)). The integrated circuit can be embedded in or directly coupled to an electrical device (or element) that is configured to interact with the resource allocation system. For example, the integrated circuit can be embedded in or otherwise coupled to a generator, an air-conditioning unit, a heating unit, a heating, ventilation, and air conditioning (HVAC) system; hot water heater; refrigerator; dish washer; washing machine; dryer; oven; microwave oven; pump; home lighting system; electrical charger, electric vehicle charger; or home electrical system.

FIG. 64 illustrates a generalized example of a suitable computing environment 6400 in which several of the described embodiments can be implemented. The computing environment 6400 is not intended to suggest any limitation as to the scope of use or functionality of the disclosed technology, as the techniques and tools described herein can be implemented in diverse general-purpose or special-purpose environments that have computing hardware.

With reference to FIG. 64, the computing environment 6400 includes at least one processing unit 6410 and memory 6420. In FIG. 64, this most basic configuration 6430 is included within a dashed line. The processing unit 6410 executes computer-executable instructions and may be a real or a virtual processor. In a multi-processing system, multiple processing units execute computer-executable instructions to increase processing power. The memory 6420 may be volatile memory (e.g., registers, cache, RAM), non-volatile memory (e.g., ROM, EEPROM, flash memory, etc.), or some combination of the two. The memory 6420 stores software 6480 implementing one or more of the described techniques for operating or using the disclosed resource allocation systems. For example, the memory 6420 can store software 6480 for implementing any of the disclosed bidding or offer strategies described herein and their accompanying user interfaces.

The computing environment can have additional features. For example, the computing environment 6400 includes storage 6440, one or more input devices 6450, one or more output devices 6460, and one or more communication connections 6470. An interconnection mechanism (not shown) such as a bus, controller, or network interconnects the components of the computing environment 6400. Typically, operating system software (not shown) provides an operating
environment for other software executing in the computing environment 6400, and coordinates activities of the components of the computing environment 6400.

[0104] The storage 6440 can be removable or non-removable, and includes magnetic disks, magnetic tapes or cassettes, CD-ROMs, DVDs, or any other tangible non-transitory storage medium which can be used to store information and which can be accessed within the computing environment 6400. The storage 6440 can also store instructions for the software 6480 implementing any of the described techniques, systems, or environments.

[0105] The input device(s) 6450 can be a touch input device such as a keyboard, mouse, pen, or trackball, a voice input device, a scanning device, or another device that provides input to the computing environment 6400. The output device(s) 6460 can be a display, printer, speaker, CD-writer, or another device that provides output from the computing environment 6400.

[0106] The communication connection(s) 6470 enable communication over a communication medium to another computing entity. The communication medium conveys information such as computer-executable instructions, resource allocation messages or data, or other data in a modulated data signal. A modulated data signal is a signal that has one or more of its characteristics set or changed in such a manner as to encode information in the signal. By way of example, and not limitation, communication media include wired or wireless techniques implemented with an electrical, optical, RF, infrared, acoustic, or other carrier.

[0107] The various methods, systems, and interfaces disclosed herein can be described in the general context of computer-readable instructions stored on one or more computer-readable media. Computer-readable media are any available media that can be accessed within or by a computing environment. By way of example, and not limitation, with the computing environment 6400, computer-readable media include tangible non-transitory computer-readable media such as memory 6420 and storage 6440.

[0108] The various methods, systems, and interfaces disclosed herein can also be described in the general context of computer-executable instructions, such as those included in program modules, being executed in a computing environment on a target real or virtual processor. Generally, program modules include routines, programs, libraries, objects, classes, components, data structures, etc. that perform particular tasks or implement particular abstract data types. The functionality of the program modules may be combined or split between program modules as desired in various embodiments. Computer-executable instructions for program modules may be executed within a local or distributed computing environment.

[0109] An example of a possible network topology for implementing a resource allocation system according to the disclosed technology is depicted in FIG. 65. Networked computing devices 6520, 6522, 6530, 6532 can be, for example, computers running browser or other software for accessing one or more central computers 6510 that manage and operate the resource allocation system. The computing devices 6520, 6522, 6530, 6532 and the central computer 6510 can have computer architectures as shown in FIG. 64 and discussed above. The computing devices 6520, 6522, 6530, 6532 are not limited to traditional personal computers but can comprise other computing hardware configured to connect to and communicate with a network 6512 (e.g., specialized computing hardware associated with an electrical device or a power generator (e.g., hardware comprising an integrated circuit (such as an ASIC or programmable logic device) configured to perform any of the disclosed methods)).

[0110] In the illustrated embodiment, the computing devices 6520, 6522, 6530, 6532 are configured to connect to one or more central computers 6510. In certain implementations, the central computer receives resource bids or requests from those computing devices associated with resource consumers (e.g., devices 6520, 6522) and receives resource offers from those computing devices associated with resource suppliers (e.g., devices 6530, 6532). The one or more central computers 6510 then compute a value at which the resource is to be dispatched (e.g., using a double auction technique) and transmit this dispatched value to the computing devices 6520, 6522, 6530, 6532. As more fully explained below, this process can be repeated at fixed intervals (e.g., intervals of 10 minutes or less). In the illustrated embodiment, the central computers 6510 are accessed over a network 6512, which can be implemented as a Local Area Network (LAN) using wired networking (e.g., the Ethernet IEEE standard 802.3 or other appropriate standard) or wireless networking (e.g. one of the IEEE standards 802.11a, 802.11b, 802.11g, or 802.11n or other appropriate standard). Alternatively, and most likely, at least part of the network 6512 can be the Internet or a similar public network.

[0111] The various possible roles and functionalities of the computing devices 6520, 6522, 6530, 6532 and the one or more central computers 6510 will be described in more detail in the following sections.

II. Introduction to Embodiments of the Disclosed Resource Allocation Scheme

[0112] A General Case of a Nested, Hierarchical Resource Allocation Schema

[0113] FIG. 1 is a schematic block diagram illustrating an embodiment of a resource allocation system 100 according to the disclosed technology. In the embodiment shown in FIG. 1, system 100 comprises multiple nested resource allocation systems (two of which are shown as subsystems 110 and 112), which themselves comprise self-similar resource allocation subsystems. The resource allocation system 100 can be nested to any arbitrary depth, with net producers (such as net producer 120) making supply offers and net consumers (such as net consumer 122) making demand requests to a larger bulk system 140. All resources that are limited in some manner and can be measured can be allocated independently in such a system. The embodiments disclosed herein generally concern applying the resource allocation system 100 to an electrical power grid in which electrical power is limited, but it is to be understood that this application is not limiting. The resource allocation system can be used in other contexts as well, including water supply, Internet bandwidth distribution, or other such markets having limited resources.

[0114] In the illustrated embodiment, each of the resource allocation systems operates by periodically collecting demand requests from consumers and supply offers from resource suppliers and determining an index value at which the resource allocation is to be dispatched. As more fully explained below, the dispatched index value (or allocation index value) is determined from index values associated with the demand requests and supply offers. In one particular embodiment, the process is different than traditional markets in that an index that is capable of being monetized (rather than
just a currency value itself) is used. The index provides a common valuation method for participants in the system. The index may itself be a currency, but in the absence of a single currency, a separate market can be operated to trade units of the index. For instance, one such index unit might be units of CO₂. Thus, in this example, instead of trading resources using money, participants can have resources allocated using indexes having units of CO₂. Participants can then use a separate traditional market to monetize the units of CO₂. Other index units are also possible, including index units that are unique to the resource allocation system but that are capable of being monetized. For ease of presentation, reference will sometimes be made in this disclosure to the index for a resource as though it were the actual price of the resource. It is to be understood that such reference includes not only the situation where the index is the currency, but also the situation where the index is another index unit that is capable of being monetized or traded.

C. Supply Offers and Demand Requests

In one exemplary embodiment of the disclosed technology, participants in the system have accounts in which the fund of index units at their disposal is kept. As consumers use resources, their index fund balances are debited, and as producers deliver resources, their index fund balances are credited. Index funds can be credited using a variety of mechanisms, including up-front deposits (e.g., through incentives), periodic deposits (e.g., with incentives), or purchased funds from a separate index fund market when producers sell funds.

In one exemplary embodiment of the disclosed technology, end-use consumers use computer agents to request resources from their local distribution service provider based on the current needs of their end-use appliance or electrical device. For example, end-use consumers can input their resource requests through a web site that transmits the user’s requests over the Internet to one or more central computers that are used by the distribution service provider to allocate the resource. In such instances, the requests can be computed and transmitted by executing computer-executable instructions stored in non-transient computer-readable media (e.g., memory or storage). Alternatively, a consumer’s end-use appliances or electrical devices can be configured to themselves compute the resource requests (in which case the appliance or device can be considered as the end-use consumer). In such instances, the requests can be computed by computers embedded in the appliances or electrical devices themselves. The computing equipment can comprise a computer system (e.g., a processor and non-transient computer-readable media storing computer-executable instructions) or can comprise a specialized integrated circuit configured to compute the resource request (e.g., an ASIC or programmable logic device). Any such computing hardware can be coupled directly to and provide control over the relevant equipment for supplying the resource. For instance, the computing hardware can be integrated with the control equipment for an electrical power generator, thereby allowing the computing hardware to directly activate and deactivate the generator as needed.

In one exemplary embodiment, offers comprise at least two pieces of information: the quantity of any number of resources desired (described as a rate of consumption for the time frame over which the resource will be allocated) and the maximum index value at which it will be consumed. Desirably, consumers submit at least one such offer for each time frame in which they wish to consume, and the time frame is determined by the distribution service provider. The time frame can vary from embodiment to embodiment, but in some embodiments it is 60 minutes or less, 15 minutes or less, or 5 minutes or less, and some embodiments can use mixed time and/or overlapping frames. As more fully explained below, the time frame can depend on the size of the resource allocation system and the number of nested resource allocation systems within the overall system. In general, the time frame used in a lower-level system in a nested framework will typically be less than the time frame for a higher-level system in the nested framework. After receiving such requests within the time frame, the distribution service provider can compute and dispatch the index value at which each resource is allocated. This value is sometimes referred to hereinafter as the “dispatched index value” or “dispatched value.”

In one exemplary embodiment, resource suppliers use computer agents to submit offers for resources to the local distribution service provider based on the current cost of providing the resources. For example, the supply offers can be computed (e.g., with incentives) or purchased over the Internet using a computer system (e.g., using a dedicated web site). Alternatively, the supply offer can be computed and transmitted using a specialized integrated circuit configured to compute the resource offer (e.g., an ASIC or programmable logic device). Any such computing hardware can be coupled directly to and provide control over the relevant equipment for supplying the resource. For instance, the computing hardware can be integrated with the control equipment for an electrical power generator, thereby allowing the computing hardware to directly activate and deactivate the generator as needed.
Similarly, in one exemplary embodiment for operating the resource allocation system, producers are required to produce the resources which they offered only if they offered the resource at an index value less than or equal to the dispatched index value. Conversely, producers are prohibited from producing resource if they offered the resource at an index value greater than the dispatched index value for that time frame. Violation of the rules can be subject to a penalty levied against their index fund accounts. Furthermore, in some embodiments of the disclosed technology, producers can submit unconditional offers that require the distribution service provider to accept the resource at any price, and require the producer to supply it at any price.

In one exemplary embodiment, the resource allocation system requires producers to submit offers that are conditional on the acceptance of the resource by the distribution service provider. For instance, in one particular embodiment, the technique used to allocate resources is as follows. The requests and offers are separated into two groups. Each is sorted by the index value provided, requests being sorted by descending value, and offers by ascending value (or vice versa). Next, each item in the sorted lists is given a quantity level computed by adding its quantity to the previous item’s quantity level, with the first items quantity level being its quantity alone. Finally, the dispatched index value is found by determining the index value at which the same quantity level for requests and offers occurs. In one embodiment, this can occur in one of two ways. Either two requests bound a single offer, in which case the supplier is required to supply less than the offered quantity and the offer index is the dispatched index; or two offers bound a single request, in which case the consumer is required to consume less than the request quantity with only partial resources and the request index value is the dispatched index. Additionally, there are some special cases that although rare must be handled explicitly. Whenever both consumers and suppliers mutually bound each other at a given quantity level, the dispatched index can be the mean of the offer and request indexes, the request index, or the offer index. In certain embodiments, the method that maximizes the total benefit (e.g., profit) to both consumers and producers is chosen and in cases where more than one index level maximizes the total benefit, the index level which most equitably divides the total benefit between consumers and producers is chosen.

FIG. 66 is a flowchart showing a generalized method for clearing offers and requests as can be used in any of the disclosed resource allocation systems. The particular method shown in FIG. 66 is for a system for allocating electricity resources, but this usage should not be construed as limiting. The method can be performed using computing hardware (e.g., a computer processor or an integrated circuit). For instance, the method can be performed by a central computer that manages the resource allocation system.

At 6610, a plurality of requests for electricity are received from a plurality of end-use consumers (e.g., electrical devices or home consumers). The requests can comprise data messages indicating a requested quantity of electricity, and a consumer-requested index value indicative of a maximum price a respective end-use consumer will pay for the requested quantity of electricity.

At 6612, a plurality of offers for supplying electricity are received from a plurality of resource suppliers. The offers can comprise data messages indicating an offered quantity of electricity and a supplier-requested index value indicative of a minimum price for which a respective supplier will produce the offered quantity of electricity.

At 6614, a dispatched index value is computed at which electricity is to be supplied based at least in part on the consumer-requested index values and the supplier-requested index values. In some implementations, the act of determining the dispatched index value is performed using a double auction method. For example, the act of determining the dispatched index value can comprise separating the requests and the offers into two groups, sorting each item in the two groups according to a quantity level, and determining the dispatched index value by determining the index value at which the same quantity level for requests and offers occurs.

At 6616, the dispatched index value is transmitted to at least one of the end-use consumers or resource suppliers (e.g., using suitable communication means, such as the Internet or other network).
Methods acts 6610, 6612, 6614, and 6616 can be repeated at periodic intervals (e.g., intervals of less than 60 minutes, less than 10 minutes, or other such intervals). Furthermore, it should be understood that the method acts 6610 and 6612 do not necessarily occur in the illustrated sequence. Instead, the orders and requests can be received substantially simultaneously. For instance, the orders and requests can be received at various times and/or orders within a given time period and before the dispatched index is determined.

In some cases, suppliers or consumers desirably place offers or bids that nearly guarantee that they obtain orders and supplies, respectively. To help generate an offer or request that has a high likelihood of being accepted by the local resource allocation system, a supplier or consumer can use recent history of dispatched indexes to forecast the most likely dispatched index for a particular offer or request time frame. This ability to adjust a request or offer allows a consumer or supplier to utilize an adaptive bidding or offer strategy. As more fully illustrated below, such adaptive strategies are useful in a variety of settings, including in the heating or cooling of buildings using thermostatically-controlled equipment.

One possible adaptive request strategy is to compute the average and the standard deviation of the dispatched index over the last N time frames, where N is a relatively large number compared to the time frame (e.g., 20, 50, 100 or more). When consumers cycle their demand for resources periodically, then they can adjust the consumption time to exploit times when the index is low. In one particular embodiment, the control decision for consumption can be offset by the index average and scaled by the index standard deviation before being submitted to the resource allocation system. This exemplary request strategy is illustrated in graph 300 of FIG. 3, which is explained in greater detail through the example shown in FIG. 4 and discussed below.

In some embodiments, the last N time frames that are used are consecutive time frames. For instance, if N is selected to account for the previous 24 hours, if the duration of a time frame is 5 minutes, and if the current time frame is 3:00 p.m., then the dispatched index from the 3:00 p.m. time frame the previous day, the index from the 3:05 p.m. time frame the previous day, the index from the 3:10 p.m. time frame the previous day, and so on, can be used. In other embodiments, the last N time frames that are used are from the same time frame (or similar time frame) as the current time frame but are from different days (e.g., consecutive days). For instance, if N is selected to account for the previous 7 days, if the duration of a time frame is 5 minutes, and if the current time frame is 3:00 p.m., then the dispatched index from the 3:00 p.m. time frame from the previous 7 days can be used. Various combinations of these time frames can also be used (e.g., the index values for multiple time frames around the current time frame from multiple previous days). This flexibility can help further account for variations in demand that arise throughout a day.

Many consumers that employ adaptive control also use a similar strategy to determine the operating point from the dispatched index. This is done by simply reversing the process shown in FIG. 3, and adjusting the control set-point based on the dispatched index.

The following paragraphs introduce general embodiments for generating bid values in a resource allocation system, such as any of the resource allocation systems disclosed herein. Specific implementations of these generalized embodiments are introduced in Section III below.

FIG. 67 is a flowchart 6700 showing a general embodiment for computing bids in any of the disclosed recourse allocation system using two-way communications. The particular method shown in FIG. 67 is for an electrical device in a system for allocating electrical resources, but this usage should not be construed as limiting. The electrical device can be a variety of devices, such as an air-conditioning unit; heating unit; heating, ventilation, and air conditioning (HVAC) system; hot water heater; refrigerator; dish washer; washing machine; dryer; oven; microwave oven; pump; home lighting system; electrical charger, electric vehicle charger; or home electrical system. The method of FIG. 67 can be performed using computing hardware (e.g., a computer processor or an integrated circuit). For instance, the method can be performed by a computer at an end-user's locale or home, a computer coupled to an electrical device, or by specialized hardware (e.g., an ASIC or programmable logic device) coupled to the electrical device. Furthermore, it should be understood that the method acts in FIG. 67 do not necessarily occur in the illustrated sequence.

At 6710, a desired performance value indicative of a user's desired performance level for an electrical device is received. For example, a desired temperature for a temperature-controlled environment can be received.

At 6712, a user tolerance value indicative of the user's willingness to tolerate variations from the desired performance level is also received. For example, a comfort setting reflective of comfort versus economy (such as any of the comfort settings shown in Table 7 or similar comfort setting) can be received. In certain embodiments, the user tolerance value is selected from at least a first tolerance value and a second tolerance value, the first tolerance value resulting in higher bid values relative to the second tolerance value. The performance value and user tolerance value can be input, for example, through an appropriate graphical user interface displayed on a computer or through a keypad, touch screen, dial, or other control mechanism associated with the electrical device.

At 6714, a bid value for purchasing electricity sufficient to operate the electrical device at the desired performance level is computed. In the illustrated embodiment, the bid value is based at least part on the desired performance value and the user tolerance value. In certain embodiments, a historical dispatch value indicative of values at which electricity has been dispatched by the market-based resource allocation system during a previous time period is also computed. In such embodiments, the bid value can be additionally based at least part on the historical dispatched value. The historical dispatched value can be, for example, an average of multiple dispatch values from the previous time period (e.g., the previous 24 hours or less). In some embodiments, a standard deviation of the values at which electricity has been dispatched by the market-based resource allocation system during a previous time period is also computed. In such embodiments, the bid value can also be based at least in part on the standard deviation. In further embodiments, a current performance level of the electrical device can also be received. In such embodiments, the bid value can also be based at least in part on the current performance level.
At 6716, the bid value is transmitted to a central computer in the market-based resource allocation system (e.g., using suitable communication means, such as the Internet or other network).

At 6718, an indication of a dispatched value for a current time frame is received from the central computer.

At 6720, the bid value is compared to the dispatched value for the current time frame, and a signal is generated to activate the electrical device based on this comparison (e.g., if the bid value is equal to or exceeds the dispatched value for the current time frame).

Any combination or subcombination of the disclosed method acts can be repeated after a fixed period of time (e.g., a time period of 15 minutes or less, or other such time period). In certain embodiments, some of the received values are reused for subsequent time frames. For example, the user-selected performance value and user tolerance value can be stored and reused for subsequent time frames. In such instances, method acts 6710 and 6712 need not be repeated.

FIG. 68 is a flowchart 6800 showing another general embodiment for computing bids in any of the disclosed recourse allocation system using two-way communications. The method in FIG. 68 can be performed by computing devices like those mentioned above with respect to FIG. 67. Likewise, the bids computed by the method in FIG. 68 can be associated with electrical devices like those mentioned above. In one particular embodiment, the electrical device is a pump.

At 6810, an indication of a current status of a system controlled by an electrical device is received. For example, if the electrical device is a pump, the current status of the system can be a measurement of a water level affected by the pump.

At 6812, an average dispatched value is computed using multiple dispatched values from a previous time period. The multiple dispatched values can be values at which electricity was dispatched by the market-based resource allocation system during the previous time period.

At 6814, a bid value for purchasing electricity sufficient to operate the electrical device is computed. In the illustrated embodiment, the bid value is based at least in part on the current status of the system and the average dispatched value. In certain embodiments, a standard deviation of the multiple dispatched values from the previous time period is also computed. In such embodiments, the bid value is additionally based at least in part on the standard deviation. In some embodiments, a user comfort setting selected by a user is also received. The user comfort setting can be selected from at least a first user comfort setting and a second user comfort setting, the first user comfort setting indicating the user's willingness to pay more to achieve a desired performance level for an electrical device relative to the second user comfort setting. For example, any of the user comfort settings shown in Table 7 or similar comfort setting can be received. The user comfort setting can be input, for example, through an appropriate graphical user interface displayed on a computer or through a keypad, touch screen, dial, or other control mechanism associated with the electrical device.

At 6816, the bid value is transmitted to a central computer in the market-based resource allocation system (e.g., using suitable communication means, such as the Internet or other network).

At 6818, an indication of a dispatched value for a current time frame can be received from the central computer.

At 6820, the bid value is compared to the dispatched value for the current time frame, and a signal is generated to activate the electrical device based on this comparison (e.g., if the bid value is equal to or exceeds the dispatched value for the current time frame).

Any combination or subcombination of the disclosed method acts can be repeated after a fixed period of time (e.g., a time period of 15 minutes or less, or other such time period). In certain embodiments, some of the received values are reused for subsequent time frames. For example, the user comfort setting can be stored and reused for subsequent time frames.

FIG. 69 is a flowchart 6900 showing a general embodiment for computing bids in any of the disclosed recourse allocation system using one-way communications. The particular method shown in FIG. 69 is for an electrical device in a system for allocating electrical resources, but this usage should not be construed as limiting. The electrical device can be a variety of devices, such as an air-conditioning unit; heating unit; heating, ventilation, and air conditioning (HVAC) system; hot water heater; refrigerator; dish washer; washing machine; dryer; oven; microwave oven; pump; home lighting system; electrical charger, electric vehicle charger; or home electrical system. The method of FIG. 69 can be performed using computing hardware (e.g., a computer processor or an integrated circuit). For instance, the method can be performed by a computer at an end-user's locale or home, a computer coupled to an electrical device, or by specialized hardware (e.g., an ASIC or programmable logic device) coupled to the electrical device. Furthermore, it should be understood that the method acts in FIG. 69 do not necessarily occur in the illustrated sequence.

At 6910, a user comfort setting selected by a user is received. The user comfort setting can be selected from at least a first user comfort setting and a second user comfort setting, the first user comfort setting indicating the user's willingness to pay more to achieve a desired performance level for an electrical device relative to the second user comfort setting. For example, any of the user comfort settings shown in Table 7 or similar comfort setting can be received. The user comfort setting can be input, for example, through an appropriate graphical user interface displayed on a computer or through a keypad, touch screen, dial, or other control mechanism associated with the electrical device.

At 6912, an average dispatched value is computed using multiple dispatched values from a previous time period (e.g., a time period of 24 hours or less). The multiple dispatched values can represent values at which electricity was dispatched by the market-based resource allocation system during the previous time period. The dispatched values can be periodically received in order for this average value to be updated. In alternative embodiments, a single dispatched value (e.g., the most current dispatched value) is received and used to perform the method. In still other embodiments, a value other than the average value is derived from the multiple dispatched values and used to perform the method (e.g., a median value, weighted sum, or other such derived value).

At 6914, a probability value of operating the electrical device is computed based on at least the user comfort setting and the average dispatched value. In certain embodiments, a standard deviation of the multiple dispatched values from the previous time period is computed, and the probability value is additionally based on the standard deviation.
At 6916, a determination is made as to whether to operate the electrical device using the probability value, and a signal is generated to cause the electrical device to operate based on this determination. In some implementations, for instance, a random number is generated, which is compared to the probability value. If the random number is less than (or in some embodiment greater than) the probability value, then the signal for causing the electrical device to operate is generated.

Any combination or subcombination of the disclosed method acts can be repeated after a fixed period of time (e.g., a time period of 15 minutes or less, or other such time period). In certain embodiments, some of the values are reused for subsequent time frames. For example, the user comfort setting can be stored and reused for subsequent time frames.

H. Supply Strategies

Suppliers can consider many factors when computing their offer index value. For example, if there is a production start-up cost, it can be spread over a minimum of M time frames using the formula:

\[
\text{index} = \text{variable} + \frac{\text{startup}}{M \cdot \text{capacity}}
\]  

where index is the index value of the offer, variable is the time-dependent index value (computed, for example, using the average of dispatched indexes over N previous time frames as explained above and the standard deviation of those dispatched indexes), startup is the index value of starting production, and capacity is the total production capacity of the unit.

Similarly, a supplier for which production is already engaged can adjust their offer strategy by lowering their offer’s index when they wish to assure their resource is used for a minimum number of time frames. In order to compensate for the potentiallost returns during those minimum run time periods, suppliers can increase their initial start-up index enough to offset for potential losses. Here again, one approach is for resource producers to use the average and standard deviation of previously dispatched indexes to forecast the most likely variations and use an increment that minimizes the potential loss over the desired minimum run time:

\[
\text{index} = \text{variable} - \frac{\text{shutdown}}{\text{runtime}}
\]

where index is the offer index value, variable is the time-dependent index value, shutdown is the index value of shutting down production, and runtime is the number of period over which the unit has already run.

Another common requirement for suppliers is that they not exceed a maximum production quota allotted for a number of time frames. One solution to this problem is to adjust the offer’s index price based on how much of the allotment has been in relation to number of time frames that have past. Producers that have used a disproportionately high allotment remaining will have lower offers than those that have used a disproportionately low allotment remaining. For example, a supplier with a limited operating license can use:

\[
\text{index} = \text{variable} + \frac{\text{remaining}}{\text{license}}
\]

where index is the offer index value, fixed is the time-independent index value, remaining is the number of time frames remaining unused in the license, license is the number of time frames in the license, and run is the number of time frames used in the license.

Fig. 70 is a flowchart 7000 showing a general embodiment for generating offer values for use in any of the disclosed recourse allocation systems. The particular method shown in Fig. 70 is for an electrical resource (e.g., a generator) in a system for allocating electrical resources, but this usage should not be construed as limiting. The method of Fig. 70 can be performed using computing hardware (e.g., a computer processor or an integrated circuit). For instance, the method can be performed by a computer at a supplier’s locale, a computer coupled to an electrical generator, or by specialized hardware (e.g., an ASIC or programmable logic device) coupled to the electrical generator. Furthermore, it should be understood that the method acts in Fig. 70 do not necessarily occur in the illustrated sequence.

At 7010, an offer value indicative of a value at which electricity can be supplied by a generator for a current time frame is computed. In this illustrated embodiment, the offer value is based at least in part on dispatched values from previous time frames, the dispatched values representing values at which electricity was dispatched by the market-based resource allocation system during the previous time frames. In certain implementations, a standard deviation for the dispatched values from the previous time frames is computed, and the offer index value is additionally based at least in part on the standard deviation. The offer value can also be additionally based at least in part on a startup cost for supplying the electricity, a shutdown cost for supplying the electricity, and/or a remaining number of time frames available in an operating license associated with the electricity (e.g., using a weighted sum or other technique).

At 7012, the offer value is transmitted along with a value indicative of a quantity of electricity that can be supplied by the generator during the current time frame to a central computer (e.g., using suitable communication means, such as the Internet or other network).

At 7014, a message is received from the central computer indicating a dispatched value for the current time frame.

At 7016, the dispatched value is compared to the offer value, and the generator is activated in response to the comparison.

Any combination or subcombination of the disclosed method acts can be repeated after a fixed period of time (e.g., a time period of 15 minutes or less, or other such time period). In certain embodiments, some of the values are reused for subsequent time frames. Furthermore, there are instances when the offer value is used as a bid in the market-based resource allocation system. For example, when the electrical resource is configured with an emergency transfer switch for supplying particular consumers in the power grid, then the offer value can be used as a bid value along with a
value indicative of a magnitude of electrical load the generator can remove from the power grid.

I. Ramp Rates

Some resources cannot change their production or consumption output more than a certain amount within a single time frame. In this case, the resource being offered is not the quantity, but the change in quantity. This situation can be handled by treating the change in quantity as a distinct resource rather than an extra feature of an existing resource. This way, resources for which ramp rates apply have an extra resource allocation strategy, which can be handled separately and independently. This strategy also helps maintain the independence of each resource as regards its allocation.

J. Multiple Resources

Each consumer and producer can engage in both demand and supply of any number of resources. For example, a producer may offer to supply a quantity of X at index A, while simultaneously requesting a quantity of Y at index B. If the producer depends on having Y in order to produce X, it address the risk of losing access to Y while still having to produce X by either adjusting the offer and request indexes, or ensuring that it has an alternate source for Y or is ready to pay the penalty for not delivering X. The same considerations apply for consumers.

K. Effect of Constraints

Frequently situations arise where a resource that is available in one part of a service provider’s system cannot be delivered in its entirety to another part of the same system. Such delivery constraints can be addressed by segregating the system into two separate resource allocation systems that operate independently. For example, the system with surplus resources can make a supply offer into the system with a deficit, and the system with a deficit can make a consumption request from the surplus system. Each system can dispatch its own index value, in which case the index difference will represent the impact of the constraint on both systems. In some embodiments, the aggregator resource allocation system can credit a capacity expansion account, which is used to support the improvement of the connection between the two such that the constraint is eventually addressed.

III. Exemplary Implementations of the Resource Allocation Scheme and Case Studies Concerning the Exemplary Implementations

The following are examples of end-use and distributed resource control techniques that can be used in the general resource allocation scheme described above in Section II and illustrated in FIG. 1. These techniques have each been implemented and tested as part of an experimental research project, which is described in much greater detail in Section IV.

A. Two-Way, Transactive Control for Thermostratically-Controlled Equipment

The techniques introduced in this section can be applied to the controls of space heating and cooling (e.g., in residential or commercial buildings). The approach can be extended to other contexts as well (e.g., the control of municipal water-pump loads, where the temperature is replaced by reservoir height as the principal control input for determining the loads’ bids).

In one exemplary embodiment, thermostatically controlled heating and cooling modifies conventional controls by explicitly using market information obtained through interaction with a resource allocation system, such as any of the resource allocation systems introduced above in Section II. In particular, the exemplary embodiment uses bid and dispatched index information. In the discussion below, bids and dispatched indexes are sometimes referred to in terms of a cost or price. It is to be understood that this “cost” or “price” can represent an actual monetary cost or price or a cost or price in terms of the relevant resource allocation index. Furthermore, the dispatched index from the resource allocation system is sometimes referred to herein as the “clearing price”.

A bid curve can be used to functionally relate the cost of a service to a user’s comfort. FIG. 4 shows a graph of an exemplary bid curve that graphically illustrates several of the concepts embodied in the bidding technique described below. The exemplary bid curve in graph 400 is derived from the mean and standard deviation of dispatched indexes over a 24-hour period along with exemplary minimum and maximum temperature limits that result from a comfort setting selected by a user. Desirably, the standard deviation and average of the clearing price will be continually evaluated and updated.

In the exemplary technique described below, the occupant of a locale or zone that is thermostatically controlled (the user, in this example) provides two inputs. First, the occupant selects a preferred temperature setting T_set for each scheduled occupancy period. For each occupancy period, the occupant also selects a comfort setting from among a set of alternatives. In the exemplary embodiment, each comfort setting is associated with pairings of elasticity factors and temperature limits (in the illustrated example: k_T, L, T_min and k_T, H, T_max). In certain embodiments, the pairings of comfort settings and parameters shown in Table 7 or any combination thereof are used. In other embodiments, parameters that deviate from those shown in Table 7 but that are still based on variations from the standard deviation are used.

The example illustrated by graph 400 in FIG. 4, the high-temperature limit T_max corresponds to k_T, H standard deviations from the mean price. Furthermore, in this example, the value k_T, H is automatically determined with the user’s selected comfort setting (e.g., using a look-up table or file storing the elasticity factors and time limits associated with each comfort setting). The values of k_T, L and k_T, H are not necessarily identical for the upper and lower parts of the bid curve. Further, in this example, if both k_T, L and k_T, H are sufficiently (or infinitely) large, the thermostat will function like a normal thermostat unaffected by grid conditions and the behaviors of the market. With such a configuration, the thermostat is said to be inelastic.

The example shown in FIG. 4 is one in which it is desired to cool the current temperature (e.g., it is an example in which electrical resources are to be used for air conditioning). In the example, a high value of k_T, L will lead to relatively high bids when the zone temperature exceeds the desired zone temperature T_set, which a high bid will help make sure that the zone cooling bid will win the right to become satisfied. If k_T, L and k_T, H are small (representing elastic behavior), bids from the thermostatically controlled load deviate little from the mean, and current temperatures are permitted to vary throughout a relatively large temperature range (from T_min to T_max) as the market’s cleared price changes.
Although the illustration assumes that the price of electricity is changing in real time, transactive thermostat control can be adapted for time-of-use, day-ahead, and critical peak pricing structures with minor and, in some cases, no modifications.

The following discussion describes one exemplary technique for computing a bid value for a next market interval. In the exemplary technique, the current indoor zone temperature $T_{current}$ can be determined and the consequent bid price $P_{bid}$ computed. According to the exemplary technique, the bid price is based on the slope of the bid curve and the difference between the current zone temperature $T_{current}$ and the desired zone temperature set point $T_{set}$. The corresponding bid price depends on additional parameters that are defined by the chosen comfort setting and are indicative of the user’s willingness to tolerate differences in temperature from the desired temperature setting. In this example, the additional parameters comprise $k_f$, $k_f$, $T_{max}$ and $T_{min}$. The bid price $P_{bid}$ is also based at least in part on historical market clearing prices. For example, the bid price $P_{bid}$ in the exemplary technique is based at least in part on the mean market clearing price and standard deviation of the market clearing prices from the recent historical performance of the market. For example, the following equation can be used:

$$P_{bid} = P_{average} + \frac{(T_{current} - T_{set})}{T_{max} - T_{set}} \times k_f$$

where $P_{bid}$ is the bid price, $P_{average}$ is the mean price of electricity for the last 24-hour period (or other historical time period), $\sigma$ is the standard deviation of the electricity price for the same period, and $k_f$ and $T_{max}$ are chosen from $k_f$, $k_f$, $T_{max}$ and $T_{min}$ depending on where $T_{current}$ presently resides on the bid curve. For example, any combination or subcombination of the parameters $k_f$, $k_f$, $T_{max}$ and $T_{min}$, and the comfort settings shown in Table 7 can be used.

In this example, the mean and standard deviation of price parameters over the prior 24-hour window were used. The intention of doing so was to track the energy price trends closely without necessarily tracking the diurnal behaviors of that price. By using averaged price parameters, the technique is adaptive. Relative high and low price definitions are based on recent historical information. Independent of any absolute price thresholds, the exemplary technique can be similarly applied when prices are high, when prices are low, and where the prices are tending to increase. The use of a recent standard deviation enables the technique to automatically adapt and scale a bid value so that it is competitive in the present market while meeting the consumer’s objective with respect to comfort and economy.

The resulting bid value can then be posted to the market (e.g., the resulting bid value can be transmitted to the resource allocation system responsible for determining the clearing price). The market then establishes the market clearing price using this and the other bids and offers, as has been described in Section II. Depending on how the resource allocation system is implemented, the market can be cleared externally (e.g., by a resource distributor that is external to the entity placing the bid) or internally (e.g., by a resource distributor that is internal to the entity placing the bid). For instance, a resource allocation system according to the disclosed technology may be implemented within a single building or system that is internally controlled (e.g., an HVAC system in a commercial building where each temperature zone is viewed as a separate consumer that can compute and post bids). In this example of a resource allocation system that is cleared internally, the systems within a building compete for an internal, rather than an external, reallocation of costs and services.

After receiving the resulting posted market clearing price, an adjusted zone set point $T_{set,adj}$ can be calculated. For example, in one exemplary embodiment, the following equation can be used:

$$T_{set,adj} = T_{set} + \frac{(P_{bid} - P_{average})}{k_f \times \sigma}$$

A graphical interpretation of the adjusted set point $T_{set,adj}$ is shown in graph 400 of FIG. 4. The thermostat’s zone set point can be adjusted to the new adjusted zone set point. Once the set point is adjusted, the thermostat’s conventional control takes over.

In graph 400 of FIG. 4, the adjusted cooling set point falls below the current temperature $T_{current}$ meaning that there presently exists an opportunity to cool the given space at an acceptable energy cost. This process continues for each market clearing cycle. The notion of a single zone temperature set point no longer exists because the set point can be affected by the market as well as a user's selected comfort setting. Note that $T_{set,adj}$ can be higher or lower than the desired set point $T_{set}$ based on the market clearing price. In cooling mode, lowering the adjusted set point $T_{set,adj}$ below the desired set point will increase the energy consumption as one takes advantage of low energy costs.

In general, transactive control can support more aggressive pre-cooling and pre-heating functions. (For example, lowering the set point below what would normally be comfortable is done to pre-cool.) For some dynamic rate structures (e.g., time-of-use), the future price is known a priori; however, in the case of real-time pricing, the future price is unknown or highly uncertain. To pre-cool or pre-heat with real-time pricing, one should have the ability to forecast future prices. In certain embodiments, pre-cooling and pre-heating comfort settings can be offered.

B. Demand Response On/Off Control for Equipment with One-Way Communication

This section describes techniques that can be used to control equipment that is not capable of computing and transmitting bids to the resource allocation system but that nonetheless can benefit from adaptive control strategies. The exemplary techniques are described in the context of controlling a water heater. The water heaters in this example differ from the thermostatically controlled loads described in the previous section in that they have no temperature measurement with which they could formulate their present need for electricity as bids into a market. Nonetheless, water heaters (or other electrical devices in which only one-way communication is possible, such as pool pumps, battery chargers, and the like) can be adapted to opportunistically respond to market prices without having to formulate and submit any bids.

According to one exemplary embodiment, a probability function can be used to control whether the electrical device should run during a given time interval. For instance, the probability function can be used to grant the electrical
device (e.g., the water heater) a probabilistic opportunity to run that is dependent on the relative magnitude of a cleared market price.

For example, in one particular implementation, the basic water heater controls were modified so that the signal activating the water heater was interrupted with increasing likelihood as the clearing price exceeded the reported historic average electricity price. The greater the difference between the clearing price and average, the more likely the water heater circuit will be interrupted. In this implementation, the water heater user can select a comfort setting from among multiple possible comfort settings. Each comfort setting is associated with a consequent weighting factor (in the exemplary implementation, the $k_w$ factor), which either attenuates or amplifies the effect of the probability function.

A variety of probability functions can be used to control the water heater, but in one particular embodiment, the following equation is used:

$$ r = k_w \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{P_{\text{clear}}} e^{-\frac{x^2}{2\sigma^2}} dx - \frac{1}{2} $$

$$ r = k_w [N(P_{\text{clear}}, P, \sigma) - 0.5]; $$

$$ r \geq 0 $$

$$ r = 0; \text{ otherwise} $$

where $N$ is the cumulative normal distribution, and the factor $k_w$ is defined through the participant’s selection of a comfort setting.

In certain embodiments, the probability parameter $r$ can then be used to test the probability of turning the water heater off by comparing it to a uniformly generated random number between 0 and 1. For instance, if $r$ is greater than this random number, the water heater can be curtailed. The random number can be generated at each time interval to give each water heater an opportunity to run a fraction of the overall time that is proportional to the curtailment probability.

Table 1 shows the probability of water heater curtailment given various values of comfort setting $k_w$, according to one exemplary embodiment. Table 1 also shows the probability according to several exemplary cleared market prices. Specific values of cleared market price $P_{\text{clear}}$ are provided for the case where the mean cleared market price over the past day was $75/MWh, and its standard deviation was $25/MWh. As can be seen from Table 1, the likelihood of the water heater being turned off increases with the cleared energy price $P_{\text{clear}}$ and with the factor $k_w$. As can also be seen from the example in Table 1, the water heaters are never curtailed when the price is below average. In other words, according to the example shown in Table 1, it is advantageous for the water heaters to heat their water when the price is below average.

**TABLE 1**

<table>
<thead>
<tr>
<th>Example of Water Heater Curtailment Probability for Values of $k_w$</th>
<th>$P_{\text{clear}}$</th>
<th>Factor $k_w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{mean}} = 75, \sigma = 25$</td>
<td>$P_{\text{clear}}$</td>
<td>$k_w$</td>
</tr>
<tr>
<td>Multiples of $\sigma$ ($/MWh$)</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>$-3$</td>
<td>0</td>
<td>0.0%</td>
</tr>
<tr>
<td>$-2$</td>
<td>25</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

C. Commercial Building Load Controls

Most building control systems in large commercial buildings (e.g., larger than 100,000 square feet) include HVAC systems that are controlled by a building automation system (BAS). A BAS has sensors to measure control variables (e.g., temperature and air flow rates), a controller with the capability to perform logical operations and produce control outputs, and controlled devices that accept the control signals and perform actions (e.g., dampers and valves). In addition, the BAS may also have a global supervisory controller to perform high-level tasks (e.g., resetting temperature set points based on building conditions and scheduling on and off times).

BAS technology has evolved over the past 3 decades from pneumatic and mechanical devices to direct digital controls (DDCs) or computer-based controllers and systems. A BAS typically comprises electronic devices with microprocessors and communication capabilities. The widespread use of powerful, low-cost microprocessors and standard cabling as well as the adoption of standard communication protocols (such as BACnet™ and LonWorks™) have led to improved BAS. Most modern BASs have powerful microprocessors in the field panels and controllers that may soon be embedded in sensors as well. Therefore, in addition to providing better functionality at lower cost, these BASs also distribute the processing and control functions to the field panels and controllers without having to rely on a central supervisory controller for all functions.

In a conventional (or non-transactive) control application, shown in block diagram 500 of FIG. 5, the principal control elements are the supply air temperature sensor 510 (which is the controlled variable), a dry-bulb temperature sensor 512, a controller 514 (which compares the sensed supply air temperature value with a fixed set point and uses the difference between the two to generate an output signal), a controlled device 516 (which in this case is a cooling coil valve control-
ling the chilled water flow to the cooling coil), and a process plant 518 (which in this case is the cooling coil and air stream).

[0208] As the supply air temperature changes, the difference between the measured supply air and the supply set point temperature changes; the controller 514 uses the difference between the two values to generate an output signal that repositions the cooling coil valve 516. As the valve is repositioned, the supply air temperature changes, and eventually the measured temperature and the supply set point will be nearly equal. Note that the supply air temperature is the only controlled variable in a conventional control approach; the cost of providing comfort and the performance of the component or the system are not part of the decision-making process.

[0209] 2. Transactive Building Control

[0210] The process by which commercial-building bids for thermostatic zone control were computed and transmitted into the resource allocation system were presented above in Section III.A. Specifically, equations 4 and 5 were used to compute the bid values for each temperature zone. The purpose of this section is to further describe transactive control as it applies to commercial buildings and to differentiate such control from traditional commercial-building controls.

[0211] Transactive networks and agent-based systems present an opportunity to implement strategies in which a degree of both local and global optimization is an inherent attribute of the strategy, achieved through market-based competition for resources rather than explicitly programmed. Such market-based competition can be implemented using any of the resource allocation schemes described above in Section II.

[0212] The premise of transactive-based control is that interactions between various components in a complex energy system can be controlled by negotiating substantially immediate and contingent contracts on a regular basis in lieu of or in addition to conventional command and control. Each device is given the capability to negotiate deals with its peers, suppliers, and customers to maximize revenues while minimizing costs. This is best illustrated by an example.

[0213] A typical building might have one or more chillers that supply chilled water on demand to multiple air handlers. If several air handlers require the full output of one chiller, and still another air handler suddenly also requires cooling, traditional building control algorithms simply start up another chiller to meet the demand, and the building’s electrical load increases accordingly.

[0214] A transactive-based building-control system behaves differently. Instead of submitting an absolute demand for more chilled water, the air handler submits a bid for additional service from the chillers, increasing its bid in proportion to its “need” (e.g., the divergence of the zone or supply air temperature from its set point). The chiller controls, possibly having knowledge of the electric rate structure, can express the cost of service as the cost of the electricity needed to run the additional chiller plus the incremental capacity demand charges, where such charges might apply. If the zone served by this air handler just began to require cooling, its “need” is not yet very great, so it places a relatively low bid for service, and the additional chiller stays off until its level of need and consequent bid increases.

[0215] Meanwhile, if another air handler satisfies its own need for cooling, the cost of chilled water immediately drops because a second chiller is no longer required, and the bid from the air handler awaiting service perhaps then exceeds the present price, and it receives the chilled water it had requested. Alternatively, a peer-to-peer transaction can take place in which an air handler with greater need for service displaces (literally outbids) another whose thermostat is nearly satisfied.

[0216] In this way, the transaction-based control system accomplishes several things. For instance, the transaction-based control system inherently limits demand by providing the most cost-effective service. In doing so, the system inherently prioritizes service to its more important needs before serving less important ones. Further, assuming that no air-handling unit (AHU) is willing to pay the additional cost of service to start the second chiller, the transaction-based control system decreases energy demand and consumption by preventing the operation of an entire chiller to meet a small load, a condition where the system would operate inefficiently. Additionally, market-based controls inherently propagate cost impacts up and down through successive hierarchical levels of the system being controlled (in this example, a chiller or a boiler that provides cooling or heating, an air handler that provides air circulation, and the zone). The impacts on the utility bill, which are easily estimated for the chiller operation, are used as the basis for expressing the costs of air handler and zone services. Using cost as a common denominator for control makes expression of what is effectively a multi-level optimization much simpler to express than an explicitly engineered solution would be. It allows controls to be expressed in local, modular terms while accounting for their global impact on the entire system.

[0217] In effect, the engineering decision-making process can be subsumed by a market value-based decision-making process that indirectly injects global information conveyed by market activity into the local engineering parameters that govern the behavior of individual systems over multiple time scales.

[0218] Many HVAC systems are controlled by thermostats. The desired temperature is set by the customer, and the thermostat uses the current space temperature to control the air-flow damper positions or to turn the compressor off, thereby satisfying the heating and cooling needs of the zone. In a conventional control system, indoor temperature and indoor set-point temperatures control the amount of heating and cooling to each zone. However, the transactive control system, in addition to the conventional inputs, the thermostat also uses price information to make control decisions. Although much of the discussion so far has been for thermostatically controlled systems, transactive controls can be applied to non-thermostatically controlled systems as well.

[0219] 3. Case Study of Transactive Control

[0220] In this section, the actual implementation of a transactive control strategy is discussed. In particular, the HVAC system of a commercial building in Sequim, Wash., was modified to operate using a resource allocation system as described above. The building (the marine sciences laboratory (or MSL) building) was a mixed-use commercial building with both office and laboratory spaces. The perimeter of the building consisted of office spaces, while the core consisted of laboratories. The building was served by a heat pump chiller and a boiler that supplemented the building’s heating needs when the heat pump chiller was not able to meet the building’s heating needs. The office and laboratory spaces had independent HVAC systems. The office spaces were conditioned by a multi-zone VAV AHU. Each office was served
by a VAV terminal box that was controlled by a zone thermo-
stat. The VAV boxes also had a reheat coil to provide heating
as well as reheat. For the office spaces, the zone temperature
set points were different for the heating and cooling periods
and also for occupied (in this example, 6:30 AM to 5:30 PM)
and unoccupied (in this example, 5:30 PM to 6:30 AM) peri-
ods. The transactive control strategy was applied to 12 VAV
systems serving the office spaces.

[0221] The transactive control strategy, described in
the previous section, was programmed at two levels in the BAS
(zone level and building level). The bidding and calculation of
adjusted set point occurred at the zone level, each zone bidd-
ing independently of other zones. The user-specified param-
eters (in this example, the user's desired temperature and the
comfort settings according to Table 7) were entered for each
zone. In this case, the facilities operator specified a common
acceptable temperature range for controlled zones (65°F to
80°F) and a common comfort parameter (k3) as well. A
zone level override was also provided so that the user could
override the transactive control strategy and fall back onto
the building's prior conventional control approach. Another way
to override the transactive control is to set the value of k3 very
high (>10), which emulates conventional control.

[0222] Some aspects of the transactive control were im-
plemented at the building level. The current market price, the
mean price, and the standard deviation, for example, were
posted from an external source at the building level. In addi-
tion, a building-level override was also provided for use by
the building manager. Unlike the zone-level override, the
override at the building level superseded all transactive con-
rolls at all levels, including at the zone level.

[0223] Although electric power markets are generally
cleared infrequently at an hourly interval, the real-time mar-
tet created for this experiment (also referred to as the
"shadow market") cleared every 5 minutes. The zones did not
directly participate in and bid into the experiment's market
but rather used the cleared market price to adjust their set
points based on the market price. VAV damper control cannot
be directly correlated to energy price as could be done, for
example, for the operation of a boiler or HVAC units.

[0224] The communication between the shadow market
and the BAS was mediated through an object link and embed-
ing (OLE) for process control (OPC) server. To compare the
response of conventional controls with transactive controls,
the building was operated with conventional controls on
Tuesday and Thursday and with transactive controls on Mon-
day, Wednesday, and Friday.

[0225] Graphs 600 and 602 of FIGS. 6A and 6B compare
the response of a single zone on two consecutive days with
conventional and transactive control. The heating and cooling
set points during occupied hours (6:30 AM to 5:30 PM) for
the zone with conventional control were 71°F and 73°F,
respectively. As seen from graph 600 in FIG. 6A, the zone
temperature with conventional control was between the two
set points most of the time during occupied hours. Unlike the
conventional control, on the day with transactive control, the
heating and cooling set points were not constants but changed
in response to the market price signal, as is shown in graph
602 of FIG. 6B.

[0226] Graph 700 in FIG. 7 shows the corresponding bid
prices, market prices, and mean price. In this transactive
control application, the zone thermostat "bids" were zero
when the zone set point was satisfied. (For clarification, these
bid prices were calculated and used by the thermostats even
though the bids were not placed into the market.)

[0227] D. Water Pump Load Control

[0228] This section summarizes an experiment performed
in which the control of municipal water pump-load resources
was modified to respond to a resource allocation system
according to the disclosed technology. In particular, five
40-horsepower municipal pumps from two pump stations in
public utility district #1 (PUD #1) in the Clallam County
service territory on the Olympic Peninsula, Wash., partici-
pated in the experiment. This section describes the opera-
tional performance of the pumps, their automated bidding
into the exemplary price market generated for the experiment,
and the times and durations for which the pumps were cur-
tailed.

[0229] 1. Transactive Market for Real-Time Energy Con-

[0230] A local marginal price signal was designed for the
experiment and was used in conjunction with the Clallam
County pumps to automatically determine when the pump
loads should operate. The operation of the project's market
was described above in Section I. The control of municipal
water pump loads is similar to the control of the thermostati-
cally controlled loads described in the previous section, but
water-reservoir level replaced zone temperature as the prin-
cipal input variable from which the loads' market bids were
determined.

[0231] Each pump station automatically submitted a bid to
run its pumps for the next 5 minutes based upon measure-
ments of the actual height of the reservoir at the pumping
station. The pump stations bid high when their reservoir's
level became low and bid lower when the reservoir's level was
acceptable. An unsuccessful bid automatically curtailed the
pumps' operation. Initially, the pump's bids were not sub-
titted to influence the market, but rather the operation of
the pumps was based on a comparison of the pump bid and
market clearing price. If the bid price was greater than the
market clearing price, the pumps operated normally; and if
the bid price was less than the market clearing price, the
pumps were curtailed. During the experiment, the pumps also
began bidding into and influencing the market as a responsive
load resource where their bids reflected their reservoir water
height.

[0232] 2. Pump Load Control and Communications

[0233] The responsive municipal water pump load con-
posed altogether of five 40-hp municipal water pumps, which
were to maintain the level of water stored in two nearby water
reservoirs. These load resources were made available for the
experiment by PUD #1 of Clallam County, in whose service
territory the pumps resided on the Olympic Peninsula, Wash.

[0234] Image 800 of FIG. 8 shows the interior of the Sekiu
pump house and its two 40-hp pumps, and image 900 of FIG.
9 shows the corresponding water reservoir. Image 1000 of
FIG. 10 shows the exterior of the Sekiu pump station. Similar
pumps and a reservoir existed at the Hoko River pump station
also in the Clallam County PUD service territory near
Clallam Bay on the Olympic Peninsula.

[0235] Before the experiment, these sites used a simple
control strategy to maintain the levels of the reservoirs.
Pumps were consecutively directed to turn on by their con-
trollers at absolute water-height thresholds as the water level
in the reservoirs diminished. For example, the first would turn
on when the reservoir dropped 1 foot. A second would come
on after the reservoir level dropped 2 feet, and so on.
For the experiment, controller switches were placed in series with the existing controls. Therefore, the grid benefits by removing pump load that was already, or would be, part of the total system load. In other words, the experiment allowed for the pump operation to be curtailed, but not initiated. The main control panel at the Sekiu pump station is shown in image 1100 of FIG. 11. The Johnson Control (JCI) panel was placed into the pump house to control the pumps. The inside of one of one such JCI controller can be seen in image 1200 of FIG. 12.

Block diagram 1300 of FIG. 13 shows a schematic diagram of the experiment’s control communications for controlling the pumps. Starting from the right-hand side of this figure, the experiment involved adding a JCI controller at each pump station to interact with the existing pump controls. The JCI controllers communicated their status via a modem to another controller (located at the Richland Pacific Northwest National Laboratory facility) via a similar modem and JCI box. The pump status was converted to a bid and capacity by the controller, which was then relayed to the servers located in the PNNL Electrical Infrastructure Operations Center (EIOC).

There, the bids from all loads and resources were received, and the project’s market cleared, resulting in a total regional capacity that can be supplied and consumed at the cleared market price. The resulting cleared market price was an input for the decision for each pump to operate or not. This control-action signal was then relayed back to each pump station and its controllers via modem.

PUD #1 of Clallam offered the project the privilege to control the Sekiu and Hoko River reservoir levels within the ranges of 20 to 24 feet and 12.5 to 15 feet, respectively (see Table 2). There were three 40-Hp pumps at Hoko and two 40-Hp pumps at Sekiu. Before project control, each pump was configured simply to turn on at a reservoir level and turn off at another. The turn-on pump levels were staggered such that more pumps would be used at increasingly lower reservoir levels until all the pumps at the site would be on.

The pump bid curve is shown in graph 1400 of FIG. 14 for Sekiu (asserting a mean price for the past 24-hours to zero and standard deviation of 1.0). The Hoko River pumps were controlled similarly within their allowable reservoir limits. The bid curve was later modified slightly to be more aggressive when the pump operators were present in the pump station, 7 to 9 AM.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Hoko Water Level (ft.)</th>
<th>Sekiu Water Level (ft.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>all pumps off</td>
<td>15</td>
<td>24</td>
</tr>
<tr>
<td>first pump on</td>
<td>13.5</td>
<td>23</td>
</tr>
<tr>
<td>second pump on</td>
<td>12.5</td>
<td>20</td>
</tr>
<tr>
<td>third pump on</td>
<td>11</td>
<td>NA</td>
</tr>
<tr>
<td>low water alarm</td>
<td>10</td>
<td>19</td>
</tr>
</tbody>
</table>

FIG. 14 is a graph 1400 showing the bid price for the Sekiu pumps as a number of standard deviations above or below an average bid price when the pumps were controlled according to an embodiment of the disclosed technology. As can be seen in graph 1400, the Sekiu pumps bid an average price when the reservoir was at a 19-ft level. The pumps bid more as the reservoir level decreased. The pump operator could control both the point at which an average bid is asserted and the slope of the line, which represents the change in bid as a function of change in reservoir level. The likelihood of having a market price more than 3 standard deviations away from the average price is very small. The control was implemented in series with the existing control loop, so project control could only turn off the pump; it could not turn the pump on. Furthermore, the project implemented software overrides that allowed the pump to run without risks of project load curtailments at some minimum reservoir level, regardless of the market’s prices and bids. Reservoir operators were also provided a means to override project control. These precautions were taken to assure the PUD and its staff that they would always maintain adequate emergency water reserves.

Representative operational data for the Sekiu pumps and reservoir level were plotted for a single day and are shown in graphs 1500, 1600, and 1700 of FIGS. 15, 16, and 17. Graph 1500 shows the reservoir level during the test day, graph 1600 shows the pump bids for the test day, and graph 1700 shows the number of pumps on the test day. In graph 1500, the reservoir level is shown to be gradually recovering through about 6:00 PM that evening. According to graph 1600 of FIG. 16, the pump’s bids reflect this fact, starting at a maximum bid and bidding progressively less as the reservoir level recovers. The cleared market prices were low except during the peak load morning period, as was typical for the project’s winter market. The cleared market price exhibits several periods during which market information was not successfully communicated throughout the system.

In graph 1700 of FIG. 17, pump #1 is shown to become briefly curtailed at each of the three market price spikes, where the market price exceeded the pump bids, as is shown by the yellow pump status line (on=high state; off=low state). The pump bids and pumps appeared to be properly responding. Their responses appropriately corresponded to changes in reservoir water level and the relative magnitudes of pump bids and cleared market prices, as designed.

As part of the pump control experiment, delay counters were applied by the control algorithm upon the startup and shutdown of any pump. These counters prevented the pumps from cycling on and off more quickly than desired. The project originally set these delays at 10 minutes, but this duration was found to allow the reservoir level to fall too low while the startup of a pump remained delayed and locked out. Satisfactory performance was achieved upon reducing the control delays to 5 minutes.

In the pump control experiment, the pumps communicated using phone lines. Because the market was clearing every 5 minutes, phone lines remained connected at all times (thereby increasing the cost of communication). If the market clearing were to have occurred after longer period (e.g., every hour), the need for continuous communication could have been eliminated.

This section summarizes an experiment performed in which power generators in a distributed network were modified to generate bids for and be controlled by a resource allocation system according to the disclosed technology. In the experiment, two diesel generators were controlled. The two generators were a 600-kW Caterpillar diesel generator (the “upper” generator) and a 175-kW Kohler diesel generator (the “lower” or “beach” generator). Both generators were
connected to associated buildings and isolated from the grid using an automatic transfer switch. These switches were configured to automatically start up the generators whenever grid power became unavailable. The larger, upper generator served a critical main office and laboratory building; the lower, smaller research building near the beach. These generators were appropriately sized to supply their entire loads isolated or islanded from the local power grid. The upper and lower distributed generators used in the experiment are shown in images 1800 and 1900 shown in FIGS. 18 and 19, respectively.

[0250] The generators already possessed automatic-transfer-switch controllers that were useful to the project. These controllers also communicated with the existing BAS. The existing field controllers (JCI controllers) were readily modified through software to participate in the local marginal price market. Few hardware improvements were needed or made.

[0251] If the generators had been made operable in parallel with the power grid, they could have supplied their entire nameplate capacity into the power grid. However, with their emergency-transfer-switch configurations (comprising the hardware shown in image 2000 of FIG. 20), their value to the power grid was the magnitude of load that they would remove from the power grid whenever their emergency-transfer switch becomes activated. Therefore, these generators bid on the demand side of the market, not the supply side, using the present magnitude of load they could remove from the power grid with a successful bid. More generally, generators that operate asynchronously with the power grid (e.g., generators that cannot feed the grid, but can support a building, electrical device, or customer premises off-grid) can compute and transmit a bid corresponding to the load of the building, device, or premises that it supports instead of the generator’s capacity. Generators that operate synchronously with the power grid, by contrast, can bid their capacity.

[0252] 1. Generator Bid Strategy

[0253] Each generator in the experiment prepared and submitted bids based on realistic estimates of fuel and maintenance costs. These bids were transferred via the Internet to another BAS at then to an Electrical Infrastructure Operations Center (EIOC). It was in the EIOC that the bids from all resources and loads were gathered and resolved. The project market cleared every 5 minutes at some power magnitude and price. The cleared price was then sent from the EIOC back to the distributed generators, which compared their bid to the resultant price and reacted by turning on or off.

[0254] Persistent communications were required to control the generators in this way. The complete communication pathways are represented by block diagram 2100 of FIG. 21. Also shown in block diagram 2100 of FIG. 21 is a small 30-kW microturbine that was also included in the distributed power system. This microturbine was also responsive to the two-way market. Unlike the larger generators described above, however, it ran in parallel with the power grid.

[0255] 2. Detailed Method of Bidding

[0256] These definitions are useful for the discussion of how the distributed generator bids in the experiment described in the previous section were calculated:

[0257] operating license—the total number of hours that the unit was licensed to operate during a year. The typical period starts on January 1, and the default license is 200 hours.

[0258] maximum daily runtime—the maximum number of hours that the unit is permitted to run per day. The default was 4 hours per day.

[0259] maximum daily starts—the maximum number of starts that the unit is permitted per day. The default was 2 starts per day.

[0260] current bid price—the price at which the unit will start. A NULL bid indicated that the unit was unavailable.

[0261] The experiment used the following exemplary equation for computing the generator bid:

\[ \text{bid} = \text{licence premium} + (\text{fuel cost} \times \text{O&M cost} \times \text{startup cost} \times \text{down penalty}), \]

where bid = generator bid price normalized for 1 hour of operation

[0262] fuel cost=variable cost of running for 1 hour

[0263] O&M cost=operating and maintenance cost per capacity for the time allowed by the license period

[0264] startup cost=the projected penalties or costs for starting up the units

[0265] shutdown cost=the projected penalties or costs for prematurely shutting down the units.

[0266] The license premium factor in Equation (7) is used to modify the bids in light of remaining unused licensed hours for the generator. One of the largest constraints placed on diesel generators is the limit that is placed on their operation for environmental reasons. Installed diesel generators have been limited to far fewer hours of operation per year than they might be run economically by the project’s control system. Although negotiated for each unique installation, the number of allowable runtime hours is in the 100- to 500-hour range. There was no environmental restriction on the experiment’s microturbine, which used natural gas as its fuel source.

[0267] Exemplary methods for computing the individual components of Equation (7) are introduced in the follow paragraphs. These methods should not be construed as limiting, however, as a variety of methods exist for computing such factors.

[0268] Fuel cost. This term can be represented as the product of the fuel cost and the conversion efficiency. This and the following terms can be normalized in the sense that they become expressed as costs per hour of operation, which can then be directly used where market prices are expressed in the units $/MWh.

\[ \text{fuel cost} (\$ \text{/MWh}) = \frac{\text{fuel cost} (\$/gal) \times \text{conv. eff.} (\text{gal/ MWh})}{\text{total O&M cost} (\$)} \]

[0269] Operations and maintenance (O&M) cost per hour. This term can include both fixed and variable expenses. The O&M cost is desirably spread out over the total run hours permitted for the unit to run in a year. For example, if one were to run the generator for its entire number of licensed hours (hours the project can legally operate the unit), the operations and maintenance cost would be normalized by the licensed hours. In addition, the dollar per hour cost must be normalized by the capacity bid.

\[ \text{O & M cost} (\$ \text{/MWh}) = \frac{\text{total O & M cost} (\$)}{\text{licensed hours (h) \times capacity bid (MW)}} \]
License Usage Premium. Since the generators had only a limited number of hours they could run during a calendar year, a factor was defined to manage and allocate these hours. This portion of the bid applies irrespective of the current generator status (whether on or off).

\[
\text{license usage premium} = \text{scaling factor} \times \frac{(N-n)}{N} \times \frac{M}{(M-m)}
\]

where \(N\) is the total number of hours in which to use the licensed hours. If the licensed hours are to be calculated for a calendar year, \(N\) will be 8760 hours, and \(n\) will be the current hour of the year. \(M\) is the total number of license hours, and \(m\) is the number of licensed hours already used to date. The scaling factor is an arbitrary number less than 1. This term becomes infinite when the number of licensed runtime hours has become depleted; the term approaches zero toward the end of the license period.

Startup Cost. This cost can be assessed to cover any startup costs that are incurred each time the generator starts. In most cases, it is a fixed-dollar amount. The dollar cost is desirable normalized by the capacity bid and selected arbitrary time interval to recover the cost during the generation period. This cost only applies when the unit is off and is bidding its willingness to start. If the unit is already on, this portion of the bid is zero.

\[
\text{startup cost ($/MWh)} = \frac{\text{startup cost (})}{\text{capacity bid (MW)}} \times 1 \text{ hour}
\]

Early Shutdown Penalty. This cost can be used to recover expenses for an early shutdown, which, if permitted, might cause excessive wear and tear on the generator asset. In certain implementations, this cost will apply only if the bid interval is less than a minimum threshold for the generator (e.g., 30 minutes). If the bid interval is greater than the minimum threshold, there should be no early shutdown penalty. Also, if the unit is already running, then this portion of the bid is zero. If the bid interval is less than the minimum threshold of operation and the generator is off, the normalized early shutdown penalty is:

\[
\text{early shutdown penalty ($/MWh)} = \frac{\text{early shutdown penalty (})}{\text{capacity bid (MW)}} \times 1 \text{ hour}
\]

Table 3 shows the values of these variables used in the previously presented exemplary equation for estimating the bid prices of the generators.

### Table 3

<table>
<thead>
<tr>
<th>Variable</th>
<th>600-kW Generator</th>
<th>175-kW Generator</th>
<th>30-kW Microturbine</th>
</tr>
</thead>
<tbody>
<tr>
<td>fuel cost ($/gal)</td>
<td>2.80</td>
<td>2.80</td>
<td>12 ($/MMBtu)</td>
</tr>
<tr>
<td>effic. (kWh/gal)</td>
<td>12.80</td>
<td>13.60</td>
<td>69.0 ($/MMBtu)</td>
</tr>
<tr>
<td>bid interval (min.)</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>O&amp;M cost ($/year)</td>
<td>3,000</td>
<td>1,000</td>
<td>1,000</td>
</tr>
<tr>
<td>scaling factor</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Equation (7) should not be construed as limiting, as other equations or techniques can be used to compute the generator bid. For instance, the generator bid could be based at least in part on any one or more of a value indicative of the fuel cost, O&M cost, startup cost, shutdown cost, or cost associated with the operating license of the generator.

### Table 3-continued

<table>
<thead>
<tr>
<th>Variable</th>
<th>600-kW Generator</th>
<th>175-kW Generator</th>
<th>30-kW Microturbine</th>
</tr>
</thead>
<tbody>
<tr>
<td>N (hrs)</td>
<td>8,760</td>
<td>8,760</td>
<td>no limit</td>
</tr>
<tr>
<td>M (hrs)</td>
<td>200</td>
<td>200</td>
<td>no limit</td>
</tr>
<tr>
<td>start-up cost ($)</td>
<td>10.0</td>
<td>5.0</td>
<td>0.0</td>
</tr>
<tr>
<td>capacity bid (kW)</td>
<td>varies</td>
<td>varies</td>
<td>30 kW</td>
</tr>
<tr>
<td>early shut-down cost ($)</td>
<td>50.0</td>
<td>10.0</td>
<td>5.0</td>
</tr>
<tr>
<td>minimum run time (min.)</td>
<td>30.0</td>
<td>30.0</td>
<td>15.0</td>
</tr>
</tbody>
</table>

Most of the time, the experiment's generators bid unfavorably—too high—as they competed with the existing, relatively low-priced power available from the electrical distribution and transmission system. However, when the amount of power that could be safely received into the region through its existing distribution and transmission was exceeded, prices rose. Bids from the additional resources were eventually accepted, resulting in the activation of the additional generators. In this fashion, resources were equitably distributed in response to the elasticity of demand.

In this section, the behaviors observed for the experiment's real and virtual generators as they participated in and responded to the local marginal energy price market are summarized. The virtual generators were used to simulate additional generators participating in the system, thus making the experiment more realistic of a wide-scale implementation of the system. The generators did not participate much in the market until a cooler time period, when space-heating loads in the region accompanied lower morning temperatures. Approximate total recorded run times for each generator, representing how long they ran on behalf of the project, were as follows: (1) APEL microturbine: 59 hours; (2) lower generator: 65 hours; and (3) upper generator: 48 hours.

It was decided early in the project to assert that the diesel generators should not be permitted to cycle on and off rapidly. Doing so might adversely affect their lifetimes. Therefore, the generators were programmed to bid very low (on the load side) for several market cycles after they began to run to ensure that they remained on for at least 30 minutes once started. The effect of this and the startup cost premium was to create some hysteresis in their bids and prevent short cycling of the generators.

Two types of figures are presented below to demonstrate the operation of the diesel generators in the energy market—distributions of bid prices and bid capacities. Graph 2200 of FIG. 22 shows the market closing price when the generator bid was accepted during the test period for the two diesel generators. The microturbine (not shown) bid a constant price of about 377 $/MWH because it was an energy supplier in the market, capable of running in parallel with the grid. The accepted bids for both generators were in the range.
of about 180 $/MWh to 680 $/MWh, although the 175-kW “lower” generator usually bid lower than the 600-kW generator.

[0280] The small gas microturbine, because of its lower bids, operated more often than the other two diesel generators. Also, the smaller 175-kW MSL diesel generator was earlier to participate in the market and became exercised before its larger neighbor. As a smaller generator, its bid and startup costs were lower on a per-kilowatt basis than those for the 600-kW diesel generator. Although not shown here, most of the distributed-generator activity occurred during early morning hours on cold mornings when feeder space-heating loads were high.

[0281] Graph 2300 of FIG. 23 shows the distribution of the capacity bids for the two diesel generators. The 600-kW “upper” generator bid between 110 kW and 390 kW while the smaller generator bid between 30 kW and 90 kW. The microturbine (not shown) was a 30-kW turbine that operated in parallel with the grid. It therefore provided a constant, predictable resource each time it was activated. Such is not the case for the MSL Sequium generators, for which the project used existing automatic transfer switches to island the generators and their loads. These two generators bid the value of the building current loads that they could serve on behalf of the power grid. The average hourly electric loads of the two MSL facilities that are served by, and determined the capacity bid magnitudes of, the two MSL generators are shown in graph 2400 of FIG. 24.

[0282] The 600-kW upper generator unit was observed to have considerable variability in the amount of capacity it bid, even during the same day or operating period. The load in the served office and laboratory space should not be expected to correlate perfectly with utility peak loads. Fortunately, the operation of the generator was shown to relieve at least 110 kW of load from the grid at the times it was called upon. The lower generator’s bid capacity was both lower and exhibited a smaller range.

[0283] 4. Conclusions Concerning Distributed-Generator Resources

[0284] The two-way market approach successfully controlled the project’s distributed-generation resources. Generators were assigned to run by the market only when they were needed. The bidding of the generators, inasmuch as it was possible, reflected accurate and reasonable costs that would be incurred for fuel, maintenance, and other costs for the startup and operation of the generators. The cost of configuring and controlling these generators was moderate, taking advantage of existing automatic transfer switch hardware at the site. The value of the generators to the power grid was their capability to island and remove a dedicated load from the power grid.

[0285] F. Transactive Control System Bid/Response Strategy for Electric Vehicle Chargers

[0286] This section introduces exemplary methods for controlling chargers (e.g., electric vehicle chargers) in a resource allocation system according to the disclosed technology. For instance, some of the disclosed methods can be used in a two-way communication system, where the computing hardware associated with the charger generates bids for transmission to the resource allocation. Other methods can be used in a one-way communication system, where the computing hardware associated with the charger responds to market prices and selectively activates and deactivates the charger.

[0287] In certain embodiments of the disclosed technology, electric vehicle charges (a) increase or decrease their bids in accordance with a user’s comfort economy setting (e.g., a user-selected value, referred to herein as the k-value) in relation to the state-of-charge (SOC) and time remaining to desire full-charge, and/or (b) reduce or increase the rate-of-charge (ROC) based on the price cleared from the market.

[0288] In one exemplary implementation, the active bid strategy for an electric vehicle charger is based on the SOC, and the bid price is computed using the following:

$$P_{bid} = P_{avg} \times \left(1 - kP_{dev} \right)$$

where $P_{avg}$ is the average daily clearing price of energy, $P_{dev}$ is the daily standard deviation of price, and ROC is the fractional deviation of the SOC from a desired SOC with respect to minimum and maximum limits, set by the user (e.g., $SOC_{dev} = (SOC_{final} - SOC_{obs}) / (SOC_{min} - SOC_{max})$). In operation, and according to one exemplary embodiment, the charger can be controlled so that it is turned on when the clearing price $P_{clear}$ is less than or equal to $P_{bid}$ and turned off when the clearing price exceeds the bid price.

[0289] In embodiments in which only one-way communication is possible and bidding is not possible, then a passive control strategy can be used. For example, in one particular embodiment, a strategy can be used that alters the rate of charge as a function of price. One exemplary computation uses the following equation:

$$ROC_{dev} = ROC_{dev, 0} \cdot (1 - kP_{dev})$$

where $ROC_{dev, 0}$ is the desired rate-of-charge, such that

$$ROC_{dev} = \frac{SOC_{final} - SOC_{obs}}{n_{hours}}$$

$k$ is the user’s comfort economy setting, with $0 < k < \infty$, $P_{dev}$ is the price deviation, such that

$$P_{dev} = \frac{P_{avg} - P_{max}}{P_{max} - P_{min}}$$

where SOC is the current observed state-of-charge of the vehicle, and n_hours is the number of hours remaining before the SOC must be achieved.

IV. Additional Information About the Case Studies

[0290] This section includes additional information about the case studies introduced in the previous section. In particular, the case studies were performed as part of an experimental project termed the “Olympic Peninsula Project.”

[0291] A. Summary of the Olympic Peninsula Project

[0292] 1. Purpose and Objectives

[0293] The purpose of the Olympic Peninsula Project was to create and investigate experimental implementations of the energy-pricing schemes described above. One of the goals of the project was to insert intelligence into electric-grid components at the end-use, distribution, transmission and generation levels in order to improve both the electrical and economic efficiencies within the electric power system.
and demand price signals that they received. In this manner, conventionally passive loads and idle distributed generators could be transformed into elements of a diverse system of grid resources that provide near real-time active grid control and a broad range of economic benefits. The project controlled these resources to successfully manage the power flowing through a constrained feeder-distribution circuit for the duration of the project. In other words, the project tested whether it was possible to decrease the stress on the distribution system at times of peak demand by more actively engaging typically passive resources—end use loads and idle distributed generation.

[0294] Some of the objectives of the project were to: show that a common communications framework could enable the economic dispatch of dispersed resources and integrate them to provide multiple benefits; gain an understanding of how these resources performed individually and when interacting in near real time in order to meet common grid-management objectives; and evaluate economic rate and incentive structures that influence customer participation and the distributed resources they offer.

[0298] 2. Background

[0299] Certain aspects of the project can be better appreciated after a brief explanation of the smart-grid concept known as the “GridWise concept” and a review of conventional electric utility pricing practices.

[0300] GridWise Concept. The term GridWise describes various smart-grid-management technologies based on real-time, electronic communication and intelligent devices that are expected to mature in the next several years. By enabling an overall increase in asset utilization, these technologies should be capable of deferring and, in some cases, entirely preventing the construction of conventional power-grid infrastructure in step with anticipated future load growth.

[0301] The Olympic Peninsula was selected as a location for experimental case studies for several reasons. For example, the Peninsula is presently served by a capacity-constrained, radial transmission system. The area is experiencing significant population growth, and it already has been projected that power-transmission capacity in the region may be inadequate to supply demand during extremely cold winter conditions.

[0302] Utility Pricing Practices. While fixed electric energy rates still predominate in the United States, price-responsive electricity markets have made inroads. Time-of-use rates, including critical peak rates, have been offered in California and elsewhere to move electricity consumption to periods when the system is not at its peak. Administering time-of-use rates requires advanced utility interval meters that can distinguish and monitor customers’ electricity consumption during peak and off-peak periods. While programs with advanced notification and long time intervals do not mandate the use of automation, adoption of time-of-use rates has been accelerated somewhat by the availability of interval meters and communicating energy-management systems that can automate customers’ responses. Advanced metering and communicating thermostat initiatives are other recent examples of equipment development programs that could hasten the propagation of time-of-use pricing contracts.

[0303] To a lesser degree, real-time contracts also have been offered to customers, but these practices have often applied only to large customer loads using relatively long time intervals. The “real-time” prices are communicated up to a day ahead based on advanced markets. For retail electricity sales, the state of available automation supports responses to price intervals down to about 15 minutes. However, these interactions would best be described as one-way, i.e., they do not feedback demand bids.

[0304] Organized markets for wholesale electricity exist today. The nature of such markets varies greatly with the degree of deregulated market structure region by region. No organized market exists in the Northwest or the Southeast. A few large entities conduct bilateral agreements, and the resulting wholesale market price is not available until the next day.

[0305] The Project Market. Against this background, the Olympic Peninsula Project was undertaken to evaluate further steps in realizing the value of transforming passive end-use loads and distributed generation into active, market-driven resources for power-grid management as well as the practicality of reducing the market clearing time of this process to intervals as short as 5 minutes.

[0306] The project’s market was operated at a 5-minute interval to allow the cycling behavior of loads to contribute to load reduction and load recovery. The duty cycle of most appliances, even on peak, is usually sufficiently diverse to allow a load-control signal, such as price, to take advantage of the fact that they turn on and off anyway. By adjusting when and how long loads turn on or off, a great deal of flexibility can be achieved to the benefit of the entire system. Because much of this appliance duty cycling behavior occurs with a frequency comparable to a 5-minute time scale, it was judged necessary to make the project market operate on a similar time scale to exploit this characteristic of load behavior.

[0307] 3. Project Resources

[0308] The Olympic Peninsula Project included the following controllable assets that were enabled to respond to the project’s energy price signals:

[0309] five 40-HP water pumps, distributed between two municipal water-pumping stations, representing a nameplate total load of about 150 kW. The electrical load these pumps placed on the grid was bid into the market incrementally when water-reservoir levels were above a designated height in a water reservoir.

[0310] two distributed diesel generators. These two generators (175- and 600-kW) served the facility’s electrical load when feeder supply was insufficient. The biddable resource capacity in this case was the removal of the building electric load (~170 kW) removed from the grid by transferring it to these units. In addition, a small 30-kW microturbine was set up to respond to the two-way market. Unlike the larger generators, the microturbine ran in parallel with the power grid. The market prices offered for the supply of these generator units were based on the actual fixed and variable expenses incurred.

[0311] residential demand response for electric water and space heating provided by 112 homes using gateways that supported two-way communications. This residential demand response system allowed current market prices to be presented to consumers and allowed users to preprogram their automatic demand-response preferences. The residential participants were evenly divided among three types of utility price contracts (fixed, time-of-use, and real-time) and a control group.

[0312] While all residential electricity was metered, only the appliances in price-responsive homes (~75 kW) were controlled by the project.
[0313] Automation was provided by the project to monitor, and in some cases control, each of these resources. All participants and resource operators were provided means to temporarily disable or override project control of their loads or generators. In the cases of residential thermostats and water heaters, appliance owners were provided a means to assign a degree of price responsiveness to their appliances from among lists of 5 to 15 intuitively named comfort settings. In the cases of commercial and municipal resources, the degree of automated price responsiveness was negotiated with each resource owner.

[0314] While not all resources could be co-located on one feeder for this experiment, the measurement and control of these resources were conducted as if all resided on a common virtual feeder. Throughout the project, these project resources were monitored online at Pacific Northwest National Laboratory (PNNL) using distributed energy resource (DER) dashboards, such as dashboard 2500 shown in Fig. 25. This example would show a grid operator how much of a resource is available and how much has already been dispatched. These dashboards allowed project staff to quickly assess the status of the system and its individual resource components. Visualization tools of this type can be useful for grid operators to achieve the widespread adoption of distributed resources.

[0315] One of the elements of the project was a shadow market used to provide the incentive signals that encouraged operation of the project’s distributed generation (DG) and demand-response resources to manage local distribution congestion. The project created debit accounts with balances of actual money that were used to cover the shadow market electricity savings earned by the residential customers. The amount of cash they earned and received depended on whether they were operating their household loads in a manner that was responsive to the needs of the grid. As these customers responded to price signals sent from the shadow market, the cash balances in their debit accounts were reduced at a rate commensurate with the shadow market’s current energy prices for the given market interval. If consumers reduced their consumption more during period of high prices, they would save money. The participants got to keep any money left in the account at the end of each quarter. The project received guidance from the Bonneville Power Administration to recommend reasonable values for these incentives with limited project budget in mind. Participating homes’ energy consumption histories were also studied before the experiment to establish baseline expectations.

[0316] Built upon the region’s Mid-Columbia (MIDC) wholesale electricity price and responsive to the feeder’s real-time load needs and supply availability, the project’s local marginal price reflected the effects of (1) the resources offered and needed at the wholesale level, (2) the feeder’s economical capacity, and (3) the true marginal price of the feeder’s marginal resources. Over time, the price also reflected the effects of customer behaviors as the customers reconfigured their automated responses based on their perceptions of the market and their changing comfort needs.

[0317] 4. Brief Discussion of Findings

[0318] This section previews some of the findings of the project, which are discussed in greater detail below:

[0319] Distribution Constraint Managed. One of the project’s goals was to manage congestion on a feeder. Seasonally, the project imposed a new constraint on the energy that could be imported into the feeder from an external wholesale electricity source. The project then controlled the imported capacity below this constraint for all but one 5-minute interval during the duration of the experiment. Graph 2600 of Fig. 26 previews this result. On this curve representing the duration of feeder capacity, the feeder supply (the red line) has been limited successfully to 750 kW. Distributed generators provided additional supply (up to about 350 kW at its peak) when needed (green line).

[0320] Market-Based Control Tested. The project controlled both heating and cooling loads. Observation of the project’s residential thermostatically controlled loads for those homes on real-time price contracts revealed a significant, surprising shift in energy consumption. This shift is shown in graph 2700 of Fig. 27. Space-conditioning loads served by the real-time price contracts effectively used energy in the very early morning hours when electricity is least expensive. This effect occurred during both constrained and unconstrained feeder conditions; however, it was more pronounced when the feeder was constrained. This result is remarkably similar to what one would expect for pre-heating or pre-cooling, but these project thermostats had no explicit prediction capability. It is the diurnal shape of the price signal itself that caused this outcome.

[0321] Peak Load Reduced. As shown in graph 2600 of Fig. 26, the project’s market also deferred and shifted peak load. Unlike time-of-use control, the project’s real-time control operated exactly when needed and with the precise magnitude needed. The magnitude of load reduction under real-time price control increases with the peak itself and with the degree to which the feeder import is constrained. The project conservatively estimated that a 5 percent reduction in peak load was achieved under a 750-kW constraint; 20 percent peak load reduction was easily obtained under a 500-kW feeder constraint.

[0322] Internet-Based Control Tested. The project implemented Internet control of its distributed resources. Bid and control interactions were communicated via the Internet. Residential thermostats, for example, modified their effective temperature setbacks through a combination of local and central control communicated over the Internet. The project market itself was cleared centrally every 5 minutes (though other intervals could have been used). While average project connectivity to these resources was at times sporadic, the resources almost always performed well in default modes until communications could become re-established.

[0323] Distributed Generation Served as a Valuable Resource. The project was able to obtain a useful supply from distributed diesel generators. The project elected to control the generators at their existing emergency-transfer switches. The generators and their protected facilities therefore ran separated, or islanded, from the grid. These generators bid the capacity of the commercial building loads they served; the price they offered was based on actual fixed and variable expenses they would incur by turning on and running. These resources were called upon and used many times during the project.

[0324] Graph 2800 of Fig. 28 shows the total distributed generator energy used by the project accumulated by hour of day. The diesel generators were restricted by their environmental licensing to operate no more than about 100 hours per year. This constraint was easily managed by imposing and managing a price premium applied to every market offer made by these resources. Note that many such emergency backup generators lie unused in the United States.
5. Conclusions

The Olympic Peninsula Project was a unique experiment that revealed persistent, real-time benefits of the disclosed technology. Results from the project indicate that local marginal retail price signals, coupled with communications and the market clearing process, can successfully manage the bidding and dispatch of loads and account quite naturally for wholesale costs, distribution congestion, and customer needs.

Overall, the Olympic Peninsula Project indicated the viability of numerous aspects of the disclosed technology on a common feeder. The project was planned at a large enough scale to offer unambiguous evidence that resources could be bid into an electricity market to provide, in principle, solutions for a constrained power-delivery infrastructure that did not involve constructing new poles and wires. While technological challenges were found and noted, the project found no fundamental technological limitations that should prevent the application of these technologies again and at larger scale.

This section describes the planning, commissioning, and results of the Olympic Peninsula Project. In particular, this section provides background context to explain the rationale for the Olympic Peninsula Project in addition to the project’s objectives, participants, approach, and planning.

1. Background Information

Historically, power-supply infrastructure has been constructed to serve load, a purely passive element of the system. Today, information technology has been developed to the point of allowing large portions of the demand-side infrastructure to function as an integrated system element. Thus, for the first time, distributed electric load can be made to actively participate in grid control and protection functions as well as real-time economic interactions. The collective application of these information-based technologies to the U.S. power grid is the backbone of the GridWise concept. GridWise technologies are expected to allow more power to be delivered through existing delivery infrastructure and reduce the rate and cost of future system expansion to accommodate load growth. At the same time, these technologies will increase grid reliability by using the load resources on the customer’s side of the meter to make the grid inherently more efficient, stable, and reconﬁgurable.

The transformational nature and broad scope of the GridWise concept will require substantial experimental testing before widespread adoption can occur. Such a profound transformation requires ﬁeld testing before wide-scale adoption to establish the worth of a variety of technologies and reveal possible shortcomings in their implementation and integration. This transformation enables the integration of a diverse suite of distributed resources. These are anticipated to function in conjunction with existing utility assets to produce an aggregate value much greater than the sum of beneﬁts provided by individual components or subsystems. Key aspects expected of the GridWise implementation are that it will: (1) provide beneﬁts at multiple levels of the system from the same distributed resources (i.e., generation and wholesale markets, transmission, and distribution); (2) integrate multiple types of distributed resources (e.g., distributed generation and demand response); and/or (3) use “real-time” communication of market-like incentives to obtain cooperative, voluntary responses from customers.

It is unlikely that the concept will gain widespread acceptance by demonstrating individual technologies separately and in isolation. Thus, demonstrating GridWise beneﬁts requires experimentation and testing at the integrated system level. It is also desirable to demonstrate how new business models and regulatory solutions can overcome institutional barriers to a GridWise implementation. Stakeholders, such as electricity consumers, utility service providers, public utility commissions, and other interested parties should be involved in testing these propositions, as well.

The GridWise concept has achieved, to date, a coalescence of interest on the part of utilities, regulators, and power and information technology developers. The Olympic Peninsula Project represents a signiﬁcant and tangible experimental use of multiple technologies acting in concert to show that aspects of the GridWise concept are both practical and achievable.

b. Project Focus

The Olympic Peninsula Project was undertaken to evaluate how industrial, commercial, and residential demand-response and backup generation resources can be dispatched through real-time communication of cost information and the end-use value of electrical services. These values were based on an experimental “shadow” market, which reﬂected realistic wholesale costs and incentives to relieve transmission congestion.

c. Olympic Peninsula Project Rationale

Both the geographical topography and the particular electric-grid configuration on the Olympic Peninsula in Washington State contribute to its being a desirable location for investigating GridWise technologies in the Pacific Northwest. The Olympic Peninsula is dominated by the centrally located Olympic mountain range. This topography has forced human settlement predominantly at lower altitudes within an area ranging a few miles inland from a lengthy coastline bounded by the Strait of Juan de Fuca and the Paciﬁc Ocean. The largest of several small cities and towns situated in this area is Port Angeles with a population now in excess of 20,000 (18,397 in the 2000 Census). The region is not heavily industrialized. However, the area’s population is increasing quite rapidly, resulting in a projected load growth of more than 20 MW per year.

Port Angeles is supplied by two 230-kV circuits forming the Shelton-Fairmount connection supplied by the Olympia Substation on the Bonneville Power Administration (BPA) grid. Power transmission to communities west of Port Angeles is achieved at lower voltages over a long and essentially radial system. The principal threat to power delivery on the Olympic Peninsula is an outage of a major transmission line to Olympia. If this were to occur under extra-heavy winter load conditions, the Olympic Peninsula could experience voltage instability and even collapse.

BPA has studied options for reinforcing the Olympic Peninsula transmission system for many years. Various system and institutional constraints have presented challenges to designing economical reinforcement using conventional construction that will both support load growth and maintain adequate supply reliability. Because of the unique circumstances of its configuration, load density and diversity, and service conditions, both the transmission and distribution (T&D) portions of the Olympic Peninsula power delivery system have become, from BPA’s perspective, prime candidates for “non-wires” enhancement solutions. This approach calls for offsetting future needs for new T&D construction
with more cost-effective alternative measures, including demand-side management and improved use of existing infrastructure.

[0342] In principle, GridWise benefits can be investigated anywhere on the grid. However, the value of field experiments in areas where the grid is currently robust or less constrained might be appreciated only at an academic level of interest. Siteing a test bed where a real need for alternative supply solutions is already apparent amplifies the prospect that any benefits may be clearly recognized and rapidly adopted. These considerations provided a strong incentive for selecting the Olympic Peninsula grid as a prime project site.

[0343] 2. Project Objectives

[0344] Among the objectives of the Olympic Peninsula Project were to: (1) evaluate whether a common communications framework can enable economic dispatch of dispersed resources and integrate them to provide multiple benefits; (2) gain an understanding of how these resources perform individually and when interacting in near real time to meet common grid-management objectives; and (3) evaluate economic rate and incentive structures and other socio-political issues that influence customer participation and the distributed resources they offer.

[0345] Some of the more specific desired outcomes of the project included: (1) evaluating how transmission and distribution capital investment can be deferred; (2) evaluating the role that demand response will play in the future and its potential benefits in the residential and commercial sectors; (3) evaluating how distributed generators can contribute benefits to the system beyond the energy they produce; and (4) evaluating how distributed resources can enhance the stability and reliability of the system. Some additional objectives of the Olympic Peninsula Project were that it would: (1) help develop alternative solutions to power-delivery problems with broad national applicability; (2) help achieve valuable GridWise research goals; (3) be able to display system benefits in quasi-real time using a compelling visual interface; and (4) serve as an expandable platform to integrate diverse, geographically dispersed regional experimental efforts.

[0346] It is recognized that there is likely no single technological “silver bullet” that will verify the best, most cost-effective use of power grid assets. Rather, one must integrate a broad range of new, distributed resource technologies with existing grid assets. Achieving an appreciable level of technological integration is considered to be among the most challenging objectives of the Olympic Peninsula Project.

[0347] 3. Approach

[0348] A range of dispersed supply-side and demand-side resources were deployed at various locations on the Olympic Peninsula transmission route. These resources were integrated into a virtual physical operating and market environment, backed with real cash consequences that allowed a degree and quality of experimentation previously unavailable to the GridWise program. By linking and co-managing demand and distributed generators in the same economic dispatch system, their relative cost efficiencies, their degree of response, and the synergies between them were measured as functions of time-of-day, day-of-week, time-of-year, and duration of curtailment.

[0349] a. Distributed Resources

[0350] The assets introduced in this project were deployed to complement and leverage BPA’s investment in “non-wires” solutions that address the growing Olympic Peninsula transmission constraint. The following are brief statements of how each of the distributed resources was deployed.

[0351] Distributed Generation and Demand Response at Marine Sciences Laboratory (MSL). Pacific Northwest National Laboratory (PNNL) operates the MSL campus in Sequim, Wash., which has two diesel backup generators, a 175-kW unit and a newer 600-kW unit. These two generators were integrated into the market dispatch system of the Olympic Peninsula Project using the existing Johnson Controls building energy-management system at the MSL, and its automatic transfer switch. The project calculated and provided local marginal costs to these resources to modify their control based on price signals from the shadow market. The distributed generators bid their actual costs for starting and running for short intervals, including their automated management of environmentally permitted run times.

[0352] Transactive Commercial Building Demand Response. The office building of the MSL also responded to project market price signals using the transactive building control technology disclosed above, in which thermostatically controlled zones within the building were made to compete amongst themselves for limited energy resources. Each zone bid for the resource according to the variance between its temperature set point and its actual zone temperature. The zones having winning bids were granted air flow through control of their variable air volume (VAV) flow dampers.

[0353] Automated Residential Demand Response. The Olympic Peninsula Project recruited 112 homes to install energy-management systems that supported two-way communications. This allowed the project’s current market prices to be distributed to residents and provided a user-programmable automatic demand-response capability for residential water heaters and thermostatically-controlled heating, ventilation and air conditioning (HVAC) systems. End-use data collection was also incorporated so that both automated and manual demand response of various appliance loads could be measured for some residential clothes dryers, water heaters, and HVAC systems. The thermostat control provided setback demand-response conservation benefits during both the cooling and heating seasons.

[0354] The practical realization of these residential demand-response resources approached 1.5 kW per home, or about 160 kW in total. Experiment participants were encouraged to tailor and pre-program their desired automated demand responses via Web sites accessible from their homes’ personal computers. Thereby, participants could select their own preferred balance between energy cost savings and comfort. The project provided participants educational materials concerning the programming of such automated responses and the voluntary efforts they could pursue during the project to achieve even greater benefits. Warning lights and visible indicators alarmed during periods of high electricity prices at thermostats and at some clothes dryers.

[0355] In addition, 50 clothes dryers and 25 water heaters in these homes were equipped with GFA underfrequency load-shedding capability. See, e.g., Hammerstrom D. J. et al., “Pacific Northwest GridWise™Testbed Projects: Part 2, Grid Friend TM Appliance Project,” PNNL-17079, Pacific Northwest National Laboratory, Richland, Wash. (2007).

[0356] Advanced Process Engineering Laboratory (APEL) Microturbine Distributed Generation. The project also incorporated a 30-kW microturbine resource that had already been made remotely controllable through prior contract work for BPA. This generator represented the project’s only paralleled
generator, meaning it and the facility it served remained grid-connected while the generator unit ran. Because the startup costs incurred by the microturbine were small, the microturbine was the most active distributed generation resource used in the project.

[0357] Hoko River and Sekiu Municipal Water Pump Demand Response. Public Utility District #1 of Clallam County water department worked closely with the project to provide and observe control of water-reservoir levels at its Hoko River and Sekiu water pumping stations. Control was implemented via Johnson Control systems at these two sites to control a total of five 40-hp municipal water pumps. The control traded off small variations in allowed water-reservoir levels for the control of times during which pumps were allowed to run. This control was made responsive to the shadow-market price-control signals of the project.

[0358] Virtual Distributed Generation Resources. Due to cost and time constraints, the project also incorporated virtual distributed generator resources of various sizes into the shadow market in addition to the real generators. The operation of the virtual distributed generators was simulated, evaluating the same control objectives and constraints applied to the project’s real generators. Environmental restrictions applied to the virtual generators as for the real ones.

[0359] b. Shadow Market

[0360] One of the main organizing elements of the experiment was to implement a near-real-time shadow market to provide the incentive signals that induced operation of the project’s distributed generators and demand-response resources. The project integrated real resources into a virtual market that allowed the resources to compete and respond to pricing signals.

[0361] To avoid potentially lengthy delays and regulatory hurdles that would be encountered designing special rates for customers and implementing them in actual utility billing systems, the project’s shadow market created, in effect, a debit account that customers could earn by operating household appliances in collaboration with the needs of the grid. Residential electric customers were given real cash balances at the beginning of each month. As these customers responded to price signals sent from the virtual market, their cash balances were reduced or remained unchanged, depending on the value of their demand responses. Quarterly, the project disbursed the remaining funds in these accounts to the participants. This virtual market environment, backed with real cash consequences for customers, allowed meaningful experimentation with various market constructs and price signals.

[0362] The project represented the first limited-scale experimental use of a two-way clearing market with a short clearing interval (e.g., 5 minutes) at the retail level. For this experimental market to produce results with any validity, it was desirable that the price signals realistically reflect the structure and magnitude of price signals and rates designed to induce demand response in the future. This approach also allowed the incentive structures to be varied across customers or time to experiment with their effect on customer response.

[0363] The shadow market system was set up to communicate the real-time (e.g., 5-minute) aggregate local marginal price for electricity to each customer involved. These marginal prices included the costs for wholesale power in the Western Interconnection, as indicated by the behaviors of the Mid-Columbia (MIDC) price, and market incentives to relieve the transmission constraint as were determined by the automated resolution of load bids and supply offers in the market.

[0364] An Internet Scale Control System (iSCS), a WebSphere™ based middleware software available from International Business Machines, was used as the foundation of the shadow market system. The market features of the real-time contract operations were carried out centrally, but these functions were integrated by IBM’s middleware into the project as if the features had been provided locally at every home gateway. The software enabled the display of both incentive signals and resource responses in near-real-time on the project web site and allowed the project to browse historical results. The middleware software also allowed dynamic re-configuration of the system by adding or removing residential home components as well as user preferences and settings. Block diagram 2900 of FIG. 29 shows the principal elements of the communication system.

[0365] c. Distribution Benefits with a Virtual Feeder

[0366] The Olympic Peninsula Project was designed to indicate how peak loads on distribution feeders can be managed to avoid the need for local capacity expansion. To do this, the widely distributed real assets of the test bed were integrated into a virtual distribution environment where they appear and perform as resources available on a single capacity-constrained feeder. The shadow market was employed to signal these assets to operate and to manage this constraint as if they were actually all co-located on such a virtual feeder.

[0367] This feeder’s capacity constraint could be arbitrarily modified during the experiment to throttle the activity of the control imposed by the project’s market. Three different capacity constraints were asserted during the project’s duration.


[0369] An experimental local marginal price market was designed and implemented on the Olympic Peninsula. Additionally, residential, commercial, and municipal loads and distributed generators were identified and used to bid into and respond to the local marginal pricing market. This section summarizes the design and operation of this market and how the distributed resources were controlled by this market during the experimental test period.

[0370] 1. Introduction to Transactional Control

[0371] By transaction control (sometimes also referred to as “contract nets”), the project refers broadly to market-based building control systems, whether those systems are used locally within a single building or facility or throughout a region. The project chose a two-way market in which both suppliers and loads submit bids. This approach is remarkably scalable. It can be successfully applied within a building, as was done in this project to create a market competition between space conditioning zones, and it can be applied regionally as the project did at multiple residential and commercial building locations.

[0372] Experiment participants who participated in the real-time market submitted demand price bids for the expected power to be used by them during the next 5-minute interval. These bids were placed at the price at which they would be willing to curtail the stated power consumption. Most consumers submitted at least two bids for each 5-minute interval, one for their controllable, curtailable load and the other for their uncontrollable, non-curtailable load. Consumers’ uncontrollable, uncurtailable load power was always bid at $9999-infinity from the perspective of the project’s market.
The one generator that was able to run in parallel with the power grid always submitted bids for the maximum nameplate generation capacity it could supply. The price of its supply offer consisted of all costs that would be incurred to start the unit and included the effects of minimum allowable runtime and environmental permits. Minimum runtimes were enforced by bidding a high start-up price, followed by very low running prices for the first few 5-minute periods until the minimum runtime expired. The running price was then escalated until it met the steady run cost, usually within one-half hour. The complete formulas by which generators automatically bid were presented above in Section III.E.2.

Backup generators that could not generate back into the distribution network were required to bid as consumers. Thus, non-parallelled backup generators always bid on the demand side, not the supply side, of the market. However, they could only bid the capacity of the load that they were backing up at the time of the market clearing. The offer, however, was also calculated to reflect the effects of actual startup costs, runtime costs, minimum runtimes, and environmental constraints.

The retail market was cleared every 5 minutes. All demand bids and supply offers were sorted by price while summing their cumulative capacity, thus producing the demand and supply curves for that market. The intersection of the load and supply curves always occurred in one point, which was published back to all bidders as the market’s clearing price and cleared power quantity. If the curves did not intersect, such as when the uncurtailable load quantity exceeded the sum of all supply bid quantity, then the market cleared at $9999 (infinity). This occurred only once in more than 100,000 market clearings during this project, corresponding to a single 5-minute interval during which the unresponsive demand did indeed exceed all available supply.

Help convey the system operation of the project’s real-time energy market, graph 3000 of FIG. 30 shows an example of a two-sided market clearing diagram 3-day “snapshot” for the operation of the project. The loads’ price bids are arranged from highest to lowest as one proceeds rightward toward higher total cumulative load. The supply price bids are shown ascending in price with increasing cumulative supply.

Supply. The extended, flat base price, leftmost on the supply curve, represents the base price for energy that can be delivered by the constrained feeder. The simulated feeder constraint is shown arbitrarily assigned by the project at 500 kW in graph 3000 (the location of the first step in the supply curve). This much power is readily imported into the region at a cost assigned equal to the bulk wholesale cost of electricity plus a small premium. The project chose to assign this wholesale cost by projecting hourly MIDC wholesale price data from the prior day, according to data collected from Dow Jones. The projection of day-ahead price was problematic only on Mondays and Sundays, for which day-ahead markets were unavailable. On these two week days, wholesale prices were projected without dynamics from known recent average and peak daily wholesale prices.

The higher priced plateaus toward the right of the supply curve are the offers received from the project’s real and virtual distributed generators. Due to cost and schedule constraints, with the exception of a single 30-kW microturbine, these distributed generators on the supply curve were simulated to emulate the market behaviors and performance of real distributed generators of various sizes.

Demand. The “infinite” demand-side bids by the uncontrolled project loads (vertical line leftmost on the demand curve) represent all loads of those residents who were not assigned to the real-time price contracts and also the dishwashers, refrigerators, lighting, and other loads in real-time contract homes that were not configured to bid into the market. The next large steps usually corresponded to the offers of the real and virtual emergency-backup diesel generators that bid the capacities of the loads they served. The multiple small steps even farther to the right corresponded to the responsive pumping loads and responsive residential loads in real-time contract homes.

Clearing Process. The project's published local marginal price for each interval is the price at which the load and supply curves intersected. The historic 5-minute local marginal prices are displayed as green diamonds in graph 3000 of FIG. 30. It can be seen that the recent history in this figure includes higher prices when the transmission constraint would have been exceeded and higher-priced distributed generation resources were started to avoid exceeding the constraint. As shown at present, however, those small loads bidding to the right of the intersection choose not to operate, and total system load is being held at the feeder constraint capacity (500 kW).

In general, if the total participants’ demand was less than the feeder’s capacity, the retail price was the same as the wholesale price. When the feeder’s capacity was exceeded, the retail price would rise according to how the retail market cleared. Those loads to the right of the intersection defer their operation also to help manage the constraint. However, all bidding loads share the responsibility and any discomforts equitably over time because the automated bid process dynamically prioritizes the loads according to their present needs. The loads are queued from highest bid to lowest. The highest bidding loads are permitted to run; low-bidding loads compete unsuccessfully in the market and do not operate. By using transactive control throughout the project’s region, a single local marginal price was sufficient to manage both load and generation resources in the region.

It is also interesting to view this 3-day period in another way. Graph 3100 of FIG. 31A shows the time history of loads and local marginal prices for the same 3-day period used in graph 3000 of FIG. 30. The total cleared load (black line) is the sum of the unresponsive loads on the system (i.e., things like household refrigeration and small appliances that were not controlled by the project, the blue line) and the controlled loads. When the total load approaches the feeder capacity limit (horizontal red line), the local marginal price (the black line of graph 3102 of FIG. 31B) increases sharply and helps keep the dynamic system load below the limit.

On the supply side of the market, the higher clearing local marginal prices become enticing to generators, which eventually turn on to increase the total allowable capacity of the region. The startup of distributed generators is concurrent with the instances where the total cleared load significantly exceeds the transmission constraint.

Zero Source and Load Bids

Having discussed an example of the system-wide, aggregate behaviors of the resources as they participated in the project's real-time market, the discussion now addresses the general methods by which the project's resources calculated their bids and offers into this market. The general approaches can be organized as
bids and responses from thermostatically controlled loads
responses from non-thermostatically controlled, non-bidding loads
distributed generator resource offers.

4. Transactive Control for Thermostatically-Controlled Equipment
The transactive control for thermostatically-controlled equipment was described above in Section III.A.
5. Water Heater Controls
The water heater control strategy that was utilized in the experiment was described above in Section III.B.
D. Residential Load Control
The purpose of this section is to explain the Olympic Peninsula Project’s interaction with its residential participants and the residential loads controlled by the project.
1. Project Locations
With assistance from BPA, the project identified opportunities and obtained permissions to recruit residential participants in and near Sequim and Port Angeles, Wash., on the Olympic Peninsula. These regions were located in the two utility service territories operated by PUD #1 of Clallam County and the City of Port Angeles. Several homes were also recruited in the service territory of Portland General Electric in Gresham, Ore. Eventually, 112 experiment participants were successfully recruited to participate in the Olympic Peninsula Project.

2. Recruitment Process
Potential participants for the project were recruited with the assistance of their local utility companies. The utilities targeted their recruitment efforts toward potential participants who would likely have high-speed Internet service, primarily electric HVAC space heating and cooling, an electric water heater, and an electric dryer.

The project received mailing lists for these potential participants from the utility companies. Recruitment letters were mailed to potential residential participants on the Olympic Peninsula. The recruitment letters listed the participation requirements and asked them to visit a project Web site to provide the project their contact information and answer a series of questions that were later reviewed to determine if the participant met the participation requirements. The project intentionally over recruited at this point, knowing that some of the invited applicants would become disqualified by later screening efforts to be conducted by the project’s automated Web site and by follow-up phone interviews. Despite much effort expended to recruit 200 participants, the project only located and successfully signed up 112 qualified participants.

The project also encountered challenges understanding the nature of space-heating equipment in applicant’s homes. The preference was for applicants having HVAC systems for both the heating and cooling of their homes. Unfortunately, the cool Olympic Peninsula has relatively little air conditioning load, and few suitable homes were found to have HVAC systems. However, the interaction of the project’s home automation equipment was obtained through thermostats, so the project ultimately also accepted applicants with all or part of their homes’ heating loads served by resistive heating as long as the home was served by one, or at most two, thermostats. The project attempted to clarify the types of home heating systems in the applicants’ homes by inquiring how many thermostats controlled the homes.

In this section, the residential-applicant qualities the project sought are summarized. The qualities sought were:

The applicant must be served by one of the two participating utilities. Two utilities had agreed to formally cooperate with the project. Utilities accepted the responsibility to replace participant revenue meters with the project’s advanced meters.

The applicants had to own and occupy their own homes throughout the project duration. The project required participants’ permissions to modify the homes’ electrical service and to attach control boxes with fasteners to walls. Unoccupied homes were avoided because the project wished to test the interactions of occupants with provided equipment.

The applicant must have HVAC space conditioning (later relaxed to the applicant having not more than two central thermostats). The project would interact with participating homes through one, or at most two, thermostats. The project wished to affect both heating and cooling loads.

The applicant must have at least one 30-gallon or larger electric, not gas or solar, water heater. Project load-control modules were to be installed between the electric water heaters and 240-VAC service. Only water heaters with reservoirs have the thermal energy storage that can be used for peak reduction in a way that would be accepted by participants.

The applicant must receive and subscribe to broadband Internet service. The project’s home gateway communicated with the project via broadband Internet connections. The project desired to interact with applicants who would be savvy enough to use their Internet user interfaces and to take project surveys online.

Each applicant’s revenue meter had to be within 60 feet of the home. This criterion was adopted soon after installations began, at which time the project learned this limitation of the premise wireless communications. At that distance, the wireless signal became unreliable.

Optionally, the applicant must use an electric, not gas, dryer. At a sample of these homes, the project investigated the broadcast of energy price information at the clothes dryers’ user interfaces.

4. Incentives
The project offered applicants (1) the use of project equipment for the management and monitoring of their home water heaters and space heating and (2) a total of $150, on average, cash earnings, more or less, depending on the occupants’ responses to the energy signals provided to them by the project. These incentives were offered in the initial recruitment letters to applicants and were carefully stated in the contract between participants and the project. Participants earned more than this amount due to an extension of the project one additional quarter beyond what had been initially planned.

At the beginning of each project month, each participant’s project account was refilled with an amount of cash. The amount of cash was unique for each participant, based on the participant’s assigned contract type and his/her historical consumption of electric energy at his/her home. During the month, cash was removed by the project from each account commensurate with the time and contract price at which each participant consumed electricity. The remainder, if any, was
returned each project quarter to the participant by check. Participants’ monthly accounts were never allowed to become negative.

0414 The participants’ incentive accounts were unaffected by customers’ normal electric utility bills. The incentive accounts only dealt with the differential electricity costs and benefits that the customers would have incurred had they truly been under contracts that might have differed from the fixed-price contract offered by their local electric providers.

0415 Quarterly, the project reviewed these accounts and calculated and mailed the project incentive checks. Some modifications were needed at these times to target the promised average compensation. These modifications were justified by the project because of limited project funds and the significant variability some of these contracts exhibited with seasonal temperature variations.

0416 5. Participant Obligations

0417 Each participant became contractually obligated to (1) make reasonable allowances for access by the project into homes to install, fix, or uninstall project equipment, (2) take initial and final surveys provided them by the project, and (3) occupy the home and interact with the provided project equipment. Participants were required to inform the project in advance if they would be unable to complete their project participation for any reason.

0418 6. Contract Types and the Assignments of Contract Types

0419 Participants were offered three types of electricity contracts: fixed, time-of-use (TOU) with critical peak price (CPP), and real-time price (RTP). Participants requested and were assigned to these three contract types and a fourth experimental control group in roughly equal numbers. The experimental price contracts did not change the existing obligations the customers had with their existing electric service providers.

0420 The following quoted educational information was provided to the participants concerning these contracts at the time they were asked to state their first and second preferences:

0421 “Fixed price program contract—This choice requires little or no involvement from you and little to no change in your electricity usage patterns. You are most likely to receive a small program payment with this contract choice.

0422 “The price of electricity under the fixed-price program contract will remain constant, regardless of when you use electricity or how much you use at any one time—just like the bill you currently receive from your local utility. In this program contract, there is no incentive for changing your usage when electricity is in short supply. However, you may affect your program bill by using more or less electricity.

0423 “Tips to minimize your program bill under this program contract:

0424 “Perform energy-efficiency strategies to save energy, such as turning down your thermostat, replacing incandescent light bulbs with compact fluorescent light bulbs, installing low-flow showerheads, switching from warm to cold water cycles in the washing machine, installing storm windows, checking and installing sealing and weather stripping, etc.”

0425 The project’s fixed price of $81/MWh (8.1¢/kWh) was selected and used for these contract participants. This price was determined by BPA project collaborators based on a forward market price for a comparably sized load, plus a small service provider markup.

0426 Following is the invitation for applicants to participate in the project’s time-of-use contracts:

0427 “Time-of-use/critical peak program contract—This program contract choice will require a moderate level of consumer involvement and change in your electricity usage patterns. You are most likely to receive a moderate program payment with this contract choice. By changing the time at which you use electricity, you may be able to reduce your program bills.

0428 “The price of electricity under the time-of-use/critical peak program contract will vary between three program rates:

0429 “Off-peak: this program rate will apply mid-day, night, and weekend hours when demand for electricity is typically at its lowest. The program rate during these times will be lower than what you currently pay your local utility.

0430 “On-peak: this program rate will apply in the weekday early morning and early evening hours when the demand for electricity is typically at its highest. The program rate during these times will be higher than what you currently pay your local utility.

0431 “Critical peak: this program rate will apply during times of power shortages or emergencies on the electrical grid (representing disruptions on the power grid, times of increased congestion on major transmission lines, etc.). The program rate during these times will be much higher than the ‘on-peak’ rate described above. There will be a limit to the number of these critical peak events for the year, each lasting no more than four hours, and you will be notified at least one day in advance so you can respond appropriately.

0432 “Your equipment will receive these price signals, and you can set your equipment to respond automatically to these rates as you desire. You can also take voluntary actions to reduce your household’s energy use during critical peak times. For your convenience and comfort, you can override your equipment settings at any time.

0433 “Tips to minimize your program bill under this program contract:

0434 “Choose the maximum economy selection when setting up your thermostat set points using the Invensys GoodWatts™ user interface.

0435 “Avoid overriding your controller.

0436 “Pay attention to notices of upcoming critical peak price events and be prepared to respond.

0437 “Eliminate all unnecessary use of electricity during critical peak periods.”

0438 Those residential participants assigned to the time-of-use with critical peak pricing contracts were invited to automate their homes’ responses for on-peak, off-peak, and critical peak periods using the energy-management equipment supplied them by the project. Prices were assigned by the project for each of these three periods, and these time-of-use prices and corresponding periods remained constant at least through a season. Participants were able to select from multiple comfort settings, much as has been described for those on real-time price contracts. During the on-peak periods, including that for a critical peak period, the homes’ thermostats would revert to a user-selected temperature setback, which would permit the homes’ temperatures to coast and avoid or defer energy consumption. Water heater operation could be curtailed during on-peak and critical peak scheduled periods. A critical peak event was called only once during the project for a 4-hour period between 2:00 AM to 6:00 AM. Invensys Control GoodWatts system had been
designed for time-of-use interactions, and the equipment was quickly and easily configured for participants on this contract. The time-of-use periods and their retail rates are summarized in Table 4.

<table>
<thead>
<tr>
<th>TABLE 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time-of-Use and Critical Peak Rates</strong></td>
</tr>
<tr>
<td><strong>Season</strong></td>
</tr>
<tr>
<td>Spring (Apr 24 Jul)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Summer (Jul 1 Sep)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Fall/Winter (Oct 31 Mar)</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

[0439] The project had perhaps oversold the contract by stating that participants could earn the greatest incentives by participating in this contract type.

[0440] The project’s contract assignment methodology first chose the control-group members at random, and then maximized the number of participants that got their first or second choices through an iterative random reassignment procedure. A control group assignment was made, but subjects were not offered the opportunity to volunteer for the control group. According to this method, a score is generated based on the square difference between numbers of customers receiving desirable assignments in each contract type. One randomly chosen subject is then changed from one group to another, and if the score is improved, the change is adopted. This process was repeated up to 1000 times until the score could no longer be improved. The final arrangement was adopted as the final customer contract membership.

[0451] At the conclusion of this assignment process, 49 percent of participants were granted their first choices, 16 percent received their second choice, and the remaining 36 percent were granted neither their first nor second choices. This last group is deceptively high because it included control-group assignments that could not have been requested by the participants. Final group memberships were nearly equal in size between the four contract groups. See Table 5. The final assignment of a specific program contract was communicated to each participant.

<table>
<thead>
<tr>
<th>TABLE 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Residential Contract Choices</strong></td>
</tr>
<tr>
<td><strong>Preference</strong></td>
</tr>
<tr>
<td>First</td>
</tr>
<tr>
<td>Second</td>
</tr>
<tr>
<td>Assigned</td>
</tr>
</tbody>
</table>

[0452] "Real-time pricing program contract—This choice requires the greatest consumer involvement and the greatest change in your electricity usage patterns. You are most likely to receive the largest program payment with this contract choice.

[0453] “The price of electricity under the real-time pricing program contract will vary every five minutes and somewhat unpredictably during the course of the week, the month, and year. Participants in this program contract can set and adjust an automatic response to the price signals by going to the Internet and choosing between maximum comfort, maximum economy, or some level of response in between. At any time, you can press a button on your thermostat to override your pre-set responses. Some equipment also will signal if prices are unusually high, so that you can choose whether to use electricity or not during that program price period. By using less electricity, especially when energy prices are high, you may be able to lower your program bills substantially.

[0454] “Tips to minimize your program bill under this program contract:

[0455] “Program the Invensys GoodWatts™ thermostats for your heating and cooling system and water heater for maximum economy.

[0456] “Avoid overriding your system settings.

[0457] “Voluntarily reduce your overall electricity usage as much as possible when the warning light is flashing, indicating that prices are unusually high.

[0458] “Perform energy-efficiency strategies to save energy, such as those listed above.

[0459] Behaviors of automated controls in the real-time price contract homes were described in Section III.A for thermostatically controlled space conditioning and in Section III.B for water heater controls.

[0460] “Control group—In addition to these three groups, a certain number of participants will be randomly assigned to a control group for the course of the program. If you are selected to be in the control group, equipment will be installed in your home, but you will not have a program account, program contract, or program bills. Control-group members will receive $150 over the course of the project in appreciation of their participation, regardless of how they save electricity.”

[0461] "Graph 3200 of FIG. 32 shows participants’ first, second, and assigned contract types. As shown, participants showed the strongest preference for real-time pricing contracts. This preference was somewhat surprising, but the
ments could function acceptably for a while even if Internet connectivity had been severed. [0456] The home gateway required that a VPN box be installed in locations having DSL Internet connectivity. Additional thermostats were used as wireless repeaters in several locations where distances or materials prevented successful wireless communication between system components. The gateways, VPNs, and modems were found to need periodic re-booting by the participants during the project. [0457] a. Water Heater Load-Control Module [0458] The water heater load-control module used in the experiment contained a 240-V AC switch and a means for wireless communications that permit it to receive, store, and respond to the curtailment commands and schedules that it receives. The load-control module could also tell the project whether the water heater was active or idle as a load. A load module was installed between each electric water heater and 240-V AC home service in each project home by licensed electricians. Based on users’ occupancy schedules, time-of-use schedules, critical peak events, or real-time contract commands, the load-control module switch could break the 240-V AC circuit, causing the water heater, if active, to shed or defer its load. A water heater load-control module is shown installed at a project home in image 3400 of FIG. 34. [0459] b. Communicating Thermostat [0460] Participants’ existing thermostats were replaced by GoodWatts wireless communicating thermostats. The thermostat was able to receive curtailment commands and was able to maintain simple scheduled occupancy modes with or without wireless connectivity to the remainder of the system. The liquid crystal display (LCD) panel of the thermostat displayed the system’s present occupancy setting and status and alerted the participant to special occurrences, like high energy price conditions. At the project’s conclusion, participants chose to either have their project thermostats left in place or removed and replaced by another. [0461] c. Advanced Revenue Meter [0462] A GoodWatts advanced revenue meter was also installed at each participating home by the local utility. This meter kept track of not only electricity consumption, but also the time during which the consumption occurred. The discrimination of electrical consumption by time was a useful component of the project. The meter’s present reading could be polled at any time to provide other functions and confirmations for the project. [0463] These meters became the property of the local utilities that installed them. Installation of the meters by the utilities represented the major technical interaction between the project and themselves. All participating project utilities elected to keep the revenue meters installed in place at the conclusion of the experiments. Image 3500 of FIG. 35 shows an installed project revenue meter. [0464] d. Clothes Dryer Module [0465] The project was able to display price information and curtailment requests on the front panels of approximately 50 HE² Sears Kenmore clothes dryers manufactured by Whirlpool Corporation. These clothes dryers were designed to display “Pr” concurrent with high price conditions and “En” during CPP and traditional curtailment requests. Image 3600 of FIG. 36 shows an example of this indicator feature. The starts of these displayed conditions were accompanied by an audible alert from the dryers. During these displayed conditions, clothes dryer users were required to push the start button a second time to acknowledge and override the condition alert. Otherwise, no changes in dryer performance occurred. Dryer operation was never directly interrupted by the project. [0466] The purpose of this project price interaction with dryers was to observe how participants might interact and provide fully voluntary price responsiveness at appliances that provide alerts, but no direct control action, for the appliance user. [0467] e. Participant GoodWatts Web Site Interactions [0468] Participants were able to view detailed 15-minute energy information for the historic operation of their thermostats, water heaters, and the rest of their appliances at a project website (termed the “GoodWatts Web site”). There, participants could review details of their appliance energy consumption for any 15-minute interval of the project. They could also review aggregate consumption histories as well. Images 3700 and 3800 of FIG. 37 and FIG. 38 show a participant interacting with his GoodWatts project Web site, and an example web page that participants might see when they enter their Web site. [0469] This Web site too was where participants could set their occupancy schedules and establish how each controllable appliance (e.g., thermostatically-controlled HVAC, water heater) should behave during each occupancy period. Time-of-use contract participants, for example, could establish their appliance behaviors for on-peak and off-peak intervals. All participants received the same energy-management equipment. However, participants were offered the opportunity to reconfigure the performance of their thermostats and water heaters during the experiment differently, depending on their assigned contract types. The list of available appliance controls by contract type is summarized in Table 6. [0470] Residents in every contract type could specify time-of-day occupancy schedules. The start and stop times of these periods, the desired space conditioning thermostat set points, and the on/off status of electric water heaters could be scheduled for one or more occupancy periods. Any restrictions imposed by occupancy schedules override responses from time-of-use or real-time price schedules or commands. For example, a water heater held off by its user’s occupancy schedule was not then available to curtail its load as a price response. [0471] Real-time and time-of-use contract residents were further allowed to configure their relative desire for comfort versus economy by selecting comfort settings for their thermostats and water heaters. Time-of-use contract customers were able to specify absolute thermostat setbacks that would apply during peaks and critical peaks and the preferred on/off behaviors of their water heaters too during these times. The real-time contract customers, however, selected from seven comfort setting options (more if pre-cooling options are counted too) for their thermostats and five comfort setting options for their water heaters. From the customers’ perspectives, these options were simply a continuum ranking, allowing customers to state their preferences between maximum comfort (price would not affect thermostat set back) and maximum economy (customers recover as much of their project shadow account as is possible by allowing large setbacks). These settings, for example, affected the likelihood that real-time contract customers’ water heaters would be permitted to run during consecutive 5-minute intervals. [0472] Control and fixed-price group members could only set their occupancy modes and corresponding thermostat set points. The only difference between the control and fixed-contract groups was that the fixed-price contract members could achieve an energy-efficiency benefit through the shadow market; control group members could not.
Participants on the real-time price contracts selected one of five water heater comfort settings and one of seven thermostat comfort settings. These options established acceptable temperature limits and response curves for thermostats and likelihood functions for water heaters, respectively. These options are summarized in Table 7. Note that the comfort-settings options were offered to participants in this way as a limited number of descriptive options. The resulting computations were performed, and range parameters were set in the background.

<table>
<thead>
<tr>
<th>Water Heaters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative RT</td>
</tr>
<tr>
<td>---------------</td>
</tr>
<tr>
<td>X</td>
</tr>
</tbody>
</table>

The project also encountered a number of homes having service other than the desired 200-ampere, split-phase meters that were unsuitable for use with the chosen energy-management system.

Additional routers were needed in conjunction with the home gateway wherever DSL home Internet service existed. The Internet communications were not entirely stable during the project, requiring the periodic re-booting of gateways and routers, especially after stormy weather. Project personnel often had to monitor these communication outages and had to consequently phone participants to help them conduct manual re-boots and re-establish connectivity on behalf of the project.

### Table 6

**Appliance Control Summary by Residential Contract Type**

<table>
<thead>
<tr>
<th>Thermostats</th>
<th>Water Heaters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>X</td>
</tr>
<tr>
<td>Fixed</td>
<td>X</td>
</tr>
<tr>
<td>TOU</td>
<td>X</td>
</tr>
<tr>
<td>RTP</td>
<td>X</td>
</tr>
</tbody>
</table>

### Table 7

**Appliance Comfort Settings and Resulting $k_w$ and $k_r$ Values**

<table>
<thead>
<tr>
<th>Water Heater</th>
<th>Thermostat</th>
<th>$k_w$</th>
<th>Comfort Setting</th>
<th>$k_{T_L}/k_{T_H}$</th>
<th>$T_{min}/T_{max}$</th>
<th>$k_w$</th>
<th>Heating</th>
<th>$k_{T_L}/k_{T_H}$</th>
<th>$T_{min}/T_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum comfort</td>
<td>2.0</td>
<td>1/1</td>
<td>Maximum economy</td>
<td>0/10</td>
<td>1/1</td>
<td>-10/0</td>
<td>0/10</td>
<td>1/1</td>
<td>-10/0</td>
</tr>
<tr>
<td>Balanced economy</td>
<td>1.5</td>
<td>2/2</td>
<td>Balanced economy</td>
<td>0/10</td>
<td>2/2</td>
<td>-10/0</td>
<td>0/10</td>
<td>2/2</td>
<td>-10/0</td>
</tr>
<tr>
<td>Balanced</td>
<td>1.0</td>
<td>3/3</td>
<td>Balanced economy</td>
<td>0/10</td>
<td>3/3</td>
<td>-10/0</td>
<td>0/10</td>
<td>3/3</td>
<td>-10/0</td>
</tr>
<tr>
<td>Balanced comfort</td>
<td>0.5</td>
<td>1/1</td>
<td>Balanced comfort</td>
<td>0/5</td>
<td>1/1</td>
<td>-5/0</td>
<td>0/5</td>
<td>1/1</td>
<td>-5/0</td>
</tr>
<tr>
<td>Maximum comfort</td>
<td>0.6</td>
<td>3/3</td>
<td>Maximum economy</td>
<td>0/5</td>
<td>3/3</td>
<td>-5/0</td>
<td>0/5</td>
<td>3/3</td>
<td>-5/0</td>
</tr>
<tr>
<td>Balanced</td>
<td>1.5</td>
<td>2/2</td>
<td>Maximumcomfort</td>
<td>3/10</td>
<td>2/2</td>
<td>-10/3</td>
<td>3/10</td>
<td>2/2</td>
<td>-10/3</td>
</tr>
<tr>
<td>Balanced comfort</td>
<td>0.6</td>
<td>3/3</td>
<td>Maximumcomfort</td>
<td>3/10</td>
<td>3/3</td>
<td>-10/3</td>
<td>3/10</td>
<td>3/3</td>
<td>-10/3</td>
</tr>
<tr>
<td>Maximum comfort</td>
<td>0.6</td>
<td>2/2</td>
<td>Maximumcomfort</td>
<td>3/5</td>
<td>2/2</td>
<td>-5/3</td>
<td>3/5</td>
<td>2/2</td>
<td>-5/3</td>
</tr>
<tr>
<td>No price reaction</td>
<td>0/0</td>
<td>3/3</td>
<td>Maximumcomfort</td>
<td>3/5</td>
<td>3/3</td>
<td>-5/3</td>
<td>3/5</td>
<td>3/3</td>
<td>-5/3</td>
</tr>
</tbody>
</table>

*With pre-heat and pre-cool option.

*_{T_{min}}$ and $T_{max}$ are expressed as $^\circ$ F. above or below the present thermostat.
also implemented and studied. Details of this implementation and study are described above in Section III.E.

[0485] H. Data Analysis Results

[0486] This section presents and describes major analysis findings from the Olympic Peninsula Project.

[0487] 1. Chosen Equipment Settings

[0488] Overall, the thermostat cooling and heating temperatures chosen by residential participants throughout the project were distributed as expected for the population, with a few outliers for those thermostats that were installed in unusual locations because they were being used by the energy-management-system vendor as wireless relays. No easy way was found to differentiate the thermostats used as communication relays from those truly used as thermostats.

See graph 3900 of Fig. 39. This figure reflects the participants' chosen thermostat set points (desired heating and desired cooling) and the thermostat temperature limits (e.g., $T_{L,T}$ and $T_{U,T}$) that the participants selected through their comfort setting choices. In this figure, the set points and limits are included for every participant's various occupancy modes (e.g., sleep, away, return) and for participants in every contract type. The data query included initial thermostat settings and all changes in those thermostat settings configured through participants' GoodWatts Web sites during the project. The set points are in no way weighted for the fraction of time the thermostats spent in any of their occupancy modes, which might make the shown temperature ranges appear more spread out than what was in fact tolerated by participants most of the time.

[0489] Real-time price participants were further offered the ability to choose comfort settings for their water heaters and thermostats. As has been described, this setting allowed the participant to place more or less emphasis on either comfort or economy, using the price fluctuations in the real-time price to avoid high-price consumption and encourage low-price energy consumption. A snapshot of the distribution of these comfort settings is shown in Table 8. The data query was based on $k_r$ values (see Table 7) only and was therefore unable to distinguish all comfort settings. The table also fails to distinguish those who selected the pre-heat and pre-cool option. The data query includes initial settings and changes in those settings that were requested by participants for any of their occupancy modes during the project. The distribution also does not weight the comfort-setting distribution for the amount of time spent in each occupancy mode or its comfort setting. Most real-time contract participants maintained a balanced comfort setting intermediate between the extremes. Incidentally, this balanced setting was also the starting point assigned to all such participants' thermostats at the beginning of the experiment.

[0490] While not bidding their value into the real-time market, real-time contract participants could configure their residential water heaters' comfort settings to be more or less sensitive to electricity price fluctuations. Among the 28 percent of residential participants on the real-time contract, 61 percent chose to use some water heater price response, as shown in Table 9. The numbers show the original comfort settings and all changes in comfort settings for any occupancy mode during the project. The comfort-setting distribution has not been weighted for the amount of time spent in each occupancy mode having these comfort settings.

[0491] By comparing Table 8 and Table 9, it can be seen that participants were relatively more tolerant of price control for their thermostats than they were for their water heaters. Perhaps even more real-time contract participants would have chosen price responsiveness for their water heaters had the project not encountered a water-heater control problem early in the experiment that caused multiple participants to thereafter disallow such control by the project. The water heater control issues were rectified, but participants did not thereafter retry the more aggressive control options.

### Table 8

| Snapshot Summary of Real-time Contract Participants' Thermostat Comfort Settings |
|---------------------------------|---------------------------------|---------------------------------|
| No Price Reaction               | Comfortable                     | Balanced Maximum                 |
| Economy/Maximum                 | Comfort                          | Economy/Balanced Maximum         |
| Maximum Economy                 | Comf 67%                        | Economical Comf                   |
|                                | 1%                             | 10%                              |

[67] Table does not distinguish comfort setting modes with and without the pre-heat and

[0492] 2. Network Performance

[0493] The project relied on two types of telemetry: (1) the broadband communication between the gateways and the project; and (2) the wireless telemetry of energy-management system data within a residential premise. The project collected data that permits it to address the reliability of the broadband "network" communications.

[0494] The reliability of telemetry was essential to the proper operation of the real-time market because both the total unresponsive residential load and the individual real-time bids were dependent on the telemetry reports from participants' meters. Any meter not reporting load within the 5-minute period before market clearing was excluded from the virtual feeder load for that market. Graph 4000 of Fig. 40 shows the daily network performance for the duration of the project.

[0495] It can be observed that it took nearly two months at the beginning of the experiment to improve the communications to a steady level that was maintained thereafter throughout the remainder of the experiment. The reliability of the network communication of consumption, bid, and price signals ranged from about 55 to 80 percent, on average, for the four contract groups. The reliability of communications for the four contract groups clearly differs, but the causes for such differences cannot be easily assigned. The bandwidth communicated by the equipment of each contract type was similar.

[0496] 3. Residential Incentives and Savings

[0497] Each residential participant's incentive account was re-filled at the beginning of each month. The participant's account balance was then diminished through that month commensurate with his energy consumption at his contract's energy price. The amount placed in each account each month...
was based on the participant’s historical energy consumption for the year or two before the project. Because these accounts addressed only the marginal costs of energy, small changes in participants’ behaviors and the weather caused wild fluctuations in account remainders. The project found it necessary to correct these account balances to adhere to the expectations it had communicated to residents at the beginning of the project and to stay within project incentive budgets. This problem would not have occurred had the project affected participants’ total bills rather than only the marginal portion.

[0498] In theory, the incentive payments should have been based strictly on the balance remaining after charges were deducted from the income given. However, in recruiting participants, the project had guaranteed that the average incentive payment for each contract type would be $150. Control-group members would have no opportunity to make more money, fixed-price members would have minimal opportunity based on overall reduction of energy consumption, time-of-use members would have moderate opportunity to make more money based on shifting their energy consumption to off-peak hours, and real-time members would have the most opportunity to make money by selecting aggressive economy options on their appliances. Graph 4100 in FIG. 41 shows the extent to which these goals were accomplished. Project analysis has not yet resolved why those in the fixed-price contract group appeared to receive less than the targeted $150. The average target incentive goal was hit by three of the four contract groups. The spread in participants’ incentive payment distribution increased from control contract to fixed, time-of-use, and real-time price contracts.

[0499] The expected participant savings were estimated by computing the balance of the incentive income remaining after the energy charges were deducted. The incentive account starting balances, and consequently the savings, were computed based on each participant’s historical energy consumption. Energy charges were computed using the contract type and the corresponding energy price for the energy consumed at that price. Therefore, a participant who used electricity exactly as he had the previous years and under his previous contract type should have realized no savings. This comparison from one pricing contract to a second is designed in the industry as revenue neutral. See Graph 4200 of FIG. 42. Control-group participants, as the reference for this comparison, could receive no savings. Their project payments were not at all influenced by their energy consumption. Participants in the fixed-price contract received about 2 percent savings compared to the control group, the time-of-use group saved 30 percent, and the real-time price contract group saved 27 percent. It is interesting to note the skew in the distribution of real-time savings, with the average monthly savings being somewhat less than for time-of-use, but the median savings significantly greater than time-of-use participants’ savings. This skew is probably caused by the significantly greater savings incurred by those individuals in the real-time contracts who selected the most economical appliance options compared to those who selected more comfort.

[0501] Although participants received only incentive checks, the project collected energy price and usage data necessary to produce a model of the revenue stream for a fictitious utility serving the project’s virtual feeder.

[0502] Energy consumption peaked during the winter months, and energy use was roughly equally distributed over the four contract groups, as seen in graph 4300 in FIG. 43. Note that real-time group members were effectively assigned to the control group early in the project during April because of initial operational problems with the real-time thermostat controls.

[0503] The differences in mean energy consumption between the contract groups were small but measurable (Table 10). Time-of-use contract members consumed less energy, on average. The real-time and fixed price contract groups used successively more energy. The variances of these measurements were large. A pair-wise signed-rank test conducted on this data confirmed all groups’ energy consumption were statistically different at a 5 percent confidence level or higher.

[0504] All participants paid more for electricity in winter months (graph 4400 in FIG. 44). However, participants on the real-time price contracts paid both proportionally more and more on the basis of average energy price (shown in graph 4500 in FIG. 45) than their counterparts having other contract types. Graph 4500 in FIG. 45 further suggests that at least one of the initial project contract price estimates had somewhat missed its mark. The average real-time retail price probably should have exceeded the fixed price during the winter months. It did not.

<table>
<thead>
<tr>
<th>TABLE 10</th>
<th>Mean Daily Energy Consumption per Home (April to December)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contract Type</td>
<td>Mean daily energy consumption (kWh)</td>
</tr>
<tr>
<td>Control</td>
<td>47</td>
</tr>
<tr>
<td>Fixed</td>
<td>49</td>
</tr>
<tr>
<td>Time-of-use</td>
<td>39</td>
</tr>
<tr>
<td>Real-time</td>
<td>47</td>
</tr>
</tbody>
</table>

[0506] The project adopted the MIDC wholesale price as the base of its dynamic local marginal price. This price was received by the project by subscription to a Dow Jones service. Because the price was published one day later for the hourly closing prices on the previous day, this price was necessarily projected forward and used as if it were available hourly without delay. Recall that the project’s local marginal price was roughly equivalent to this wholesale price most of the time, whenever the project virtual feeder operated well below its distribution constraint capacity.

[0507] Graphs 4600, 4602, 4604, and 4606 in FIGS. 46A-D summarize the wholesale-price behaviors during the project. The dynamics and some longer-term trends in the wholesale price can be observed, but the MIDC wholesale price was most frequently near $50/MWh. The price is seen to shoot above $400/MWh briefly near the 270th day of the experimental period, and, at the other extreme, the price did indeed fall to and remain near zero at times. The price duration curve of graph 4606 in FIG. 46D is very flat just above the price of $50/MWh. The wholesale price was significantly elevated for only about 20 hours of the year. While most project market price control was asserted to manage the local feeder constraint and thereby improve the efficient use of the local infrastructure, it should be observed that the project’s market also necessarily responded to these few hours of high wholesale price, which, one would assume, addresses more global grid-wide system efficiencies and constraints. The observed dynamic behavior of the wholesale prices, even without the additional congestion-management values added by the
project’s market and local marginal price, suggest that utilities and their customers might reap market rewards by tracking even wholesale price signals if they can be communicated to utilities and customers promptly.

[0508] 6. Residential Load Shapes

[0509] Residential participant load behavior was affected by participants’ choices of contract. The load shapes for project participants’ residences are shown in graphs 4700, 4702, 4704, and 4706 of FIGS. 47A-D, where separate figures are presented for the four seasons. “Winter” refers to January through March, “spring” refers to April through June, and so on. The figures are also separated out to show weekday (Monday through Friday) behaviors and weekend (Saturday and Sunday) behaviors. No special efforts were used to eliminate from these figures or report load behaviors for holidays.

[0510] It is no surprise that these Northwest residential loads demonstrate winter peaking with two distinct daily peaks. The largest peak occurs at about 7:00 AM, and the second, smaller peak, occurs at about 6:00 PM.

[0511] Small differences in these load shapes for the entire residential load can be seen for the behaviors of the various contract types. Time-of-use was most effective at reducing peaks for entire residential loads. Indeed, the difference in the time-of-use rate between peak and off-peak rates was a factor greater than 5 and earned a significant response. Time-of-use control, however, resulted in abrupt, not smooth, load changes during the start and end of the peak intervals, which were applied to the population at the same time, the effect of which could be detrimental. Furthermore, the fall weekend day graph shows that the improper assignment of the peak interval (people awaken later on the weekend) can perhaps exacerbate rather than reduce the peak, making it more pronounced, albeit delayed.

[0512] The real-time contract load behavior is perhaps smoothest. The fact that the real-time price control is active only when it is most needed implies that, on average, the real-time price control would not and did not result in the lowest average peaks. Evidence will be provided later that the real-time price control strategy was, nonetheless, effective at reducing congestion peaks when it was most important to do so.

[0513] The real-time contract group had a shifted load shape for its thermostatically controlled space conditioning that was directly responsive to market price. Graphs 4800 and 4802 of FIGS. 48A-B show the actual and counterfactual thermostat loads for thermostatically controlled space conditioning of real-time contract homes during the most- and least-constrained periods of feeder control. Because all participant bids for real-time price contracts were recorded when the market cleared, both the actual and counterfactual energy could be computed for each market period. The actual energy is the power cleared multiplied by the 5-minute duration of the market. The counterfactual energy is the energy that would have been used had the market cleared at the average, not the cleared, price (with a zero price deviation). Therefore, the counterfactual energy is defined as the market interval multiplied by the sum of each power that each customer would have consumed had the price not deviated (had the market cleared at the average price). The counterfactual load curves of FIGS. 48A-B show credible heating load behavior and also the anticipated behavior of space conditioning during the constrained fall period. However, the real-time market price induced an interesting shift of the thermostatically controlled load whether feeder supply was being constrained or not.

[0514] When demand was high and the system was constrained, the shift of real-time demand to off-peak hours was significantly larger because of the large local marginal market price differential between off-peak and peak hours. Recall that the real-time price contract tracks a daily average local marginal price and therefore allows, or even encourages, energy consumption in the early morning when daily prices are lowest. Some participants selected comfort settings that further exaggerated this shift by pre-cooling or pre-heating their homes by up to 3° F. when market prices were much below average. This shift occurred on both constrained and unconstrained days. On unconstrained feeder days, price volatility moderated, and the thermostats (responding to numbers of price standard deviations above or below the average price) became increasingly sensitive to smaller diurnal price variations. While the transactive control design did not explicitly predict future price, the diurnal nature of the price itself effectively induced opportunistic pre-heating or pre-cooling more successfully than the project had anticipated. Other strategies do not use off-peak energy as effectively as real-time price-responsive demand does, and therefore, the real-time controllers used more energy during those off-peak hours when electricity happened to be a bargain.

[0515] While interesting, the energy consumption shift exhibited by these thermostats was insufficient to visibly shift the load curves for entire RTP contract homes. The heating energy cleared through the bidding process was only a fraction of what might be anticipated for the heating loads of these homes. Thermostats using “no reaction” occupancy modes, for example, did not bid and would therefore have diluted the average energy consumption of the RTP thermostat population.

[0516] The only consistently measurable energy-use impact that can be observed is the energy-use reduction of time-of-use participants during peak hours. The real-time price energy reduction only occurs during actual peak conditions and cannot be easily discerned in the aggregate load shape, which includes both peak and non-peak load conditions. In contrast, the peak time-of-use price signal is applied during certain hours of a day, obviating to whether electricity truly becomes constrained during that period.

[0517] 7. Commercial Load Shape

[0518] Graph 2400 of FIG. 24 shows the load shapes for the MSL buildings. The MSL buildings are office and laboratory facilities with a relatively constant load through each day. Some variation, caused by facility occupancy, was shown between weekdays and weekends. The shown load shapes were not broken down by season. Some seasonal variation would be expected, of course.

[0519] 8. Feeder Capacity

[0520] The virtual feeder capacity constraint was varied two times throughout the project to explore the responses of residential and commercial, supply and demand, feeder resources operating under different feeder supply constraints. The feeder constraints are summarized in Table I. One of the most interesting periods of feeder activity was observed during late October when the feeder capacity was at its lowest value relative to total feeder demand. Graph 4900 and 4902 of FIGS. 49A-B show feeder demand during two such weeks.

[0521] The counterfactual demand was deduced by examining the loads’ bids. Knowing the bid strategy used to gen-
erate bids and knowing the control strategy used to manage the device load, one can deduce what the prevailing conditions were at the time the bid was generated. From this, it can be inferred whether the device would have been running were the real-time price and market feedback unavailable (i.e., if the load were responding to an immutable, average price.)

[0522] It can be seen in week 30 (FIG. 49A) that whenever the counterfactual demand exceeded the feeder capacity, the actual demand was held down for a time, either until system demand decreased or until the economic incentive to start the first distributed generating unit overcame the cost of starting it. At this time, the sum of feeder capacity and distributed generation was temporarily allowed to exceed the feeder limit. It can be seen in week 31 (FIG. 49B) that this process can result in flat demand for extended periods, with the demand tracking the available generation, rather than the other way around.

| TABLE 11 |
| Summary Application of Distribution Capacity |
| Dates | Capacity (kW) |
| 1 Apr-22 Sep | 1500 |
| 22 Sep-8 Dec | 500 |
| 8 Dec-31 Mar | 750 |

[0523] This phenomenon can be easily explained by considering how the actual demand is determined by the real-time market. When the demand is very low, the feeder itself is the marginal energy supplier, and the local marginal price is set at the feeder’s bid price—very near the wholesale energy cost. Under these conditions, the load fluctuates while remaining below the feeder capacity, and the price remains constant, as shown in graph 5000 of FIG. 50A. However, as the demand increases, the consumers become the marginal resources, and the feeder is run at capacity, as shown in graph 5002 of FIG. 50B. Under these conditions, the price fluctuates, but the load remains constant. If the demand continues to increase, then at some point, the real-time price raises high enough to start the first distributed generating unit, which then becomes the marginal supplier. This returns us to the previous condition where the price is constant, but the load fluctuates, as shown in graph 5004 of FIG. 50C.

[0524] It is interesting to note the decreased effectiveness of the real-time price control when severe weather conditions made demand less capable of responding to price, as was the case during week 36, shown in graph 5100 of FIG. 51. In this case, there were comparatively fewer satisfied loads bidding on the demand side, and this resulted in much closer tracking of the actual to counterfactual demands.

[0525] This illustrates the need to have a substantial amount and diversity of loads that can follow real-time prices under extreme weather conditions. There must remain enough satisfied load that can respond to increasingly high prices under constrained supply conditions. Indeed, the severity of the demand-response shortage can be seen when the feeder capacity was increased on Friday. Immediately after the relaxation of the feeder constraint, the load exceeded the counterfactual demand for nearly half the day until normal operating conditions were restored.

[0526] 9. Project Peak-Load Reduction

[0527] One interesting figure of merit for the project is the actual reduction in peak load observed during the experiment. Graphs 5200, 5202, and 5204 of FIGS. 52A-C provide an interesting estimate of effective peak-load reduction during each of the three imposed feeder constraints. The separations between the actual and counterfactual curves become increasingly greater near the peak load (toward the left of each graph) and for the progressively more constrained feeder operating conditions from 1500 kW (FIG. 52A) to 500 kW (FIG. 52C). A plateau occurs in the actual load curves at each respective constraint magnitude, where load is actively being deferred to manage the feeder constraint. The widths of these plateaus represent the duration for which the loads acted as marginal market resources reducing capacity and holding the local marginal price constant near the wholesale price. Operation to the left of these plateaus eventually required that distributed generators be included into the generation mix. Other plateaus appear where the loads are perhaps managed as marginal resources, again to avoid calling upon second or third distributed generators to run. The reduction of peak load appears to have been about 5 percent for the 750-kW constraint period and up to 20 percent for the 500-kW constraint period. According to these load-duration graphs, there was about a 5 percent increase in “peak” load for the 1500-kW unconstrained period, a result which the project cannot yet explain.

[0528] The power flowing through the feeder distribution line divided by how much power would have flowed through the line had the demand response and distributed generators not been operating will be called “peak reduction.” The project estimated the peak reduction achieved in the entire feeder by the project’s control of a limited number of the residential, commercial, and municipal resources on the feeder. The summary for these peak reduction estimates is found in Table 12. The project achieved impressive 19 percent and almost 30 percent average peak reductions for the 750- and 500-kW constraints, respectively. No peak reduction is estimated for the remaining 1500-kW feeder constraint condition, which never experienced challenging feeder congestion conditions and needed no peak management.

| TABLE 12 |
| Average Peak Reduction during Constrained Project Periods |
| Period | Constraint | Mean Reduction | Sigma |
| Fall | 500 kW | 29.7% | 18.7% |
| Winter | 750 kW | 19.0% | 9.7% |

[0529] Graph 5300 of FIG. 53 shows the weekly peak reductions when the project constrained the feeder. The counterfactual (“would have been”) load was calculated by using the buy bids to compute what the loads would have consumed had the market cleared at the average daily price with no variance. Since no distributed generators would have operated for the counterfactual, their operation was always excluded from the counterfactual projection. During the other two more constrained periods, peak reductions for many weeks greatly exceeded the reported averages.

[0530] One important result for the project was its successful management of feeder power constraints under peak load conditions, as is shown in graphs 5400, 5402, and 5406 of FIGS. 54A-C. Whenever the feeder became constrained, additional supply was offered to, and in some cases delivered to, the load by distributed generators from within the feeder. The capacity of these distributed generators was seamlessly
offered and cleared through the project’s market. For the 500-kW feeder, the peak total demand bid capacity was 1,264 kW, and the peak cleared supply was 901 kW. For the 750-kW feeder, the peak total demand bid capacity was 1,280 kW, and the peak cleared supply was 1,138 kW. For the 1500-kW feeder, the peak demand bid and peak cleared supply were both 649 kW. Note that the virtual feeder itself was successfully managed to remain under its imposed distribution capacity limit (i.e., 500, 750, or 1500 kW) for all but one brief interval. In only one instance (under the 500-kW feeder) did the market fail to clear because the total supply offer was less than the portion of the demand bid from unresponsive, uncontrolled loads. During that single 5-minute period, the feeder supplied 520 kW, which was 20 kW (0.2 percent) over its limit.

[0531] 10. Consumer Surplus

[0532] “Consumer surplus” is that excess portion of satisfied load bids that exceeds the eventual closing market price in a two-sided market. In this sense, it can be represented by the shaded region in the market closing diagram 5500 of FIG. 55. It represents the bids from experiment participants that were “left on the table” unclaimed by the utility. The consumer surplus is the basis of an argument for price differentiation. The utility can capture more revenue if it can differentiate its service and price accordingly for supplying the highest bidding customers who consistently bid at the top left of the shown load curve.

[0533] The project examined the consumer surplus for both residential and commercial real-time participants. The residential consumer surplus was very small compared to the commercial consumer surplus, as is shown in graph 5600 of FIG. 56. This result was unexpected given that commercial loads are often given a discounted differentiated price, the opposite of what is suggested here.

[0534] The discrepancy between consumer surpluses of the commercial and residential load populations can be explained as follows: in fact, available resources for demand response at the commercial level were small compared to total demand of commercial buildings. The control system used the real-time price market signal to control the variable air volume dampers of commercial HVAC. From December through March, price also controlled the commercial electric boiler. However, the generating units adjacent to the commercial building could not be run on-grid, forcing those generator units to bid on the demand-side, and only for the displacable load value of the served building load. The price of these distributed generator load bids was for the generator start-up with a minimum runtime 30 minutes, which was typically very much greater than the clearing price of the market. This suggests that the presence of the non-synchronous generators on the load side of the market artificially inflated the apparent bids of the commercial load entities and thus the magnitude of the commercial consumer surplus.

[0535] It should also be stated that commercial entities have more market clout than do residential customers and might have superior opportunities to change from one electricity supplier to another. This additional market force might entice suppliers to hold electricity prices low, even if commercial consumer surplus is shown to be high.

[0536] The consumer surplus expressed by hour of day and seasonally, as shown in graph 5700 of FIG. 57, reveals the degree to which consumer surplus varies during peak demand periods. Seasonally, the load and resource market lines intersect more steeply during fall and winter, thus increasing the consumer surplus during much of the day. However; during the peak heating hours, the consumer surplus diminishes with higher closing prices. This observation confirms that the real-time price control does indeed capture the economic value of demand for the utility during peak periods.

[0537] 11. Production Dispatch

[0538] Distributed generating units were dispatched based on whether their bids cleared the market. The peak distributed generation dispatch in December (graph 5800 in FIG. 58A) is most likely due to the extreme shortage of wholesale power imposed on the project’s feeder until December 8. After that date, the feeder capacity was increased from 500 to 750 kW, and thus less generation dispatch was required. The peak distributed generation dispatch hour was around 8:00 AM, with a smaller peak around 6:00 PM (graph 5802 in FIG. 58B). This observation coincides with the demand load shapes presented earlier.

[0539] 12. Contract Type Mixtures for Achieving Desirable Risk/Benefit Ratios

[0540] An innovative analysis approach was developed by and applied to the project market results. In this approach, analysis tools common for the selection of asset portfolios are applied to mixes of price contract types.

[0541] a. Efficient Frontiers

[0542] The concept of efficient frontiers was introduced in 1952 by Nobel Prize winner Harry Markowitz (1952) as part of the Capital Asset Pricing Model (CAPM) for portfolio theory. The principle is that combining several stocks into a portfolio can decrease the overall risk below that of any individual stock while still attaining a comparable return.

[0543] Diagram 5900 in FIG. 59 depicts this idea. The area in green shows all possible ways (weightings) to combine a group of stocks to make up a portfolio. The top leading edge of this diagram, the efficient frontier, provides the optimal combinations (weightings) of these stocks. This top and left boundary provides the highest return for the lowest risks. No person should wish to invest in a portfolio below the efficient frontier. From below the efficient frontier, the return can always be increased without increasing the risk, or analogously, decrease the risk, for the same return.

[0544] For the stock market, risk is defined as the volatility of a stock. In its truest form, diagram 5900 shows that any number of normal random variables distributions combine to form a unique random variable distribution. The optimal way to combine any set of normal random variables can be determined.

[0545] The project poses the question, “Given several types of markets that can be offered to customers, what is the optimal combination of these markets to offer?” The Olympic Peninsula Project compared three principle market types: a fixed-price contract, a time-of-use contract, and a real-time price contract. Data obtained over a 1-year period make up the random variables that are needed to perform efficient frontier calculations.

[0546] The efficient frontier diagrams for contract types do not necessarily have the same implications as they do in stock analysis. For example, a point on the efficient frontier in stock analysis is by definition considered “good”; however, the efficient frontier for contract type analyses may be good or bad. This analysis does not provide conclusive answers, but rather it provides a rich mechanism to evaluate the consequences of any given contract type mix. Whether a mix is good or bad depends upon the objectives of the utility.
Combining Distributions

Consider two normal distribution curves, each defined by its mean and standard deviation. Diagram 6000 in FIG. 60 shows these two curves (bold blue). Remember, these two curves represent two different sets of data. For example, the first curve might represent income from selling only wheat, the second, only barley. What income should be expected by selling both wheat and barley? The green normal distribution functions result. There are many of these curves, each representing a different mix of wheat and barley. Together, all these curves represent all possible income levels obtainable by selling different combinations of wheat and barley.

It might be assumed that the mean value of each curve would simply follow a relatively straight line between the two curves, but as can be seen, that does not happen. More is going on. An efficient frontier has been created. Mathematically, this is simply combining the two probability density functions together in different proportions.

Diagram 6100 of FIG. 61 shows another way of viewing this same result. What mixture of wheat and barley should be sold given that the income (mean) and variability in income (standard deviation) of all possible proportions of wheat and barley are known? If the only goal is to increase income, then all of the barley should be sold. But what about the variability of the income? This may also be important if regular proceeds from sales are needed to support operations.

For argument’s sake, let’s assume that the income stream is important, so it is desirable to have as consistent an income as possible. A person would be willing to sacrifice a little profit to make this happen. In this case, the optimal mix of wheat and barley occurs at mean 2.6 and standard deviation near 0.165. Anywhere between this point and point #2 (all barley) would be the efficient frontier, which have been denoted as small circles on this graph. It would be necessary to never drop below this optimal point, however, because then a decrease in income would accompany the variability of income.

What if wheat were sold exclusively? Given these observations, by selling a little barley along with the wheat, the income would both increase and become more stable.

Now we will leave the examples of wheat and barley and consider the electric power utility industry. In the Olympic Peninsula Project, there were three types of residential contracts offered to consumers of electric power: fixed price, time-of-use, and real-time price.

Diagram 6200 in FIG. 62 was created from the peak energy data measured over the duration of the project. Only at the times of the year and the day when energy consumption was high were data used for this analysis. Specifically, the time of year from November 1 to December 8 and the hours of the day from 6 to 9 AM and from 6 to 9 PM were used. These data represent the times when the electric power system was at its highest capacity, and therefore they represent the best time to look at how effectively the different project contract types influenced the system capacity.

An efficient frontier analysis was performed. The shaded surface represents all possible proportions of combining the three contract types. The three sharp points at the ends of the shaded regions represent the three pure contract types. For example, the word “fixed” appears near the coordinate (1.04, 1.075). As one moves away from the corner points in the shaded region, three contract types start mixing together. The Olympic Peninsula Project itself had a mixture of roughly 1/3 of each contract type, represented on this figure by a red dot.

If a utility wishes to reduce its peak energy use during its times of high capacity, diagram 6200 in FIG. 62 suggests the utility should select a contract mix as low as possible on the peak energy axis. This point happens to correspond to a 100 percent time-of-use contract assignment for this project data. It might be assumed that the utility would want the variability also to be low. However, once the peak is low enough, the utility might want the customers to further be responsive to change their energy use as a result of price signals. This implies the utility might actually desire more variability.

By itself, one efficient frontier graph is easily enough interpreted and might result in a clear suggestion of which mix should be sought, as was the case above. However, efficient frontier graphs can be drawn for other parameters, and the optimum mixture of contract types from one efficient frontier graph and a utility’s objectives for that variable might not at all optimize the utility’s objectives for another variable.

Consider another variable and its efficient frontier graph. Gross margin is defined as the revenue generated by the sale of electricity, minus the cost of that electricity. It does not include costs of infrastructure, labor, taxes, overheads, or other fixed costs. It simply gives an early preview of what profits might look like. Omitting these other fixed charges helps keep this financial metric relevant to a broad range of companies, all of which can add back in their own unique fixed charges. Unlike the previous analysis that looked only at peak periods of electricity use, this gross-margin analysis uses data for the residential homes for the entire project year, 24 hours per day and 7 days per week. Keep in mind that these data are simply different parameters from this same project.

Diagram 63 in FIG. 63 is the efficient frontier graph for gross margin for the duration of the Olympic Peninsula Project. There are still three extreme locations, but the pure fixed contract point is somewhat hidden behind the surface. Both this point and the project’s gross margin are emphasized by red dots on the figure. Whereas mixtures heavy in time-of-use contracts minimized energy peaks in the previous analysis and might be preferred, time-of-use contracts also minimize gross margin and would not be preferred in this analysis. This is a clear example of how utility objections might create contradictions during efficient frontier analyses of different parameters.

Regardless, the adoption of this analysis approach shows great promise for utility selection of contract mixes. This approach clarifies the tradeoffs in satisfying utility objectives and acceptable risk, or variability, of tradeoffs.

J. Conclusions

The Olympic Peninsula Project investigated “smart grid” technologies for achieving better grid asset utilization and improved system efficiencies. The project used a futuristic virtual feeder on which it provided a shadow market. Controllers were provided to the various market participants to automate their preferred responses for their loads and supplies in response to the market’s signals. The shadow market induced useful energy price responses from residential electricity customers who had been assigned to one of three contract types. One contract type was a two-sided, real-time local marginal price that cleared every 5 minutes. Commer-
cial buildings and municipal water pumps also responded. Backup distributed generators provided additional supply for the feeder when needed. The project involved a variety of technologies from residential, commercial, and municipal customers and from both the demand and supply sides. The smart grid technologies were used in concert, not as isolated technologies.

[0564] The project managed a feeder and its imposed feeder constraint using these technologies. While they did not truly reside on the same Olympic Peninsula feeder, the project was able to control and monitor a realistic set of supply and demand resources as if they resided on the same feeder—a virtual feeder. To conserve project expense and time, the project also defined some virtual generator resources to bolster the supply available from the feeder’s real backup generators. A distribution constraint was then imposed on the energy that could be imported into the virtual feeder from existing distribution lines—much like the real transmission constraint that presently limits transmission onto the Olympic Peninsula. Three different constraint magnitudes were imposed from 1500 kW, which never truly constrained the feeder, to 500 kW, which severely constrained the feeder. The project market effectively deferred loads and invited distributed generation supply to run to successfully hold the distribution below its imposed constraint. For only one 5-minute interval did the project allow the constraint to be exceeded when total feeder supply was temporarily unable to supply that part of the feeder load that was uncontrolled by, and therefore unresponsive to, the market.

[0565] Market-based control was investigated as a tool for obtaining useful price-based responses from single premises. Zones within PNNL’s office and laboratory facilities in Sequim, Wash., were made to compete for the right to receive conditioned air using a local version of market-based control. Thermostatically controlled zones permitted their effective set points to be adjusted relative to changes in market prices. While able to bid directly into the project’s market, the zones nonetheless responded to the cleared market price and thereby helped fulfill feeder energy objectives—namely, management of the feeder constraint. Temperatures were automatically set back during constrained feeder conditions.

[0566] Market-based control was investigated as a tool for obtaining price-based responses for the entire feeder. Market-based control was also implemented on the entire project feeder for control of load and supply that could respond to the project’s two-way, real-time market. Price became the common language by which values of load and supply were bid into the market every 5 minutes. As the loads bid the value of their present need and as supply, including the supply from the distribution feeder line, offered energy at its costs, the cleared electricity price quite naturally rose as the constraint feeder capacity was approached. At the higher price, loads deferred their consumption, and some distributed generators eventually won the right to supply their energy onto the feeder. The market was built upon the region’s wholesale electricity market (MIDC) and therefore also was affected by and responded to the more global balance of supply and demand on the larger grid. The deferral of system load at these constraint capacities became apparent on the project’s load duration curves, which exhibited stepped plateaus wherever the system load became deferred.

[0567] Peak load reduction was also investigated. A mixture of price signals, including real-time and time-of-use, were provided and affected electricity consumption on the project’s feeder. A comparison of the resulting average residential load shapes for residential participants revealed some interesting characteristic differences. For example, abrupt changes were observed in the time-of-use load shape at the start and stop of peak intervals. The small population size prevented the project from making more direct comparisons of peaks for the different residential contract types. Indeed, the control objectives of the real-time and time-of-use contract types were noted to be quite different. Because bids were recorded from participating loads and generators, a “counterfactual” baseline could be calculated and used for comparison. The project’s load-duration curves for the 750-kW and 500-kW constraint periods suggest that their worst peaks were diminished by about 5 and 20 percent, respectively, in comparison with this baseline. Although average energy consumption during the project was similar across the participants having the various contract types, time-of-use contract members also reduced their total energy consumption more than did members of the other contract groups and thereby achieved conservation benefits in addition to their off-peak savings.

[0568] Internet-based communications were investigated for use in controlling distributed resources. Residential participants were required to supply broadband Internet connections on which the home gateway of the project’s energy-management system could communicate. While the project experienced poor average Internet connectivity (55 to 80 percent) and experienced particularly poor connectivity after regional storms, the Internet control overcame these obstacles. With very few exceptions, upon losing Internet connectivity, the distributed resources performed appropriately in a default mode until the connections could be reestablished. The project found nothing in this respect that should prevent scaling up this investigation to full implementation.

[0569] Residents eagerly accepted and participated in price-responsive contract options. Residential participants were provided educational materials that described their project equipment and how the equipment could be configured to earn incentives from the project. The participants appeared to understand and eagerly requested the price-responsive contract options, including real-time and time-of-use contracts. After participating in the project, 73 percent of the participants said they would select a price-responsive contract type if given the future opportunity. During the closing survey, 95 percent of residential participants said they would be likely or very likely to participate in a similar project in the future. Eighty percent of participants were at least somewhat satisfied with the residential energy-management equipment that had been provided to them by the project.

[0570] Automation was particularly helpful for obtaining consistent responses from both supply and demand resources. Participants tended to spend very little time managing, or even considering, the ways they used electricity. Indeed, 55 percent of final survey respondents did not recall to which project contract group they had been assigned. This is a strong endorsement for automated controllers that can be set once and forgotten. Once configured, automated settings will not likely be changed by participants unless their appliances cause them to become inconvenience (e.g., cold, delayed, annoyed). The project apparently experienced this response when water heater controllers once malfunctioned, and annoyed participants responded by thereafter preventing any control actions by their water heaters. Project monetary
incentives were insufficient for these participants to later reconsider their decisions and re-try the more economical water heater comfort settings.

[0571] The interaction between automation and human volition was also investigated. Some traditional time-of-use programs have relied on participants’ memory to turn off non-critical loads during peak times. The Olympic Peninsula Project was closer to the other extreme, where most energy responses were carried out automatically. Between these extremes, a sample of project clothes dryers warned their users when prices were high.

[0572] Automation was perhaps even more important for the larger commercial and municipal loads and sources. Through automation, even critical resources (like the energy in the top few feet of a municipal water reservoir) could be controlled. Such resources could never be controlled usefully without automation. Exciting opportunities perhaps lie unused for fast automation to provide spinning reserve and regulation and perhaps other valuable ancillary services.

[0573] The friendliness with which the project invited and practiced demand response may be useful in attaining needed resource magnitudes. The project provided all participants and resource operators a means by which they could temporarily override the control asserted by the project. In practice, very few participants appeared to have asserted their right to override project control. The project also requested decisions from participants in relative terms that they could easily understand and use. While participants might be comfortable stating an exact zone temperature preference, few are sophisticated enough to state a desired tradeoff between electricity price and thermostat setback. Teaching such formulas to all participants would not be productive. These same participants were, however, intuitively capable of selecting from among relative comfort settings stated as “maximum comfort” or “balanced economy,” for examples. The energy information available to all project participants on the Web was well received. Electricity consumers will make better electrical-energy decisions if they are given useful feedback. A monthly energy bill is not sufficient feedback.

[0574] Real-time price contracts especially shifted thermo-statically-controlled loads to take advantage of off-peak opportunities. An interesting shift in the electricity consumption of real-time price contract thermostats was observed. Because the thermostats tracked average price and standard deviations in that price, electricity consumption was advanced to early morning hours when electricity is a bargain. During unconstrained days, the thermostat took advantage of the diurnal variations in wholesale price. During constrained days, the thermostat “learned” to avoid pricy mid-morning local marginal prices. While pre-heating and pre-cooling were not explicitly designed into the thermostats (they had no explicit predictive ability) their loads were effectively shifted to emulate pre-heating and pre-cooling. The magnitude and pattern of this load shift exceeded the project’s predictions. These thermostats overcompensated to correct system peaks. Automatic temperature setbacks over the range prescribed by participants helped flatten system load. These benefits were not easily compared against time-of-use benefits, the response of which is not always so well aligned with true system constraints.

[0575] Municipal water pumps were also incorporated into the responsive demand mix. The project achieved price-responsive control of five municipal water pumps. After negotiating with water department representatives who bear the ultimate responsibility to verify that their reservoirs remain full, the project was allowed to affect operation of the pumps, bidding the value of and controlling only the top several feet of two reservoirs’ water levels. The water-system operators were provided the necessary automation and the ability to override project control at any time. The limited range of operation that was permitted by system operators perhaps reduced the effectiveness of this project resource, but many such municipal-load resources exist that might become price responsive if the control method can be standardized and eventually trusted by municipalities and their system operators.

[0576] While understandably constrained by environmental concerns, the project’s real and virtual distributed generators effectively prevented the overloading of a constrained feeder distribution line during peak periods. The project controlled two backup diesel generators (175 and 600-kW) through their automatic transfer switches and one gas microturbine (30-kW) that ran in parallel with the grid. The diesel backup generators bid the capacities of the office building loads they protected; the microturbine bid its nameplate capacity. These generators bid a price for their supply capacity based on their actual fixed and variable expenses. Startup and shutdown expenses were added to the bids to deter the generators from cycling too rapidly with the fast 5-minute market signals. The environmentally licensed runtime hours were constrained by a “premium” bid factor that increased bids proportional to expended licensed hours and remaining license term. To conserve project expense, several additional distributed generators were emulated on the project’s virtual feeder, operating like the real generators with similarly imposed constraints. These generation resources—virtual and real alike—were called on multiple times during the project to supply electricity that could not be supplied by the constrained distribution feeder. It was shown that these distributed generators—even groups of emergency backup generators like those found behind many commercial buildings—could be configured to offer their supply, biddable as a real-time resource into a local marginal price market.

[0577] Modern portfolio theory was applied to the mix of residential contract types and should prove useful for utility analysis. Researchers applied modern portfolio theory to the analysis of mixtures of utility contract types. As was shown in this report, portfolio theory provides an analytic structure for better understanding the interplay of utility objectives, some of which conflict or compete with one another. Much as one benefits by owning diversified stocks, a utility benefits by offering a diversified set of energy contract types. Any mixture of contracts reduces the overall operational variability that a utility accepts below that of any single contract type. The practice of portfolio theory suggests optimal mixtures of these contracts, described in the theory as efficient frontiers.

[0578] Price market participants responded to incentives offered through a shadow market. The project offered real monetary incentives to participants for their desirable responses to the project’s price signals. A shadow electricity market was implemented, in which participants’ accounts were filled each month and thereafter depleted commensurate with the participants’ electricity consumption. Those who responded most to the price signals received the greatest cash remaining from their accounts. After fully implementing the shadow market, the project realized the approach itself might be innovative. This approach permitted the conduct of a field experiment while avoiding delays from regulatory commis-
sions and their processes. Participants fully agreed to the terms of participation. The project did not in any way affect the existing contractual agreements, bills, and payments between participants and their local utilities. The only downfall of the approach was that in providing this shadow market, the project was able to compensate only changes in participants’ energy behaviors. Therefore, the effects of weather and other factors that could affect participants’ electricity consumption beyond the control of the project were amplified and varied wildly. This variability prevented the project from providing participants with the real-time feedback concerning the status of their shadow market accounts that it had hoped to provide. This observed variability would diminish if the project were to have affected electricity customers’ entire bills rather than only the marginal changes in those bills.

[0579] In view of the many possible embodiments to which the principles of the disclosed invention may be applied, it should be recognized that the illustrated embodiments are only preferred examples of the invention and should not be taken as limiting the scope of the invention. Rather, the scope of the invention is defined by the following claims and their equivalents. We therefore claim as our invention all that comes within the scope and spirit of these claims.

What is claimed is:

1. A method for generating an offer value for offering to supply electricity in a market-based resource allocation system, comprising:
   - using computing hardware, computing an offer value indicative of a value at which electricity can be supplied by a generator for a current time frame, the offer value being based at least in part on dispatched values from previous time frames, the dispatched values representing values at which electricity was dispatched by the market-based resource allocation system during the previous time frames;
   - transmitting the offer value along with a value indicative of a quantity of electricity that can be supplied by the generator during the current time frame to a central computer;
   - receiving a message from the central computer indicating a dispatched value for the current time frame.

2. The method of claim 1, further comprising:
   - comparing the dispatched value to the offer value; and
   - activating the generator in response to the comparison.

3. The method of claim 1, further comprising repeating the acts of computing, transmitting, and receiving for subsequent time frames.

4. The method of claim 1, wherein each of the current time frame and the previous time frames has a duration of 15 minutes or less.

5. The method of claim 1, wherein each of the current time frame and the previous time frames has a duration of 5 minutes or less.

6. The method of claim 1, wherein the dispatched value was computed by the central computer using a double auction technique.

7. The method of claim 1, wherein the dispatched value was computed by the central computer using the offer value and bid values transmitted from consumers to the central computer during the current time frame.

8. The method of claim 1, wherein the method further comprises computing a standard deviation for the dispatched values from the previous time frames, and wherein the offer index value is additionally based at least in part on the standard deviation.

9. The method of claim 1, wherein the offer value is additionally based at least in part on a startup cost for supplying the electricity.

10. The method of claim 1, wherein the offer value is additionally based at least in part on a shutdown cost for supplying the electricity.

11. The method of claim 1, wherein the offer value is additionally based at least in part on a remaining number of time frames available in an operating license and associated with the electricity.

12. The method of claim 1, wherein the computing hardware is a computer processor or an integrated circuit.

13. A computer-readable medium storing computer-readable instructions for causing computer to perform the method of claim 1.


15. A method for generating a generator bid value for bidding to supply electricity in a market-based resource allocation system, comprising:
   - using computing hardware, computing a generator bid value indicative of a price at which a generator can deliver electricity into a power grid;
   - transmitting the generator bid value and a value indicative of a magnitude of electrical load the generator can remove from the power grid to a central computer that manages the resource allocation system; and
   - receiving a message from the central computer indicating whether the generator should be activated.

16. The method of claim 15, wherein the generator is an asynchronous generator.

17. The method of claim 15, wherein the message from the central computer includes a current market price value indicative of a current market price for electricity, and wherein the method comprises activating the generator if the generator bid value is less than the current market price value.

18. The method of claim 15, wherein the generator bid value is based at least in part on a license premium value that is computed using a remaining number of hours the generator can operate according to the generator’s operating license.

19. The method of claim 15, wherein the generator bid value is based at least in part on a fuel cost value indicative of a cost of fuel for operating the generator for a fixed period of time.

20. The method of claim 15, wherein the generator bid value is based at least in part on an operating and maintenance cost value indicative of a cost for operating and maintaining the generator for a fixed period of time.

21. The method of claim 15, wherein the generator bid value is based at least in part on a startup cost value indicative of a cost for starting the generator.

22. The method of claim 15, wherein the generator bid value is based at least in part on a shutdown cost value indicative of a cost for shutting down the generator before a minimum operating time threshold is achieved.

23. The method of claim 15, wherein the generator bid value is computed according to the following equation:

   \[ \text{bid} = \text{license premium} + (\text{fuel cost} + \text{O&M cost} + \text{startup cost} + \text{shutdown penalty}) \]

   wherein bid is the generator bid, license premium is a value associated with remaining unused licensed hours for the generator, O&M cost is a value associated with the oper-
ating and maintenance cost, startup cost is a value associated with penalties or costs for starting up the generator, and shutdown penalty is a value associated with penalties or costs for prematurely shutting down the generator.

24. The method of claim 15, wherein the computing hardware is a computer processor or an integrated circuit.

25. The method of claim 15, further comprising repeating the acts of computing, transmitting, and receiving over fixed periods of time.

26. The method of claim 25, wherein the fixed periods of time are periods of 15 minutes or less.

27. A computer-readable medium storing computer-readable instructions for causing computer to perform the method of claim 15.

28. An integrated circuit comprising computing hardware configured to perform the method of claim 15.

* * * * *