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(57) Zusammenfassung: Ein System, welches das bezie-
hungsweise die Operational Support System(s) (OSS) und
das beziehungsweise die Business Support System(s) ei-
ner (z. B. öffentlichen) Rechnerwolke mit einem Dienst zur
Automatisierung von Neustarts von virtuellen Instanzen vor-
teilhaft nutzt. Eine ausgefallene virtuelle Instanz wird in der
Cloud-Computing-Umgebung erkannt und als Reaktion dar-
auf wird eine Anforderung für eine neue virtuelle Instanz
empfangen. Nach dem Empfang der Anforderung wird eine
Berechtigung eines Benutzers, der der ausgefallenen virtu-
ellen Instanz zugeordnet ist, geprüft. Ein Satz von Identitäts-
nachweis-Forderungen und -prüfungen wird verwendet, um
die Unverfälschtheit der Anforderungen sowie die Berechti-
gung des Anforderers zur Nutzung der Ressourcen sicher-
zustellen. Unter der Annahme, dass die Prüfung bestanden
wird, wird ein zu der ausgefallenen virtuellen Instanz gehö-
render Abwärtszähler verringert. Wenn der Abwärtszähler
einen vorher festgelegten Schwellwert (z. B. null) erreicht,
wird die neue virtuelle Instanz gestartet, die ausgefallene vir-
tuelle Instanz wird beendet und der Abwärtszähler wird von
der Instanz zurückgesetzt/neu gestartet.
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Beschreibung

TECHNISCHES GEBIET

[0001] Die vorliegende Erfindung betrifft allgemein
die Datenverarbeitung in einer Rechnerwolke (Cloud-
Computing). Insbesondere betrifft die vorliegende Er-
findung das Starten von virtuellen Instanzen in einer
Cloud-Computing-Umgebung.

HINTERGRUND

[0002] Die Cloud-Computing-Umgebung ist eine
Verbesserung der dieser Umgebung vorausgehen-
den Grid-Umgebung, wobei mehrere Grids und an-
dere Rechenressourcen von einer Cloud-Ebene noch
weiter zusammengefasst werden können, so dass
ganz verschiedene Einheiten einem Endbenutzer als
ein einziges Reservoir von nahtlos ineinander über-
gehender Ressourcen erscheinen. Zu diesen Res-
sourcen können solche Dinge wie physische oder
logische Compute Engines, Server und Einheiten,
der Hauptspeicher von Einheiten, Speichereinheiten,
Netzwerke, Unternehmensanwendungen und andere
Software und dergleichen gehören.

[0003] In einer typischen Cloud-Umgebung haben
Kunden entsprechende virtuelle ”Kunden”-Instanzen,
über die die gewünschte Funktionalität erreicht wird.
Gelegentlich fallen diese Instanzen aus (z. B. auf-
grund von Beschädigungen, Angriffen usw.) Bei den
vorhandenen Lösungen ist es erforderlich, dass meh-
rere Systeminstanzen einander überwachen. Wenn
sich die mehreren Instanzen auf demselben physi-
schen Knoten befinden, würden sie im Falle einer
Funktionsstörung des physischen Knotens alle un-
verfügbar werden. Außerdem macht die virtualisierte
Ansicht bei vielen Cloud-Systemen die physische Zu-
ordnung nicht sichtbar. Überdies gehen vorhandene
Lösungen von Natur aus von einem gewissen Grad
an Vertrauen zwischen den Komponenten aus, was
in einer öffentlichen Cloud-Umgebung nicht voraus-
gesetzt werden kann. Zu den Nutzungsmöglichkei-
ten gehören die unbefugte Inanspruchnahme des zur
Verfügung stehenden Dienstes, um: Sabotageangrif-
fe zu starten; auf vertrauliche Daten eines anderen
Cloud-Benutzers zuzugreifen; und/oder nicht geneh-
migte Kosten zu verursachen.

KURZDARSTELLUNG

[0004] Die vorliegende Erfindung stellt in einer ers-
ten Erscheinungsform folglich ein Verfahren bereit,
um eine virtuelle Instanz in einer Cloud-Computing-
Umgebung zu starten, wobei das Verfahren Folgen-
des umfasst: Erkennen einer ausgefallenen virtuellen
Instanz in der Cloud-Computing-Umgebung; als Re-
aktion auf die ausgefallene virtuelle Instanz Empfan-
gen einer Anforderung für eine neue virtuelle Instanz;
Prüfen einer Berechtigung eines Benutzers, welcher

der ausgefallenen virtuellen Instanz zugeordnet ist;
Verringern eines Abwärtszählers, der zu der ausge-
fallenen virtuellen Instanz gehört; Starten der neuen
virtuellen Instanz, wenn der Abwärtszähler einen vor-
her festgelegten Schwellwert erreicht; und Beenden
der ausgefallenen virtuellen Instanz.

[0005] Vorzugsweise umfasst die neue virtuelle In-
stanz eine virtuelle Maschine. Vorzugsweise umfasst
der Prüfvorgang die Feststellung, ob der Benutzer
ein Eigentümer der ausgefallenen virtuellen Instanz
ist. Vorzugsweise umfasst der Prüfvorgang die Fest-
stellung, ob der Benutzer ein Eigentümer eines zu
der ausgefallenen virtuellen Instanz gehörenden Ur-
lade-(Boot-)Abbilds ist. Vorzugsweise umfasst der
Prüfvorgang die Feststellung, ob der Benutzer ein
Eigentümer einer reservierten Internet-Protocol-(IP-
)Adresse ist, die zu der ausgefallenen virtuellen In-
stanz gehört. Vorzugsweise umfasst der Prüfvorgang
die Feststellung, ob der Benutzer ein Eigentümer des
zu der ausgefallenen virtuellen Instanz gehörenden
permanenten Speichers ist. Vorzugsweise umfasst
der vorher festgelegte Schwellwert null. Das Verfah-
ren kann darüber hinaus das Eintragen eines Urlade-
Abbilds, einer reservierten IP-Adresse und eines per-
manenten Speichers der neuen virtuellen Instanz für
den Benutzer umfassen. Vorzugsweise umfasst die
neue virtuelle Instanz einen Neustart der ausgefalle-
nen virtuellen Instanz.

[0006] In einer zweiten Erscheinungsform wird ein
System bereitgestellt, um eine virtuelle Instanz in ei-
ner Cloud-Computing-Umgebung zu starten, wobei
das System Folgendes umfasst: ein Speichermedi-
um, das Befehle umfasst; einen mit dem Speicherme-
dium verbundenen Bus; und einen mit dem Bus ver-
bundenen Prozessor, der, wenn er die Befehle aus-
führt, bewirkt, dass das System: eine ausgefallene
virtuelle Instanz in der Cloud-Computing-Umgebung
erkennt; als Reaktion auf die ausgefallene virtuelle In-
stanz eine Anforderung für eine neue virtuelle Instanz
empfängt; eine Berechtigung eines Benutzers, wel-
cher der ausgefallenen virtuellen Instanz zugeordnet
ist, prüft; einen Abwärtszähler, der zu der ausgefal-
lenen virtuellen Instanz gehört, verringert; die neue
virtuelle Instanz startet, wenn der Abwärtszähler ei-
nen vorher festgelegten Schwellwert erreicht; und die
ausgefallene virtuelle Instanz beendet.

[0007] Vorzugsweise umfasst die neue virtuelle In-
stanz eine virtuelle Maschine. Vorzugsweise umfasst
der Prüfvorgang die Feststellung, ob der Benutzer
ein Eigentümer der ausgefallenen virtuellen Instanz
ist. Vorzugsweise umfasst der Prüfvorgang die Fest-
stellung, ob der Benutzer ein Eigentümer eines zu
der ausgefallenen virtuellen Instanz gehörenden Ur-
lade-Abbilds ist. Vorzugsweise umfasst der Prüfvor-
gang die Feststellung, ob der Benutzer ein Eigentü-
mer einer reservierten Internet-Protocol-(IP-)Adresse
ist, die zu der ausgefallenen virtuellen Instanz gehört.
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Vorzugsweise umfasst der Prüfvorgang die Feststel-
lung, ob der Benutzer ein Eigentümer des zu der aus-
gefallenen virtuellen Instanz gehörenden permanen-
ten Speichers ist. Vorzugsweise umfasst der vorher
festgelegte Schwellwert null. Das System kann dar-
über hinaus das Eintragen eines Urlade-Abbilds, ei-
ner reservierten IP-Adresse und eines permanenten
Speichers der neuen virtuellen Instanz für den Benut-
zer umfassen. Vorzugsweise umfasst die neue virtu-
elle Instanz einen Neustart der ausgefallenen virtuel-
len Instanz.

[0008] In einer dritten Erscheinungsform wird ein
Rechnerprogramm bereitgestellt, das einen auf ei-
nem rechnerlesbaren Datenträger gespeicherten
Rechnerprogrammcode umfasst, um, wenn es in das
Rechnersystem geladen und darauf ausgeführt wird,
das Rechnersystem zu veranlassen, alle Schritte ei-
nes Verfahrens gemäß der ersten Erscheinungsform
durchzuführen.

[0009] Das Rechnerprogramm kann in einem rech-
nerlesbaren Datenträger enthalten sein, der ein Pro-
grammprodukt enthält, um eine virtuelle Instanz in ei-
ner Cloud-Computing-Umgebung zu starten, wobei
der rechnerlesbare Datenträger Programmcode um-
fasst, um einen Rechner zu Folgendem zu veranlas-
sen: Erkennen einer ausgefallenen virtuellen Instanz
in der Cloud-Computing-Umgebung; als Reaktion auf
die ausgefallene virtuelle Instanz Empfangen einer
Anforderung für eine neue virtuelle Instanz; Prüfen ei-
ner Berechtigung eines Benutzers, welcher der aus-
gefallenen virtuellen Instanz zugeordnet ist; Verrin-
gern eines Abwärtszählers, der zu der ausgefallenen
virtuellen Instanz gehört; Starten der neuen virtuellen
Instanz, wenn der Abwärtszähler einen vorher fest-
gelegten Schwellwert erreicht; und Beenden der aus-
gefallenen virtuellen Instanz.

[0010] In einer vierten Erscheinungsform wird ein
Verfahren zum Einsatz eines Systems bereitgestellt,
um eine virtuelle Instanz in einer Cloud-Computing-
Umgebung zu starten, wobei das Verfahren Folgen-
des umfasst: Bereitstellen einer Rechner-Infrastruk-
tur, die zu Folgendem dient: Erkennen einer ausge-
fallenen virtuellen Instanz in der Cloud-Computing-
Umgebung; als Reaktion auf die ausgefallene virtu-
elle Instanz Empfangen einer Anforderung für eine
neue virtuelle Instanz; Prüfen einer Berechtigung ei-
nes Benutzers, welcher der ausgefallenen virtuellen
Instanz zugeordnet ist; Verringern eines Abwärtszäh-
lers, der zu der ausgefallenen virtuellen Instanz ge-
hört; Starten der neuen virtuellen Instanz, wenn der
Abwärtszähler einen vorher festgelegten Schwellwert
erreicht; und Beenden der ausgefallenen virtuellen
Instanz.

[0011] Ausführungsformen der vorliegenden Erfin-
dung stellen folglich ein System bereit, welches das
beziehungsweise die Operational Support System(s)

(OSS)(Betriebsunterstützungssysteme) und das be-
ziehungsweise die Business Support System(s) (Ge-
schäftsprozess-Unterstützungssysteme) einer (z. B.
öffentlichen) Rechnerwolke mit einem Dienst zur Au-
tomatisierung von Neustarts von virtuellen Instanzen
vorteilhaft nutzt. Im Einzelnen wird bei Ausführungs-
formen der vorliegenden Erfindung eine ausgefallene
virtuelle Instanz (z. B. eine virtuelle Maschine) in der
Cloud-Computing-Umgebung erkannt und als Reak-
tion darauf wird eine Anforderung für eine neue virtu-
elle Instanz empfangen. Nach dem Empfang der An-
forderung wird eine Berechtigung eines Benutzers,
der der ausgefallenen virtuellen Instanz zugeordnet
ist, geprüft. Insbesondere wird ein Satz von Identi-
tätsnachweis-Forderungen und -prüfungen verwen-
det, um die Unverfälschtheit der Anforderungen so-
wie die Berechtigung des Anforderers zur Nutzung
der Ressourcen sicherzustellen. Unter der Annah-
me, dass die Prüfung bestanden wird, wird ein zu
der ausgefallenen virtuellen Instanz gehörender Ab-
wärtszähler verringert. Wenn der Abwärtszähler ei-
nen vorher festgelegten Schwellwert (z. B. null) er-
reicht, wird die neue virtuelle Instanz gestartet, die
ausgefallene virtuelle Instanz wird beendet und der
Abwärtszähler wird von der Instanz zurückgesetzt/
neu gestartet. Eine Einbindung in ein BSS ermöglicht
darüber hinaus die Überwachung der Nutzung von
Diensten sowie die Erhebung von Gebühren für die
Nutzung der Dienste sowie die Eröffnung der Option
für die Erhebung von Gebühren für vertragsungebun-
dene, nur bei Bedarf abgerufene und bezahlte Dienst-
leistungen (Pay-as-you-go-Gebühren) für den Dienst
des Neustarts selbst. Das Initiieren einer neuen virtu-
ellen Instanz kann Folgendes umfassen: einen Neu-
start der alten virtuellen Instanz; und/oder ein Starten
einer ganz bestimmten und gesonderten virtuellen In-
stanz.

[0012] Eine erste gegebene Art der Ausführung der
vorliegenden Erfindung stellt ein Verfahren bereit, um
eine virtuelle Instanz in einer Cloud-Computing-Um-
gebung zu starten, wobei das Verfahren Folgendes
umfasst: Erkennen einer ausgefallenen virtuellen In-
stanz in der Cloud-Computing-Umgebung; als Reak-
tion auf die ausgefallene virtuelle Instanz Empfangen
einer Anforderung für eine neue virtuelle Instanz; Prü-
fen einer Berechtigung eines Benutzers, welcher der
ausgefallenen virtuellen Instanz zugeordnet ist; Ver-
ringern eines Abwärtszählers, der zu der ausgefalle-
nen virtuellen Instanz gehört; Starten der neuen vir-
tuellen Instanz, wenn der Abwärtszähler einen vorher
festgelegten Schwellwert erreicht; und Beenden der
ausgefallenen virtuellen Instanz.

[0013] Eine zweite gegebene Art der Ausführung
der vorliegenden Erfindung stellt ein System bereit,
um eine virtuelle Instanz in einer Cloud-Computing-
Umgebung zu starten, wobei das System Folgendes
umfasst: ein Speichermedium, das Befehle umfasst;
einen mit dem Speichermedium verbundenen Bus;
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und einen mit dem Bus verbundenen Prozessor, der,
wenn er die Befehle ausführt, bewirkt, dass das Sys-
tem: eine ausgefallene virtuelle Instanz in der Cloud-
Computing-Umgebung erkennt; als Reaktion auf die
ausgefallene virtuelle Instanz eine Anforderung für
eine neue virtuelle Instanz empfängt; eine Berechti-
gung eines Benutzers, welcher der ausgefallenen vir-
tuellen Instanz zugeordnet ist, prüft; einen Abwärts-
zähler, der zu der ausgefallenen virtuellen Instanz
gehört, verringert; die neue virtuelle Instanz startet,
wenn der Abwärtszähler einen vorher festgelegten
Schwellwert erreicht; und die ausgefallene virtuelle
Instanz beendet.

[0014] Eine dritte gegebene Art der Ausführung der
vorliegenden Erfindung stellt einen rechnerlesbaren
Datenträger bereit, der ein Programmprodukt enthält,
um eine virtuelle Instanz in einer Cloud-Computing-
Umgebung zu starten, wobei der rechnerlesbare Da-
tenträger Programmcode umfasst, um einen Rechner
zu Folgendem zu veranlassen: Erkennen einer aus-
gefallenen virtuellen Instanz in der Cloud-Computing-
Umgebung; als Reaktion auf die ausgefallene virtu-
elle Instanz Empfangen einer Anforderung für eine
neue virtuelle Instanz; Prüfen einer Berechtigung ei-
nes Benutzers, welcher der ausgefallenen virtuellen
Instanz zugeordnet ist; Verringern eines Abwärtszäh-
lers, der zu der ausgefallenen virtuellen Instanz ge-
hört; Starten der neuen virtuellen Instanz, wenn der
Abwärtszähler einen vorher festgelegten Schwellwert
erreicht; und Beenden der ausgefallenen virtuellen
Instanz.

[0015] Eine vierte gegebene Art der Ausführung der
vorliegenden Erfindung stellt ein Verfahren zum Ein-
satz eines Systems bereit, um eine virtuelle Instanz in
einer Cloud-Computing-Umgebung zu starten, wobei
das Verfahren Folgendes umfasst: Bereitstellen einer
Rechner-Infrastruktur, die zu Folgendem dient: Er-
kennen einer ausgefallenen virtuellen Instanz in der
Cloud-Computing-Umgebung; als Reaktion auf die
ausgefallene virtuelle Instanz Empfangen einer An-
forderung für eine neue virtuelle Instanz; Prüfen einer
Berechtigung eines Benutzers, welcher der ausgefal-
lenen virtuellen Instanz zugeordnet ist; Verringern ei-
nes Abwärtszählers, der zu der ausgefallenen virtu-
ellen Instanz gehört; Starten der neuen virtuellen In-
stanz, wenn der Abwärtszähler einen vorher festge-
legten Schwellwert erreicht; und Beenden der ausge-
fallenen virtuellen Instanz.

KURZE BESCHREIBUNG DER ZEICHNUNGEN

[0016] Eine bevorzugte Ausführungsform der vorlie-
genden Erfindung wird nun lediglich anhand eines
Beispiels und mit Bezug auf die beiliegenden Zeich-
nungen beschrieben, bei denen:

[0017] Fig. 1 einen Cloud-Computing-Knoten ge-
mäß einer Ausführungsform der vorliegenden Erfin-
dung zeigt;

[0018] Fig. 2 eine Cloud-Computing-Umgebung ge-
mäß einer Ausführungsform der vorliegenden Erfin-
dung zeigt;

[0019] Fig. 3 Ebenen eines Cloud-Abstraktionsmo-
dells gemäß einer Ausführungsform der vorliegenden
Erfindung zeigt;

[0020] Fig. 4 ein System zum automatisierten Star-
ten einer virtuellen Instanz in einer Cloud-Computing-
Umgebung gemäß einer Ausführungsform der vorlie-
genden Erfindung zeigt;

[0021] Fig. 5 ein Flussdiagramm eines Verfahrens
gemäß einer Ausführungsform der vorliegenden Er-
findung zeigt.

[0022] Die Zeichnungen sind nicht unbedingt maß-
stabsgetreu. Bei den Zeichnungen handelt es sich le-
diglich um schematische Darstellungen, die keine be-
stimmten Parameter der Erfindung darstellen sollen.
Die Zeichnungen sollen nur typische Ausführungsfor-
men der Erfindung zeigen und sind daher nicht als
Einschränkung des Umfangs der Erfindung zu verste-
hen. In den Zeichnungen stellen gleiche Bezugszah-
len gleiche Elemente dar.

AUSFÜHRLICHE BESCHREIBUNG

[0023] Der Zweckmäßigkeit halber ist die ausführli-
che Beschreibung in die folgenden Abschnitte geglie-
dert:

I. Begriffsbestimmungen des Cloud-Computing
II. Ausführliche Beschreibung der Realisierung
von Ausführungsformen der Erfindung
I. Begriffsbestimmungen des Cloud-Computing

[0024] Die folgenden Begriffsbestimmungen wurden
aus ”Draft NIST Working Definition of Cloud Compu-
ting” von Peter Mell und Tim Grance vom 7. Oktober
2009 hergeleitet.

[0025] Cloud-Computing ist ein Modell, um einen
mühelosen, bedarfsweisen Zugriff über das Netz-
werk auf einen gemeinsam genutzten Bestand an
konfigurierbaren Datenverarbeitungsressourcen (z.
B. Netzwerken, Servern, Speichern, Anwendungen
und Diensten) zu ermöglichen, die schnell bereitge-
stellt und mit äußerst geringem Verwaltungsaufwand
oder Eingriff seitens des Dienstanbieters freigegeben
werden können. Dieses Cloud-Modell unterstützt die
Verfügbarkeit und umfasst mindestens fünf Merkma-
le, mindestens drei Dienst-Modelle und mindestens
vier Einsatzmodelle.

[0026] Die Merkmale sind wie folgt:
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Selbstbedienung nach Bedarf: Ein Kunde kann ein-
seitig nach Bedarf Datenverarbeitungsfunktionen wie
zum Beispiel Serverzeit und Netzwerkspeicher auto-
matisch, ohne dass eine Person bei dem Anbieter ei-
nes jeden Dienstes eingreifen muss, bereitstellen.

[0027] Umfassender Netzwerkzugriff: Funktionen
stehen über ein Netzwerk zur Verfügung und der Zu-
griff auf die Funktionen erfolgt über standardmäßige
Mechanismen, welche die Nutzung durch heterogene
Thin-Client oder Thick-Client-Plattformen (z. B. Mo-
biltelefone, Laptops und persönliche digitale Assis-
tenten (PDAs) unterstützen.

[0028] Gemeinsame Nutzung physischer Ressour-
cen: Die Datenverarbeitungsressourcen des Dienst-
anbieters werden unter Verwendung eines Modells
mit mehreren Mandanten (Multi-Tenant-Modell) zu-
sammengeführt, um mehrere Kunden zu bedienen,
wobei entsprechend dem Bedarf des Kunden ver-
schiedene physische und virtuelle Ressourcen dyna-
misch zugewiesen und neu zugewiesen werden. Man
hat ein Gefühl der Standort-Unabhängigkeit, da der
Kunde im Allgemeinen keine Kontrolle über den ge-
nauen Standort der bereitgestellten Ressourcen hat
oder den genauen Standort nicht kennt, diesen gege-
benenfalls aber auf einer höheren Abstraktionsebe-
ne (z. B. Land, Staat oder Rechenzentrum) angeben
kann. Zu Beispielen für Ressourcen gehören Platten-
speicher, Rechenleistung, Hauptspeicher, Netzwerk-
bandbreite und virtuelle Maschinen.

[0029] Unverzügliche Anpassbarkeit an den Res-
sourcenbedarf:
Funktionen können schnell und elastisch bereitge-
stellt werden, in manchen Fällen automatisch, um
eine schnelle horizontale Skalierbarkeit zu ermögli-
chen, und sie können schnell freigegeben werden,
um eine schnelle vertikale Skalierbarkeit zu ermög-
lichen. Dem Kunden erscheinen die zur Versorgung
vorhandenen Funktionen oftmals unerschöpflich und
sie können jederzeit in jeder beliebigen Menge erwor-
ben werden.

[0030] Messung der Service-Nutzung: Cloud-Syste-
me steuern und optimieren die Nutzung der Res-
sourcen automatisch, indem sie auf einer bestimm-
ten Abstraktionsebene, die für die Art des Diens-
tes (z. B. Speicherkapazität, Rechenleistung, Band-
breite und aktive Benutzerkonten) geeignet ist, eine
Zählerfunktion vorteilhaft einsetzen. Die Nutzung der
Ressourcen kann überwacht, gesteuert und gemel-
det werden, was Transparenz sowohl für den Anbie-
ter als auch den Kunden des in Anspruch genomme-
nen Dienstes schafft.

[0031] Es gibt folgende Dienst-Modelle:
Cloud Software as a Service (SaaS): Die dem Kun-
den zur Verfügung gestellte Funktion besteht in der
Nutzung der Anwendungen des Anbieters, die in ei-

ner Cloud-Infrastruktur ausgeführt werden. Auf die
Anwendungen kann von verschiedenen Client-Ein-
heiten über eine Thin-Client-Schnittstelle wie zum
Beispiel einen Webbrowser (z. B. webbasierte E-
Mail) zugegriffen werden. Der Kunde verwaltet oder
steuert die zugrunde liegende Cloud-Infrastruktur
einschließlich des Netzwerks, der Server, der Be-
triebssysteme, des Speichers oder selbst einzelner
Anwendungsfunktionen nicht, wobei es die mögli-
che Ausnahme in Form von begrenzten benutzer-
spezifischen Anwendungs-Konfigurationseinstellun-
gen gibt.

[0032] Cloud Platform as a Service (PaaS): Die dem
Kunden zur Verfügung gestellte Funktion besteht dar-
in, auf der Cloud-Infrastruktur vom Kunden erzeug-
te oder erworbene Anwendungen aufzusetzen, die
mittels Programmiersprachen und Werkzeugen, die
von dem Anbieter unterstützt werden, erzeugt wur-
den. Der Kunde verwaltet oder steuert die zugrunde
liegende Cloud-Infrastruktur einschließlich des Netz-
werks, der Server, der Betriebssysteme oder des
Speichers nicht, hat aber die Kontrolle über die ein-
gesetzten Anwendungen und möglicherweise über
Konfigurationen der Application-Hosting-Umgebung.

[0033] Cloud Infrastructure as a Service (IaaS): Die
dem Kunden zur Verfügung gestellte Funktion be-
steht in der Bereitstellung von Verarbeitungs-, Spei-
cherressourcen, Netzwerken und anderen grundle-
genden Datenverarbeitungsressourcen, auf denen
der Kunde beliebige Software-Programme, die Be-
triebssysteme und Anwendungen einschließen kön-
nen, installieren und ausführen kann. Der Kunde ver-
waltet oder steuert die zugrunde liegende Cloud-In-
frastruktur nicht, hat aber die Kontrolle über Betriebs-
systeme, Speicher, eingesetzte Anwendungen und
möglicherweise die eingeschränkte Kontrolle über
ausgewählte Komponenten für den Netzwerkbetrieb
(z. B. Host-Zugangsschutzsysteme).

[0034] Die Einsatzmodelle (Deployment Models)
sind wie folgt:
Private Cloud: Die Cloud-Infrastruktur wird aus-
schließlich für eine Organisation betrieben. Sie kann
von der Organisation oder einem Dritten verwaltet
werden und kann sich auf dem Betriebsgelände oder
außerhalb des Betriebsgeländes befinden.

[0035] Gemeinschafts-Cloud: Die Cloud-Infrastruk-
tur wird von mehreren Organisationen gemeinsam
genutzt und unterstützt eine bestimmte Gemein-
schaft, die gemeinsame Interessen (z. B.

[0036] Aufgaben, Sicherheitsanforderungen, Richtli-
nien und Anforderungen an die Einhaltung der Richtli-
nien (Compliance-Anforderungen)) hat. Sie kann von
der Organisation oder einem Dritten verwaltet werden
und kann sich auf dem Betriebsgelände oder außer-
halb des Betriebsgeländes befinden.
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[0037] Öffentliche Cloud: Die Cloud-Infrastruktur
wird der allgemeinen Öffentlichkeit oder einer großen
Industriegruppe zur Verfügung gestellt und gehört ei-
ner Organisation, die Cloud-Dienste verkauft.

[0038] Hybride Cloud: Die Cloud-Infrastruktur setzt
sich aus zwei oder mehr Clouds (privaten, Gemein-
schafts- oder öffentlichen Clouds) zusammen, die
individuelle Entitäten bleiben, welche jedoch durch
eine standardisierte oder firmeneigene Technologie
miteinander verbunden sind, die die Portierbarkeit
von Daten und Anwendungen ermöglicht (z. B. den
kombinierten Einsatz von privaten und öffentlichen
Clouds (Cloud-Bursting) für einen Lastausgleich zwi-
schen den Clouds).

[0039] Eine Cloud-Computing-Umgebung ist
dienstorientiert, wobei der Schwerpunkt auf Zu-
standslosigkeit, loser Kopplung, Modularität und se-
mantischer Interoperabilität liegt.

II. Ausführliche Beschreibung der Realisierung
von Ausführungsformen der Erfindung

[0040] Ausführungsformen der vorliegenden Erfin-
dung stellen ein System bereit, welches das be-
ziehungsweise die Operational Support System(s)
(OSS) und das beziehungsweise die Business Sup-
port System(s) einer (z. B. öffentlichen) Rechnerwol-
ke mit einem Dienst zur Automatisierung von Neu-
starts von virtuellen Instanzen vorteilhaft nutzt. Im
Einzelnen wird bei Ausführungsformen der vorliegen-
den Erfindung eine ausgefallene virtuelle Instanz (z.
B. eine virtuelle Maschine) in der Cloud-Computing-
Umgebung erkannt und als Reaktion darauf wird eine
Anforderung für eine neue virtuelle Instanz empfan-
gen. Nach dem Empfang der Anforderung wird eine
Berechtigung eines Benutzers, der der ausgefallenen
virtuellen Instanz zugeordnet ist, geprüft. Insbeson-
dere wird ein Satz von Identitätsnachweis-Forderun-
gen und -prüfungen verwendet, um die Unverfälscht-
heit der Anforderungen sowie die Berechtigung des
Anforderers zur Nutzung der Ressourcen sicherzu-
stellen. Unter der Annahme, dass die Prüfung be-
standen wird, wird ein zu der ausgefallenen virtu-
ellen Instanz gehörender Abwärtszähler verringert.
Wenn der Abwärtszähler einen vorher festgelegten
Schwellwert (z. B. null) erreicht, wird die neue virtuel-
le Instanz gestartet, die ausgefallene virtuelle Instanz
wird beendet und der Abwärtszähler wird von der In-
stanz zurückgesetzt/neu gestartet. Eine Einbindung
in ein BSS ermöglicht darüber hinaus die Überwa-
chung der Nutzung von Diensten sowie die Erhebung
von Gebühren für die Nutzung der Dienste sowie die
Eröffnung der Option für die Erhebung von Gebüh-
ren für vertragsungebundene, nur bei Bedarf abge-
rufene und bezahlte Dienstleistungen (Pay-as-you-
go-Gebühren) für den Dienst des Neustarts selbst.
Das Initiieren einer neuen virtuellen Instanz kann Fol-
gendes umfassen: einen Neustart der alten virtuel-

len Instanz; und/oder ein Starten einer ganz bestimm-
ten und gesonderten virtuellen Instanz. Es versteht
sich bei einer typischen Ausführungsform im Voraus,
dass sich ”virtuelle Instanz” auf eine virtuelle Maschi-
ne (Virtual Machine (VM)), die zu einem Cloud-Kun-
den gehört, bezieht.

[0041] Nun Bezug nehmend auf Fig. 1, ist eine sche-
matische Darstellung eines beispielhaften Cloud-Da-
tenverarbeitungsknotens gezeigt. Der Cloud-Daten-
verarbeitungsknoten 10 stellt lediglich ein Beispiel
für einen geeigneten Cloud-Datenverarbeitungskno-
ten dar und ist nicht als Einschränkung des Nutzungs-
umfangs oder der Funktionalität der hier beschrie-
benen Erfindung zu verstehen. Ungeachtet dessen
kann der Cloud-Datenverarbeitungsknoten 10 reali-
siert werden und/oder ist in der Lage, beliebige der
im vorstehenden Abschnitt I beschriebenen Funktio-
nen ausführen.

[0042] Im Cloud-Datenverarbeitungsknoten 10 gibt
es ein Rechnersystem/einen Server 12, das be-
ziehungsweise der mit zahlreichen anderen Umge-
bungen oder Konfigurationen eines Datenverarbei-
tungssystems für allgemeine Anwendungen oder für
spezielle Anwendungen betrieben werden kann. Zu
Beispielen für bekannte Datenverarbeitungssyste-
me, – umgebungen und/oder – konfigurationen, die
für die Verwendung mit dem Rechnersystem/Ser-
ver 12 geeignet sein können, gehören, ohne auf
diese beschränkt zu sein, Personal-Computer-Sys-
teme, Server-Rechner-Systeme, Thin-Clients, Thick-
Clients, tragbare oder Laptop-Einheiten, Mehrpro-
zessorsysteme, auf einem Mikroprozessor beruhen-
de Systeme, Aufsatzgeräte (Set-Top-Boxen), pro-
grammierbare Kundenelektronik, Netzwerk-PCs, Mi-
nirechnersysteme, Großrechnersysteme und verteil-
te Cloud-Computing-Umgebungen, die beliebige der
vorstehenden Systeme oder Einheiten enthalten, und
dergleichen.

[0043] Das Rechnersystem/der Server 12 kann in
dem allgemeinen Kontext von Befehlen, die von
einem Rechnersystem ausgeführt werden können,
wie zum Beispiel Programmmodulen, die von ei-
nem Rechnersystem ausgeführt werden, beschrie-
ben werden. Im Allgemeinen enthalten Programm-
module Routinen, Programme, Objekte, Komponen-
ten, Logik, Datenstrukturen und so weiter, die be-
stimmte Aufgaben ausführen oder bestimmte abs-
trakte Datentypen realisieren. Das beispielhafte
Rechnersystem/der beispielhafte Server 12 kann in
verteilten Cloud-Computing-Umgebungen in die Pra-
xis umgesetzt werden, in denen Aufgaben von fer-
nen Verarbeitungseinheiten ausgeführt werden, wel-
che über ein Datenübertragungsnetzwerk miteinan-
der verbunden sind. In einer verteilten Cloud-Compu-
ting-Umgebung (CCU) können sich Programmmodu-
le sowohl in Speichermedien, einschließlich Haupt-
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speicher-Einheiten, eines lokalen als auch eines fer-
nen Rechnersystems befinden.

[0044] Wie in Fig. 1 gezeigt ist, ist das Rechnersys-
tem/der Server 12 in dem Cloud-Computing-Knoten
10 in Form von einer Datenverarbeitungseinheit für
allgemeine Anwendungen gezeigt. Zu den Kompo-
nenten des Rechnersystems/des Servers 12 können,
ohne auf diese beschränkt zu sein, ein oder mehre-
re Prozessoren oder Verarbeitungseinheiten 16, ein
Systemspeicher 28 und ein Bus 18 gehören, der ver-
schiedene Systemkomponenten einschließlich des
Systemspeichers 28 mit dem Prozessor 16 verbindet.

[0045] Der Bus 18 stellt eine oder mehrere von diver-
sen beliebigen Arten von Busstrukturen einschließ-
lich eines Hauptspeicher-Busses oder einer Haupt-
speicher-Steuereinheit, eines peripheren Busses, ei-
nes Accelerated Graphics Port und eines Prozessor-
oder lokalen Busses, der eine beliebige einer Viel-
zahl von Busarchitekturen nutzt, dar. Als Beispiel,
aber nicht darauf beschränkt, gehören zu solchen Ar-
chitekturen der Bus ”Industry Standard Architecture
(ISA)”, der Bus ”Micro Channel Architecture (MCA)”,
der Bus ”Enhanced ISA (EISA)”, der lokale Bus ”Vi-
deo Electronics Standards Association (VESA)” und
der Bus ”Peripheral Component Interconnects (PCI)”.

[0046] Das Rechnersystem/der Server 12 enthält
üblicherweise eine Vielzahl von Datenträgern, die
von einem Rechnersystem gelesen werden können.
Solche Datenträger können jedwede verfügbaren
Datenträger sein, auf die von einem Rechnersystem/
Server 12 zugegriffen werden kann, und sie beinhal-
ten sowohl flüchtige als auch nicht flüchtige Datenträ-
ger sowie auswechselbare und nicht auswechselba-
re Datenträger.

[0047] Der Systemspeicher 28 kann von einem
Rechnersystem lesbare Datenträger in Form von
flüchtigem Speicher, wie beispielsweise einem Di-
rektzugriffspeicher (RAM) 30 und/oder einem Ca-
chespeicher 32, beinhalten. Das Rechnersystem/der
Server 12 kann darüber hinaus weitere auswechsel-
bare/nicht auswechselbare und flüchtige/nicht flüch-
tige Speichermedien eines Rechnersystems enthal-
ten. Lediglich als Beispiel kann das Speichersystem
34 für Leseoperationen von und für Schreiboperatio-
nen auf einen nicht auswechselbaren, nicht flüchti-
gen Magnetdatenträger (nicht gezeigt und üblicher-
weise als ”Festplattenlaufwerk” bezeichnet) bereit-
gestellt werden. Obgleich nicht gezeigt, können ein
Magnetplattenlaufwerk für Leseoperationen von und
Schreiboperationen auf eine auswechselbare, nicht
flüchtige Magnetplatte (z. B. eine ”Diskette”) und ein
optisches Plattenlaufwerk für Leseoperationen von
oder Schreiboperationen auf eine auswechselbare,
nicht flüchtige optische Platte, wie zum Beispiel eine
CD-ROM, eine DVD-ROM, oder andere optische Da-
tenträger bereitgestellt werden. In diesen Fällen kann

jedes Plattenlaufwerk über eine oder mehrere Daten-
träger-Schnittstellen mit dem Bus 18 verbunden wer-
den. Wie weiter gezeigt und nachstehend beschrie-
ben wird, kann der Systemspeicher 28 mindestens
ein Programmprodukt enthalten, das über einen Satz
(z. B. mindestens einen Satz) von Programmmodulen
verfügt, die so konfiguriert sind, dass sie die Funktio-
nen der Erfindung ausführen.

[0048] Das Programm/Dienstprogramm 40, das
über einen Satz (mindestens einen Satz) von Pro-
grammmodulen 42 verfügt, kann als Beispiel, oh-
ne darauf beschränkt zu sein, im Systemspeicher
28 abgelegt werden, ebenso ein Betriebssystem, ein
oder mehrere Anwendungsprogramme, andere Pro-
grammmodule und Programmdaten. Das Betriebs-
system, ein oder mehrere Anwendungsprogramme,
andere Programmmodule und Programmdaten oder
eine Kombination daraus können jeweils eine Aus-
führungsart einer Netzwerkumgebung haben. Die
Programmmodule 42 führen im Allgemeinen die
Funktionen und/oder die methodischen Vorgehens-
weisen der hier beschriebenen Erfindung aus.

[0049] Das Rechnersystem/der Server 12 kann auch
mit einer oder mehreren externen Einheiten 14 wie
zum Beispiel einer Tastatur, einem Zeigegerät, ei-
nem Bildschirm 24 usw., mit einer oder mehre-
ren Einheiten, die einem Benutzer den Dialogver-
kehr mit dem Rechnersystem/Server 12 ermöglichen,
und/oder beliebigen Einheiten (z. B. Netzwerkkar-
te, Modem usw.), die dem Rechnersystem/Server 12
den Datenaustausch mit einer oder mehreren ande-
ren Datenverarbeitungseinheiten ermöglichen, Daten
austauschen. Ein solcher Datenaustausch kann über
die E/A-Schnittstellen 22 stattfinden. Weiterhin kann
das Rechnersystem/der Server 12 mit einem oder
mehreren Netzwerken wie zum Beispiel einem lo-
kalen Netzwerk (LAN), einem allgemeinen Weitver-
kehrsnetz (WAN) und/oder einem öffentlichen Netz-
werk (z. B. dem Internet) über den Netzwerkadap-
ter 20 Daten austauschen. Wie gezeigt ist, tauscht
der Netzwerkadapter 20 mit den anderen Komponen-
ten des Rechnersystems/Servers 12 über den Bus 18
Daten aus. Es sollte sich verstehen, dass auch an-
dere Hardware- und/oder Software-Komponenten in
Verbindung mit dem Rechnersystem/Server 12 ver-
wendet werden könnten, obgleich diese nicht gezeigt
sind. Zu Beispielen hierzu gehören, ohne auf die-
se beschränkt zu sein: Mikrocode, Einheitentreiber,
redundante Verarbeitungseinheiten, externe Anord-
nungen von Festplattenlaufwerken, RAID-Systeme,
Bandlaufwerke und Speichersysteme zur Datenar-
chivierung usw.

[0050] Nun Bezug nehmend auf Fig. 2, ist eine der
Veranschaulichung dienende Cloud-Computing-Um-
gebung 50 dargestellt. Wie gezeigt ist, umfasst die
Cloud-Computing-Umgebung 50 einen oder mehrere
Cloud-Computing-Knoten 10, mit dem beziehungs-
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weise denen die Datenverarbeitungseinheiten wie
zum Beispiel der persönliche digitale Assistent (PDA)
oder das Mobiltelefon 54A, der Tischrechner 54B, der
Laptop-Rechner 54C und/oder das Fahrzeug-Rech-
nersystem 54N Daten austauschen. Dies macht es
möglich, aus der Cloud-Computing-Umgebung 50 ei-
ne Infrastruktur, Plattformen und/oder Software als
Dienste anzubieten (wie vorstehend im Abschnitt I
beschrieben wurde), damit nicht jeder Client solche
Ressourcen gesondert unterhalten muss. Es versteht
sich, dass die Arten der Datenverarbeitungseinheiten
54A bis 54N, die in Fig. 2 gezeigt sind, lediglich dem
Zweck der Veranschaulichung dienen und dass die
Cloud-Computing-Umgebung 50 mit jeder beliebigen
Art einer rechnergestützten Einheit über jede belie-
bige Art eines Netzwerks und/oder einer Netzwerk-/
adressierbaren Verbindung (z. B. mittels eines Web-
browsers) Daten austauschen kann.

[0051] Nun Bezug nehmend auf Fig. 3 ist ein Satz
von funktionalen Abstraktionsebenen gezeigt, die
von der Cloud-Computing-Umgebung 50 (Fig. 2) be-
reitgestellt werden. Es sollte sich im Voraus ver-
stehen, dass die Komponenten, Ebenen und Funk-
tionen, die in Fig. 3 gezeigt sind, lediglich dem
Zweck der Veranschaulichung dienen und die Er-
findung nicht darauf beschränkt ist. Wie dargestellt
ist, werden die folgenden Ebenen und entsprechen-
den Funktionen bereitgestellt: Die Hardware- und
Software-Ebene 60 enthält Hardware- und Software-
Komponenten. Zu Beispielen für Hardware-Kompo-
nenten gehören Großrechner, in einem Beispiel Sys-
teme der zSeries® von IBM®; Server, die auf der
RISC-Architektur (RISC = Reduced Instruction Set
Computer) beruhen, in einem Beispiel Systeme der
pSeries® von IBM; Systeme der xSeries® von IBM;
BladeCenter®-Systeme von IBM; Speichereinheiten;
Netzwerke und Komponenten für den Netzwerkbe-
trieb. Zu Beispielen für Software-Komponenten ge-
hören Server-Software für Netzwerk-Anwendungen.
In einem Beispiel Software für WebSphere®-Anwen-
dungsserver von IBM sowie Datenbank-Software. In
einem Beispiel DB2®-Datenbank-Software von IBM.
(IBM, zSeries, pSeries, xSeries, BladeCenter, WebS-
phere und DB2 sind Warenzeichen der International
Business Machines Corporation in den Vereinigten
Staaten von Amerika, anderen Ländern oder sowohl
in den Vereinigten Staaten von Amerika als auch in
anderen Ländern.)

[0052] Die Virtualisierungsebene 62 stellt eine Abs-
traktionsebene bereit, von der die folgenden bei-
spielhaften virtuellen Entitäten bereitgestellt werden
können: virtuelle Server; virtueller Speicher; virtuelle
Netzwerke einschließlich virtueller privater Netzwer-
ke; virtuelle Anwendungen; und virtuelle Clients.

[0053] Die Verwaltungsebene 64 stellt die nach-
stehend beschriebenen beispielhaften Funktionen
zur Verfügung. Die Ressourcenbereitstellung ermög-

licht die dynamische Beschaffung von Datenverarbei-
tungsressourcen und anderen Ressourcen, die ver-
wendet werden, um Aufgaben in der Cloud-Compu-
ting-Umgebung durchzuführen. Die Erfassung von
Verbrauchswerten und die Preisermittlung ermögli-
chen die Überwachung von Kosten bei der Nutzung
von Ressourcen in der Cloud-Computing-Umgebung
sowie die Abrechnung oder Inrechnungstellung für
die Inanspruchnahme dieser Ressourcen. In einem
Beispiel können diese Ressourcen Lizenzen für An-
wendungs-Software umfassen. Die Funktion ”Sicher-
heit” ermöglicht die Überprüfung der Identität für Be-
nutzer und Aufgaben sowie den Schutz für Daten
und andere Ressourcen. Das Benutzerportal ermög-
licht sowohl Benutzern als auch Systemadministra-
toren den Zugriff auf die Cloud-Computing-Umge-
bung. Die Verwaltung der Dienstgüte ermöglicht die
Zuweisung und die Verwaltung von Ressourcen für
das Cloud-Computing in der Weise, dass der erfor-
derlichen Dienstgüte entsprochen wird. Die Planung
und Erfüllung der Dienstgütevereinbarung (Service
Level Agreement (SLA)) ermöglicht eine Vorab-Fest-
legung für und die Beschaffung von Ressourcen für
das Cloud-Computing, bei denen ein zukünftiges Er-
fordernis gemäß einer SLA vorweggenommen wird.

[0054] Die Arbeitslasten-Ebene 66 stellt Funktiona-
lität bereit, für die die Cloud-Computing-Umgebung
genutzt wird. Zu Beispielen für Arbeitslasten und
Funktionen, die von dieser Ebene bereitgestellt wer-
den können, gehören: Abbildung und Navigation;
Software-Entwicklung und Verwaltung des Lebens-
zyklus; Bereitstellung des Unterrichts im virtuellen
Klassenzimmer; Verarbeitung zu datenanalytischen
Zwecken, Transaktionsverarbeitung; und Starten von
Instanzen. Wie vorstehend erwähnt wurde, dienen al-
le vorstehend mit Bezug auf Fig. 3 beschriebenen
Beispiele lediglich der Veranschaulichung, und die
Erfindung ist nicht auf diese Beispiele beschränkt.

[0055] Es versteht sich, dass alle Funktionen der
vorliegenden Erfindung, die hier beschrieben wer-
den, üblicherweise durch das Starten von Instan-
zen ausgeführt werden, welche als Module des Pro-
grammcodes 42 des Programms/Dienstprogramms
40 (Fig. 1) physisch greifbar realisiert werden kön-
nen.

[0056] Nun Bezug nehmend auf Fig. 4 ist ein Dia-
gramm der Architektur gemäß der vorliegenden Er-
findung gezeigt. Es versteht sich, dass ein Teil der
in den Fig. 4 bis Fig. 5 gezeigten Komponenten den
Komponenten in den Fig. 1 bis Fig. 3 entsprechen.
Die Cloud-Knoten 200 entsprechen beispielsweise
den Cloud-Knoten 10. In den Fig. 4 bis Fig. 5 wur-
den lediglich aus Gründen der Übersichtlichkeit der
Darstellung und der leichteren Lesbarkeit gesonder-
te Bezugszahlen verwendet. Es versteht sich weiter,
dass Ausführungsformen der vorliegenden Erfindung
das beziehungsweise die Operational Support Sys-
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tem(s) (OSS) und das beziehungsweise die Business
Support System(s) (BSS) für die Cloud-Umgebung
50 (Fig. 2) vorteilhaft nutzen. Diese Systeme sind
üblicherweise wie folgt definiert: Operational Support
System: Das OSS befasst sich mit Datenverarbei-
tungs-, Netzwerk-, Speicher- und anderen Ressour-
cen und beinhaltet die Inventar-Verwaltung, die Be-
reitstellungs-Verwaltung, die Änderungs-Verwaltung
und die Störungs-Verwaltung (unter anderem). Das
OSS kann eine Vielzahl von Instanzen von virtuel-
len Maschinen auf einer Vielzahl von physischen Ser-
versystemen, die einen Virtualisierungs-Hypervisor
ausführen, bereitstellen. Die Bereitstellung kann des
Weiteren die Auswahl eines Abbilds des anfänglichen
Urladens für die Instanz der virtuellen Maschine und
eine reservierte IP-Adresse, die der angeforderten In-
stanz zugeordnet werden soll, sowie die Zuweisung
von permanenten Speichereinheiten zu bereitgestell-
ten Instanzen beinhalten.

[0057] Business Support System: Das BSS, das mit
dem OSS zusammenarbeitet, befasst sich mit Abon-
nements von Endbenutzern, der Auftragsabwicklung,
der Erfassung von Verbrauchswerten und der Tarifie-
rung sowie der Rückbuchung oder Bezahlung. Typi-
sche Arten von Aktivitäten, die von dem BSS durch-
geführt werden können, sind (unter anderem) das
Aufnehmen der Bestellung eines Kunden, die Konfi-
guration von Netzwerkkomponenten, die Rechnungs-
legung und das Fehlermanagement.

[0058] In jedem Fall tritt, wie in Fig. 4 gezeigt ist,
ein berechtigter Benutzer/Kunde 220 entweder mit ei-
ner Web-Benutzerschnittstelle (user interface ((UI))
101 oder über einen Software-Vermittler unter Ver-
wendung einer API 102 in Dialogverkehr, um eine In-
stanz einer virtuellen Maschine 204 auf dem Cloud-
Knoten 200 (der in Verbindung mit der Hardware 202,
dem Hostrechner-System 202, dem Hypervisor 203
und der temporären Platte 207 gezeigt ist) zu erzeu-
gen. Diese Instanz hat die folgenden weiteren Merk-
male (unter anderem): Sie wird von einem Hauptab-
bild 213 erzeugt, das dem berechtigten Benutzer 220
gehört und von diesem erstellt wird. Dadurch soll das
unbefugte Starten von Abbildern mit möglicherweise
persönlichen Daten vermieden werden. Der Instanz
204 ist eine reservierte Internet-Protocol-(IP-)Adres-
se 208 zugeordnet, die dem Benutzer 220 gehört.
Optional wird in der Instanz eine permanente Platte
als Dateisystem 214 eingesetzt. Die Instanz enthält
auch eine Anwendung des Software-Stapels 210, die
so konfiguriert ist, dass sie automatisch startet und
in Betrieb geht, wenn die Urlade-Festplattenabbilder
213 in einer Instanz 204 bereitgestellt werden.

[0059] Es gibt zwei Möglichkeiten, den automatisier-
ten Neustart-Dienst 110 aufzurufen: Entweder trägt
sich der berechtigte Benutzer 220, nachdem er seine
Identität bei der Web-UI 101 nachgewiesen hat, oder
die API 102 bei dem automatisierten Neustart-Dienst

111 ein, der von jedem beliebigen Neustart-Initialisie-
rungsdienst 221 im Netzwerk aufgerufen wird, und in-
itialisiert den Rücklaufzeitgeber 222. In diesem Fall
stellt die Prüfung 114 zur Vermeidung von Angriffen
sicher, dass der anfordernde Benutzer 220 identisch
mit dem Benutzer ist, dem die Instanz 204 der virtu-
ellen Maschine VM gehört, und dass er der Benut-
zer ist, der die reservierte IP-Adresse 208 angefor-
dert hat.

[0060] Alternativ beinhaltet eine Initialisierung 211
des Neustarts in der Instanz 204 der virtuellen Ma-
schine das Aufrufen der Registrierung 111. In diesem
Fall stellt die Prüfung 114 zur Vermeidung von Angrif-
fen sicher, dass die IP-Ursprungsadresse des Aufru-
fers die reservierte IP-Adresse 208 ist und dass ein
Zertifikat, das die Identität des Erstellers 220 der VM-
Instanz 204 nachweist, gültig ist.

[0061] In beiden Fällen wird bei der Prüfung 114 zur
Vermeidung von Angriffen getestet, ob die Anforde-
rung für einen Neustart Metadaten mit den folgenden
Merkmalen enthält: der Benutzer 220 ist der Eigentü-
mer des Festplattenabbilds 213 des anfänglichen Ur-
ladens, der Eigentümer der VM-Instanz 204, der re-
servierten IP-Adresse 208 und der optionalen perma-
nenten Platte 214; und ob die Anforderung für einen
Neustart dazu dient, dieselbe Konfiguration neu zu
starten, die gerade ausgeführt wird, das heißt, das-
selbe Urlade-Festplattenabbild 213 und die IP-Adres-
se 208 sowie andere Metadaten, die in der ursprüngli-
chen Anforderung für das Erzeugen einer Instanz ver-
wendet wurden. Bei der Prüfung wird im BSS 103 fer-
ner getestet, ob der Benutzer zur Nutzung des Neu-
start-Dienstes für diese Kombination aus Instanz und
Abbild berechtigt ist.

[0062] Während des Normalbetriebs setzt die VM-
Instanz 204 durch den Rücklauf 212 des Abwärtszäh-
lers den Abwärtszähler 113 in regelmäßigen Abstän-
den zurück/startet ihn neu. Alternativ kann ein geson-
dertes Modul 222 diese Operation durchführen. Für
jede eingetragene Instanz zählt der Abwärtszähler in
dem automatisierten Neustart-Dienst 110 in regelmä-
ßigen Abständen abwärts. Falls der Rücklauf des Ab-
wärtszählers 113 eine Zeitlang nicht angefordert wird,
fällt der Abwärtszähler auf null, wobei zu diesem Zeit-
punkt die folgenden Vorgänge stattfinden:
Die Anforderungsausführung 115 prüft mit dem OSS
104, ob es einen allgemeinen Ausfallzustand gibt;
die Anforderungsausführung 115 tritt mit dem OSS
104 in Dialogverkehr, um die VM-Instanz 204 zu be-
enden, die Zuweisung der reservierten IP-Adresse
208 aufzuheben und die optionale permanente ferne
Platte 205 zu entfernen;
die Anforderungsausführung 115 tritt mit dem OSS
104 in Dialogverkehr, um eine neue VM-Instanz zu
starten, das eingetragene Urlade-Festplattenabbild
213 einzusetzen, die reservierte IP-Adresse 208 zu-
zuweisen und das optionale permanente Dateisys-
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tem 214 einzusetzen. Auf der Grundlage dieser Vor-
gänge ist der Software-Anwendungsstapel 210 jetzt
auf einer neuen VM-Instanz mit derselben IP-Adres-
se und denselben permanenten Daten, die vor dem
Neustart zur Verfügung standen, betriebsbereit.

[0063] Eine enge Verflechtung zwischen dem auto-
matisierten Neustart-Dienst 110 und dem OSS 104
und dem BSS 103 stellt sicher, dass der Neustart
mit einem Zähler gemessen und dem berechtigten
Benutzer optional berechnet werden kann. Beispiels-
weise kann ein Stunden- oder Tagestarif für die
Nutzung des Neustart-Dienstes zwischen der Regis-
trierung und der Deregistrierung berechnet werden,
oder andere Ereignisse wie ein tatsächlicher Neu-
start könnten Ereignisse auslösen, die mit einem Ver-
brauchszähler gemessen werden. Eine solche Ver-
flechtung macht es auch möglich, dass dem Benut-
zer über die Web-UI 101 Status- und Neustart-Mel-
dungen angezeigt werden.

[0064] Erzwungener Neustart: Ein erzwungener
Neustart 112 einer Instanz kann von der VM-Instanz
oder einem berechtigten Benutzer ausgelöst werden.
In diesem Fall wird dieselbe Prüfung 114 zur Vermei-
dung von Angriffen ausgeführt, die auch im Falle des
auf null fallenden Abwärtszählers verwendet wird.

[0065] Automatisierter Standort-Neustart: Im Falle
eines vollständigen Systemausfalls, beispielsweise
sowohl von 100 als auch 200, einschließlich des OSS
und des BSS, werden Eintragungen 111 von Neu-
starts festgehalten. Wenn das OSS und das BSS
neu gestartet werden, durchläuft die Anforderungs-
ausführung 115 alle Eintragungen und führt einen
Neustart von einem Teil der eingetragenen Instanzen
oder von allen eingetragenen Instanzen durch.

[0066] Deregistrierung: Sowohl berechtigte Benut-
zer als auch die VM-Instanzen können die Eintragung
eines automatisierten Neustarts jederzeit zurückneh-
men. In diesem Fall testet die Prüfung zur Vermei-
dung von Angriffen erneut die Berechtigung und Stim-
migkeit der Anforderung, um böswillige Anforderun-
gen, die dazu dienen, Instanzen verwundbar zu ma-
chen, zu vermeiden.

[0067] Initialisierung 221 des Neustarts: Diese Kom-
ponente befindet sich in dem Abbild, das eine Vorla-
ge von der in Ausführung befindlichen Instanz ist. Die
Komponente wird während des anfänglichen Urla-
dens der Instanz aufgerufen, so dass sie sich bei dem
automatisierten Neustart-Dienst 110 einträgt 111. Auf
diese Weise kann die Instanz die Dienstgüte ohne
Eingriff des Benutzers durch einen Neustart von dem
Dienst herleiten. Auch können Hauptabbilder, die ei-
ne Unterstützung der Hochverfügbarkeit beinhalten,
im Angebotskatalog in den BSS 103 zur Verfügung
gestellt werden, welche keine zusätzliche Konfigura-

tion oder ein Eingreifen des Administrators erforder-
lich machen.

[0068] Nun Bezug nehmend auf Fig. 5 ist ein Fluss-
diagramm gemäß einer Ausführungsform der vorlie-
genden Erfindung gezeigt. Wie im Schritt S1 gezeigt
ist, wird eine ausgefallene virtuelle Instanz erkannt.
Im Schritt S2 wird als Reaktion auf die ausgefalle-
ne virtuelle Instanz eine Anforderung für eine neue
virtuelle Instanz empfangen. Im Schritt S3 wird eine
Berechtigung eines Benutzers, der der ausgefallenen
virtuellen Instanz zugeordnet ist, geprüft. Zu diesem
Schritt gehört die Feststellung, ob der Benutzer ein
Eigentümer von Folgendem ist: der ausgefallenen vir-
tuellen Instanz; einem Urlade-Abbild, das zu der aus-
gefallenen virtuellen Instanz gehört; einem reservier-
ten Internet Protocol (IP), das zu der ausgefallenen
virtuellen Instanz gehört; und/oder einem permanen-
ten Speicher, der zu der ausgefallenen virtuellen In-
stanz gehört. Im Schritt S4 wird ein Abwärtszähler,
der zu der ausgefallenen virtuellen Instanz gehört,
verringert. Im Schritt S5 wird die neue virtuelle In-
stanz gestartet, wenn der Abwärtszähler einen vorher
festgelegten Schwellwert erreicht. Im Schritt S6 wird
die ausgefallene virtuelle Instanz beendet. Im Schritt
S7 wird die neue virtuelle Instanz eingetragen (z. B.
ein Urlade-Abbild, ein reserviertes IP und ein perma-
nenter Speicher der neuen virtuellen Instanz werden
für den Benutzer eingetragen).

[0069] Zwar wird sie hier als Lösung zum auto-
matisierten Starten von virtuellen Instanzen darge-
stellt und beschrieben, doch versteht es sich, dass
die Erfindung des Weiteren verschiedene alternati-
ve Ausführungsformen bereitstellt. In einer Ausfüh-
rungsform stellt die Erfindung zum Beispiel einen von
einem Rechner lesbaren/nutzbaren Datenträger be-
reit, der Rechnerprogrammcode enthält, um es ei-
ner Rechnerinfrastruktur zu ermöglichen, eine Lö-
sung zum Starten einer virtuellen Instanz zur Ver-
fügung zu stellen. Insoweit enthält der von einem
Rechner lesbare/nutzbare Datenträger Programm-
code, der jeden einzelnen der verschiedenen Pro-
zesse der Erfindung ausführt. Jede beliebige Kom-
bination aus einem oder mehreren rechnerlesbaren
Datenträgern kann verwendet werden. Der rechner-
lesbare Datenträger kann ein rechnerlesbarer Si-
gnaldatenträger oder ein rechnerlesbares Speicher-
medium sein. Ein rechnerlesbares Speichermedium
kann zum Beispiel, ohne auf diese beschränkt zu
sein, ein(e) elektronische(s), magnetische(s), opti-
sche(s), elektromagnetische(s), Infrarot- oder Halb-
leitersystem, -vorrichtung, -einheit oder eine beliebi-
ge geeignete Kombination des Vorstehenden sein.
Zu konkreteren Beispielen (wobei die Liste keinen
Anspruch auf Vollständigkeit erhebt) für das rechner-
lesbare Speichermedium würden folgende gehören:
eine elektrische Verbindung mit einer oder mehreren
Leitungen, eine tragbare Diskette eines Rechners, ei-
ne Festplatte, ein Direktzugriffsspeicher (RAM), ein
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Nur-Lese-Speicher (ROM), ein löschbarer program-
mierbarer Nur-Lese-Speicher (EPROM oder Flash-
Speicher), ein Lichtwellenleiter, ein tragbarer Com-
pact-Disk-Nur-Lese-Speicher (CD-ROM), eine opti-
sche Speichereinheit, eine magnetische Speicherein-
heit oder jede beliebige geeignete Kombination des
Vorstehenden. Im Kontext dieses Schriftstücks kann
ein rechnerlesbares Speichermedium jedes physisch
greifbare Medium sein, das ein Programm zur Ver-
wendung durch oder zur Verwendung in Verbindung
mit einem Befehlsausführungssystem, einer Befehls-
ausführungsvorrichtung oder -einheit enthalten oder
speichern kann.

[0070] In einer anderen Ausführungsform stellt die
Erfindung ein Verfahren bereit, das den Prozess der
Erfindung auf der Grundlage von Abonnements, Wer-
bung und/oder Gebühren durchführt. Das heißt, ein
Dienstanbieter wie zum Beispiel ein Lösungsintegra-
tor, könnte anbieten, eine Lösung zum automatisier-
ten Starten einer virtuellen Instanz zur Verfügung zu
stellen. In diesem Fall kann der Dienstanbieter eine
Rechner-Infrastruktur wie zum Beispiel die Rechner-
Infrastruktur 102 (Fig. 4) erzeugen, verwalten, unter-
stützen usw., die den erfindungsgemäßen Prozess
für einen oder mehrere Kunden durchführt. Als Ge-
genleistung kann der Dienstanbieter im Rahmen ei-
nes Abonnements und/oder eines Gebührenvertrags
Zahlungen von dem beziehungsweise den Kunden
erhalten und/oder der Dienstanbieter kann Zahlun-
gen aus dem Verkauf von Werbung erhalten.

[0071] In noch einer weiteren Ausführungsform stellt
die Erfindung ein von einem Rechner ausgeführtes
Verfahren zum automatisierten Starten einer virtuel-
len Instanz bereit. In diesem Fall kann eine Rech-
ner-Infrastruktur wie zum Beispiel die Rechner-In-
frastruktur 102 (Fig. 4) bereitgestellt werden, und
ein oder mehrere Systeme zur Durchführung des er-
findungsgemäßen Prozesses können beschafft (er-
zeugt, gekauft, verwendet, abgeändert usw.) und in
der Rechner-Infrastruktur eingesetzt werden. Inso-
fern kann der Einsatz eines Systems einen oder
mehrere von folgenden Schritten umfassen: Instal-
lieren von Programmcode auf einer Datenverarbei-
tungseinheit wie zum Beispiel dem Rechnersystem
104 (Fig. 4) von einem rechnerlesbaren Datenträger;
Hinzufügen von einer oder mehreren Datenverarbei-
tungseinheiten zu der Rechner-Infrastruktur; und Auf-
nehmen und/oder Abändern von einem oder mehre-
ren vorhandenen Systemen der Rechner-Infrastruk-
tur, um es der Rechner-Infrastruktur zu ermöglichen,
den erfindungsgemäßen Prozess durchzuführen.

[0072] Ein rechnerlesbarer Signaldatenträger kann
ein übertragenes Datensignal mit einem darin ent-
haltenen rechnerlesbaren Programmcode enthalten;
zum Beispiel im Basisband oder als Teil einer Träger-
welle. Solch ein übertragenes Signal kann eine belie-
bige einer Vielzahl von Formen einschließlich elektro-

magnetischer, optischer Formen oder jede beliebige
geeignete Kombination dieser Formen, ohne auf die-
se beschränkt zu sein, annehmen. Bei einem rech-
nerlesbaren Signaldatenträger kann es sich um jeden
beliebigen rechnerlesbaren Datenträger handeln, der
kein rechnerlesbares Speichermedium ist und der ein
Programm zur Verwendung durch oder zur Verwen-
dung in Verbindung mit einem Befehlsausführungs-
system, einer Befehlsausführungsvorrichtung oder -
einheit übertragen, weiterleiten oder transportieren
kann.

[0073] Es versteht sich, dass die Begriffe ”Pro-
grammcode” und ”Rechnerprogrammcode” in der
hier verwendeten Weise gleichbedeutend sind und
jeden Ausdruck in jeder Sprache, in jedem Code
oder in jeder Notation eines Satzes von Befehlen
bedeuten, die eine Datenverarbeitungseinheit, wel-
che über die Fähigkeit zur Verarbeitung von Daten
verfügt, veranlassen sollen, eine bestimmte Funkti-
on entweder direkt oder nach entweder einem oder
beiden von Folgendem auszuführen: (a) Umwand-
lung in eine andere Sprache, in einen anderen Code
oder in eine andere Notation; und/oder (b) Nach-
bildung in einer anderen materiellen Form. Inso-
fern kann der Programmcode in Form von einem
oder mehreren von Folgendem realisiert werden: ei-
nem Anwendungs-/Software-Programm, Komponen-
ten-Software/einer Bibliothek mit Funktionen, einem
Betriebssystem, einem grundlegenden Einheitensys-
tem/-treiber für eine bestimmte Datenverarbeitungs-
einheit und dergleichen.

[0074] Ein Datenverarbeitungssystem, das zur Spei-
cherung und/oder Ausführung von Programmcode
geeignet ist, kann im Rahmen dieser Erfindung be-
reitgestellt werden und mindestens einen Prozessor
enthalten, der über einen Systembus direkt oder in-
direkt mit einem oder mehreren Speicherelementen
verbunden ist. Die Speicherelemente können, ohne
auf diese beschränkt zu sein, einen lokalen Speicher,
der während der tatsächlichen Ausführung des Pro-
grammcodes verwendet wird, einen Massenspeicher
und Cachespeicher beinhalten, die eine vorüberge-
hende Speicherung von mindestens einem Teil des
Programmcodes ermöglichen, um die Häufigkeit zu
verringern, mit der Code während der Ausführung
aus dem Massenspeicher abgerufen werden muss.
Eingabe-/Ausgabe- und/oder andere externe Einhei-
ten (einschließlich Tastaturen, Bildschirme, Zeigege-
räte usw., ohne auf diese beschränkt zu sein) können
entweder direkt oder über zwischengeschaltete Ein-
heitensteuerungen mit dem System verbunden wer-
den.

[0075] Netzwerkadapter können ebenfalls mit dem
System verbunden werden, damit das Datenverar-
beitungssystem mit anderen Datenverarbeitungssys-
temen, fernen Druckern, Speichereinheiten und/oder
dergleichen über eine beliebige Kombination aus zwi-
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schengeschalteten privaten oder öffentlichen Netz-
werken verbunden werden kann. Zu der Veranschau-
lichung dienenden Netzwerkadaptern gehören, oh-
ne auf diese beschränkt zu sein, Modems, Kabelmo-
dems und Ethernet-Karten.
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Zitierte Nicht-Patentliteratur

- ”Draft NIST Working Definition of Cloud
Computing” von Peter Mell und Tim Grance
vom 7. Oktober 2009 [0024]
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Patentansprüche

1.  Verfahren zum Starten einer virtuellen Instanz in
einer Cloud-Computing-Umgebung, wobei das Ver-
fahren Folgendes umfasst:
Erkennen einer ausgefallenen virtuellen Instanz in
der Cloud-Computing-Umgebung;
als Reaktion auf die ausgefallene virtuelle Instanz
Empfangen einer Anforderung für eine neue virtuelle
Instanz;
Prüfen einer Berechtigung eines Benutzers, der der
ausgefallenen virtuellen Instanz zugeordnet ist;
Verringern eines Abwärtszählers, der zu der ausge-
fallenen virtuellen Instanz gehört;
Starten der neuen virtuellen Instanz, wenn der Ab-
wärtszähler einen vorher festgelegten Schwellwert
erreicht; und
Beenden der ausgefallenen virtuellen Instanz.

2.  Verfahren nach Anspruch 1, wobei der Prüfvor-
gang die Feststellung umfasst, ob der Benutzer ein
Eigentümer der ausgefallenen virtuellen Instanz ist.

3.   Verfahren nach Anspruch 1 oder Anspruch 2,
wobei der Prüfvorgang die Feststellung umfasst, ob
der Benutzer ein Eigentümer eines Urlade-Abbilds
ist, das zu der ausgefallenen virtuellen Instanz ge-
hört.

4.   Verfahren nach einem der Ansprüche 1 bis 3,
wobei der Prüfvorgang die Feststellung umfasst, ob
der Benutzer ein Eigentümer einer reservierten Inter-
net-Protocol-(IP-)Adresse ist, die zu der ausgefalle-
nen virtuellen Instanz gehört.

5.  Verfahren nach einem der vorhergehenden An-
sprüche, wobei der Prüfvorgang die Feststellung um-
fasst, ob der Benutzer ein Eigentümer des permanen-
ten Speichers ist, das zu der ausgefallenen virtuellen
Instanz gehört.

6.  Verfahren nach einem der vorhergehenden An-
sprüche, wobei der vorher festgelegte Schwellwert
null umfasst.

7.  Verfahren nach einem der vorhergehenden An-
sprüche, das des Weiteren das Eintragen eines Urla-
de-Abbilds, einer reservierten IP-Adresse und eines
permanenten Speichers der neuen virtuellen Instanz
für den Benutzer umfasst.

8.  Verfahren nach einem der vorhergehenden An-
sprüche, wobei die neue virtuelle Instanz einen Neu-
start der ausgefallenen virtuellen Instanz umfasst.

9.  System zum Starten einer virtuellen Instanz in
einer Cloud-Computing-Umgebung, wobei das Sys-
tem Folgendes umfasst:
ein Speichermedium, das Befehle umfasst;

einen Bus, der mit dem Speichermedium verbunden
ist; und
einen mit dem Bus verbundenen Prozessor, der,
wenn er die Befehle ausführt, bewirkt, dass das Sys-
tem:
eine ausgefallene virtuelle Instanz in der Cloud-Com-
puting-Umgebung erkennt;
als Reaktion auf die ausgefallene virtuelle Instanz ei-
ne Anforderung für eine neue virtuelle Instanz emp-
fängt;
eine Berechtigung eines Benutzers prüft, der der aus-
gefallenen virtuellen Instanz zugeordnet ist;
einen Abwärtszähler verringert, der zu der ausgefal-
lenen virtuellen Instanz gehört;
die neue virtuelle Instanz startet, wenn der Abwärts-
zähler einen vorher festgelegten Schwellwert er-
reicht; und
die ausgefallene virtuelle Instanz beendet.

10.  System nach Anspruch 9, wobei das System
des Weiteren veranlasst wird, festzustellen, ob der
Benutzer ein Eigentümer der ausgefallenen virtuellen
Instanz ist.

11.   System nach Anspruch 9 oder Anspruch 10,
wobei das System des Weiteren veranlasst wird, fest-
zustellen, ob der Benutzer ein Eigentümer eines Ur-
lade-Abbilds ist, das zu der ausgefallenen virtuellen
Instanz gehört.

12.  System nach einem der Ansprüche 9 bis 11,
wobei das System des Weiteren veranlasst wird, fest-
zustellen, ob der Benutzer ein Eigentümer einer re-
servierten Internet-Protocol-(IP-)Adresse ist, die zu
der ausgefallenen virtuellen Instanz gehört.

13.  System nach einem der Ansprüche 9 bis 12,
wobei das System des Weiteren veranlasst wird, fest-
zustellen, ob der Benutzer ein Eigentümer des per-
manenten Speichers ist, der zu der ausgefallenen vir-
tuellen Instanz gehört.

14.  System nach einem der Ansprüche 9 bis 13,
wobei das System des Weiteren veranlasst wird, ein
Urlade-Abbild, eine reservierte IP-Adresse und einen
permanenten Speicher der neuen virtuellen Instanz
für den Benutzer einzutragen.

15.    Rechnerprogramm, das Rechnerprogramm-
code umfasst, der auf einem rechnerlesbaren Daten-
träger gespeichert wird, um, wenn es in ein Rech-
nersystem geladen und darauf ausgeführt wird, das
Rechnersystem zu veranlassen, alle Schritte eines
Verfahrens nach einem der Ansprüche 1 bis 8 durch-
zuführen.

Es folgen 5 Blatt Zeichnungen
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Anhängende Zeichnungen
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