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(57) Abstract: Placing workloads in a multi-array system comprising a plurality of storage arrays, including: determining, for each of a plurality of storage arrays, a current system activity level trend of the storage array, the current system activity level trend including a plurality of performance metrics of the storage array; receiving information describing a performance profile of a workload to be executed on one of the storage arrays; and placing the workload on the optimal storage array.
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PLACING WORKLOADS IN A MULTI-ARRAY SYSTEM

TECHNICAL FIELD

[0001] The field of the invention is data processing, or, more specifically, methods, apparatus, and products for placing workloads in a multi-array system.

BACKGROUND ART

[0002] Enterprise storage systems can include a plurality of storage devices that are organized in many ways and even located in distinct locations. As such enterprise storage systems grow in scale, managing such enterprise storage systems can become increasingly difficult. In fact, the responsibility for managing such storage systems can become distributed amongst many actors in many locations, making attempts to coordinate management of the storage system very difficult.

SUMMARY OF INVENTION

[0003] Methods, apparatuses, and products for placing workloads in a multi-array system comprising a plurality of storage arrays, including: determining, for each of a plurality of storage arrays, a current system activity level trend of the storage array, the current system activity level trend including a plurality of performance metrics of the storage array; receiving a performance profile of a workload to be executed on one of the storage arrays; generating, for each of the plurality of storage arrays in dependence upon the current system activity level trend of the storage array and the performance profile of the workload, a projected system activity level trend for the storage array, wherein the projected system activity level trend identifies an expected impact to the performance metrics of the storage array created by placing the workload on the storage array; identifying, in dependence upon the projected system activity level trend for each of the plurality of storage arrays, an optimal storage array for receiving the workload; and placing the workload on the optimal storage array.

[0004] The foregoing and other objects, features and advantages of the invention will be apparent from the following more particular descriptions of example embodiments of the invention as illustrated in the accompanying drawings wherein like reference numbers generally represent like parts of example embodiments of the invention.

BRIEF DESCRIPTION OF DRAWINGS

[0005] Figure 1 sets forth a block diagram of a multi-array system in which workloads are placed according to embodiments of the present disclosure.
[0006] Figure 2 sets forth a block diagram of several example computers useful for placing workloads in a multi-array system according to embodiments of the present disclosure.

[0007] Figure 3 sets forth a block diagram of a storage array controller useful in placing workloads in a multi-array system according to embodiments of the present disclosure.

[0008] Figure 4 sets forth an example method of placing workloads in a multi-array system comprising a plurality of storage arrays according to embodiments of the present disclosure.

[0009] Figure 5 sets forth an additional example method of placing workloads in a multi-array system comprising a plurality of storage arrays according to embodiments of the present disclosure.

[0010] Figure 6 sets forth an additional example method of placing workloads in a multi-array system comprising a plurality of storage arrays according to embodiments of the present disclosure.

[0011] Figure 7 sets forth an additional example method of placing workloads in a multi-array system comprising a plurality of storage arrays according to embodiments of the present disclosure.

DESCRIPTION OF EMBODIMENTS

[0012] Example methods, apparatuses, and products for placing workloads in a multi-array system in accordance with the present disclosure are described with reference to the accompanying drawings, beginning with Figure 1. Figure 1 sets forth a block diagram of a multi-array system in which workloads are placed according to embodiments of the present disclosure. The system of Figure 1 includes a number of computing devices (164, 166, 168, 170). The computing devices (164, 166, 168, 170) depicted in Figure 1 may be implemented in a number of different ways. For example, the computing devices (164, 166, 168, 170) depicted in Figure 1 may be embodied as a server in a data center, a workstation, a personal computer, a notebook, or the like.

[0013] The computing devices (164, 166, 168, 170) in the example of Figure 1 are coupled for data communications to a number of storage arrays (102, 104) through a storage area network (‘SAN’) (158) as well as a local area network (160) (‘LAN’). The SAN (158) may be implemented with a variety of data communications fabrics, devices, and protocols. Example fabrics for such a SAN (158) may include Fibre Channel, Ethernet, Infiniband, Serial Attached Small Computer System Interface (‘SAS’), and the like. Example data communications protocols for use in such a SAN (158) may include Advanced Technology Attachment (‘ATA’), Fibre Channel Protocol, SCSI, iSCSI, HyperSCSI, and others. Readers
of skill in the art will recognize that a SAN is just one among many possible data communications couplings which may be implemented between a computing device (164, 166, 168, 170) and a storage array (102, 104). For example, the storage devices (146, 150) within the storage arrays (102, 104) may also be coupled to the computing devices (164, 166, 168, 170) as network attached storage ('NAS') capable of facilitating file-level access, or even using a SAN-NAS hybrid that offers both file-level protocols and block-level protocols from the same system. Any other such data communications coupling is well within the scope of embodiments of the present disclosure.

[0014] The local area network (160) of Figure 1 may also be implemented with a variety of fabrics and protocols. Examples of such fabrics include Ethernet (802.3), wireless (802.11), and the like. Examples of such data communications protocols include Transmission Control Protocol ('TCP'), User Datagram Protocol ('UDP'), Internet Protocol (IP), HyperText Transfer Protocol ('HTTP'), Wireless Access Protocol ('WAP'), Handheld Device Transport Protocol ('HDTP'), Session Initiation Protocol ('SIP'), Real Time Protocol ('RTP') and others as will occur to those of skill in the art.

[0015] The example storage arrays (102, 104) of Figure 1 provide persistent data storage for the computing devices (164, 166, 168, 170). The example storage arrays (102, 104) of Figure 1 may provide persistent data storage for the computing devices (164, 166, 168, 170), at least in part, through the use of a plurality of storage devices (146, 150). A 'storage device' as the term is used in this specification refers to any device configured to record data persistently. The term 'persistently' as used here refers to a device's ability to maintain recorded data after loss of a power source. Examples of storage devices may include mechanical, spinning hard disk drives, Solid-state drives (e.g., "Flash drives"), and the like.

[0016] Each storage array (102, 104) depicted in Figure 1 includes a storage array controller (106, 112). Each storage array controller (106, 112) may be embodied as a module of automated computing machinery comprising computer hardware, computer software, or a combination of computer hardware and software. The storage array controllers (106, 112) may be configured to carry out various storage-related tasks. Such tasks may include writing data received from the one or more of the computing devices (164, 166, 168, 170) to storage, erasing data from storage, retrieving data from storage to provide the data to one or more of the computing devices (164, 166, 168, 170), monitoring and reporting of disk utilization and performance, performing RAID (Redundant Array of Independent Drives) or RAID-like data redundancy operations, compressing data, encrypting data, and so on.
Each storage array controller (106, 112) may be implemented in a variety of ways, including as a Field Programmable Gate Array (‘FPGA’), a Programmable Logic Chip (‘PLC’), an Application Specific Integrated Circuit (‘ASIC’), or computing device that includes discrete components such as a central processing unit, computer memory, and various adapters. Each storage array controller (106, 112) may include, for example, a data communications adapter configured to support communications via the SAN (158) and the LAN (160). Although only one of the storage array controllers (112) in the example of Figure 1 is depicted as being coupled to the LAN (160) for data communications, readers will appreciate that both storage array controllers (106, 112) may be independently coupled to the LAN (160). Each storage array controller (106, 112) may also include, for example, an I/O controller or the like that couples the storage array controller (106, 112) for data communications, through a midplane (114, 116) to a number of storage devices (146, 150). Readers will appreciate that although the example depicted in Figure 1 includes an embodiment where the storage array controller (106, 112) is communicatively coupled the storage devices (146, 150) via a midplane (114), other forms of interconnects may be utilized to facilitate communications between the storage array controller (106, 112) and the storage devices (146, 150).

In addition to being coupled to the computing devices through the SAN (158), the storage arrays (102, 104) may also be coupled to the computing devices through the LAN (160) and to one or more cloud service providers through the Internet (172). The term ‘cloud’ as used in this specification refers to systems and computing environments that provide services to user devices through the sharing of computing resources through a network. Generally, the user device is unaware of the exact computing resources utilized by the cloud system to provide the services. Although in many cases such ‘cloud’ environments or systems are accessible via the Internet, readers of skill in the art will recognize that any system that abstracts the use of shared resources to provide services to a user through any network may be considered a cloud-based system.

One example cloud service in Figure 1 is a storage array services provider (176). The storage array service provider (176) may be configured to provide various storage array services such as reporting of storage array performance characteristics, configuration control of the storage arrays, and the like. The storage array services provider may rely on modules executing on the storage array itself to gather or process such data.
The system of Figure 1 may be configured, according to embodiments of the present disclosure, to place workloads in a multi-array system. Placing workloads in a multi-array system may be carried out by the storage array services provider (176) performing the steps of: determining, for each of a plurality of storage arrays, a current system activity level trend of the storage array, the current system activity level trend including a plurality of performance metrics of the storage array; receiving a performance profile of a workload to be executed on one of the storage arrays; generating, for each of the plurality of storage arrays in dependence upon the current system activity level trend of the storage array and the performance profile of the workload, a projected system activity level trend for the storage array, wherein the projected system activity level trend identifies an expected impact to the performance metrics of the storage array created by placing the workload on the storage array; identifying, in dependence upon the projected system activity level trend for each of the plurality of storage arrays, an optimal storage array for receiving the workload; and placing the workload on the optimal storage array, as will be described in greater detail below. Readers will appreciate that although placing workloads in a multi-array system is described in Figure 1 as being carried out by the storage array services provider (176), other embodiments are envisioned where placing workloads in a multi-array system is carried out by one or more other devices. For example, placing workloads in a multi-array system may be carried out by a dedicated server that is included as part of a particular storage array, by a dedicated server that serves as a multi-array manager, and so on.

The arrangement of computing devices, storage arrays, networks, and other devices making up the example system illustrated in Figure 1 are for explanation, not for limitation. Systems useful according to various embodiments of the present disclosure may include different configurations of servers, routers, switches, computing devices, and network architectures, not shown in Figure 1, as will occur to those of skill in the art.

Placing workloads in a multi-array system in accordance with embodiments of the present disclosure is generally implemented with computers. In the system of Figure 1, for example, all the computing devices (164-170), storage controllers (106, 112), and storage array services provider (176) may be implemented, to some extent at least, as computers. For further explanation, therefore, Figure 2 sets forth a block diagram of several example computers useful for placing workloads in a multi-array system according to embodiments of the present disclosure. The example computers in Figure 2 include a storage array services provider (176).
[0023] The storage array services provider (176) of Figure 2 includes at least one computer processor (210) or 'CPU' as well as random access memory (214) ('RAM') which is connected through a high speed memory bus and bus adapter (212) to processor (210) and to other components of the storage array services provider (176). Stored in RAM (214) is a cloud-based services module (226), a module of computer program instructions that when executed causes the storage array services provider (176) to place workloads in a multi-array system. The cloud-based services module (226) may be configured for: determining, for each of a plurality of storage arrays, a current system activity level trend of the storage array, the current system activity level trend including a plurality of performance metrics of the storage array; receiving a performance profile of a workload to be executed on one of the storage arrays; generating, for each of the plurality of storage arrays in dependence upon the current system activity level trend of the storage array and the performance profile of the workload, a projected system activity level trend for the storage array, wherein the projected system activity level trend identifies an expected impact to the performance metrics of the storage array created by placing the workload on the storage array; identifying, in dependence upon the projected system activity level trend for each of the plurality of storage arrays, an optimal storage array for receiving the workload; and placing the workload on the optimal storage array, as will be described in greater detail below.

[0024] Also stored in RAM (214) of the example storage array services provider (176) is an operating system (234). Examples of operating systems useful in computers configured for placing workloads in a multi-array system according to embodiments of the present disclosure include UNIX™, Linux™, Microsoft Windows™, and others as will occur to those of skill in the art. The operating system (234) and the cloud-based storage array services module (226) in the example of Figure 2 are shown in RAM (168), but many components of such software typically are stored in non-volatile memory also, such as, for example, on a disk drive (224). Likewise, the modules depicted in RAM (238, 240) of the storage array (102) and client-side user computer (204) may be stored in non-volatile memory.

[0025] The storage array services provider (176) of Figure 2 also includes disk drive adapter (222) coupled through an expansion bus and bus adapter (212) to the processor (210) and other components of the storage array services provider (176). Disk drive adapter (222) connects non-volatile data storage to the storage array services provider (176) in the form of disk drive (224). Disk drive adapters may be implemented in a variety of ways including as
SATA (Serial Advanced Technology Attachment) adapters, PATA (Parallel ATA) adapters, Integrated Drive Electronics ('IDE') adapters, Small Computer System Interface ('SCSI') adapters, and others as will occur to those of skill in the art. Non-volatile computer memory also may be implemented as an optical disk drive, electrically erasable programmable read-only memory (so-called 'EEPROM' or 'Flash' memory), RAM drives, and so on, as will occur to those of skill in the art.

[0026] The example storage array services provider (176) of Figure 2 includes one or more input/output ('I/O') adapters (216). I/O adapters implement user-oriented input/output through, for example, software drivers and computer hardware for controlling output to display devices such as computer display screens, as well as user input from user input devices (220) such as keyboards and mice. The example storage array services provider (176) of Figure 2 also includes a video adapter (208), which is an example of an I/O adapter specially designed for graphic output to a display device (206) such as a display screen or computer monitor. Video adapter (208) is connected to the processor (210) through a high speed video bus.

[0027] The example storage array services provider (176) of Figure 2 includes a communications adapter (218) for data communications with the storage arrays (102) through the network (160). Such data communications may be carried out through data communications networks such as IP data communications networks, and in other ways as will occur to those of skill in the art. Communications adapters implement the hardware level of data communications through which one computer sends data communications to another computer, directly or through a data communications network. Examples of such communications adapters useful include modems for wired dial-up communications, Ethernet (IEEE 802.3) adapters for wired data communications, and 802.11 adapters for wireless data communications.

[0028] Readers of skill in the art will recognize that the components of the storage array services provider (176) as depicted in Figure 2 are example computing components only. Such a storage array services provider (176) may be configured in various ways including, for example, as a server. Such a server may not include the I/O adapters, the driver adapters, display devices, video adapters and the like.

[0029] As mentioned above, a storage array (102) may also be implemented, at least to some extent, as a computer. For further explanation, therefore, Figure 3 sets forth a block diagram of a storage array controller (106) useful in placing workloads in a multi-array system.
according to embodiments of the present disclosure. The storage array controller (106) of Figure 3 is similar to the storage array controllers depicted in Figure 1. as the storage array controller (106) of Figure 3 is communicatively coupled, via a midplane (114), to one or more storage devices (146) and to one or more memory buffer devices (148) that are included as part of a storage array (102). The storage array controller (106) may be coupled to the midplane (114) via one or more data communications links and the midplane (114) may be coupled to the storage devices (146) and the memory buffer devices (148) via one or more data communications links. Such data communications links may be embodied, for example, as Peripheral Component Interconnect Express ('PCIe') bus.

[0030] The storage array controller (106) of Figure 3 includes at least one computer processor (314) or 'CPU' as well as random access memory ('RAM') (328). The computer processor (314) may be connected to the RAM (328) via a data communications link (326), which may be embodied as a high speed memory bus such as a Double-Data Rate 4 ('DDR4') bus or other memory bus.

[0031] Stored in RAM (328) is an operating system (330). Examples of operating systems useful in storage array controllers (106) according to embodiments of the present disclosure include UNIX™, Linux™, Microsoft Windows™, and others as will occur to those of skill in the art. Readers will appreciate that while the operating system (330) in the example of Figure 3 is shown in RAM (328), many components of such software may also be stored in non-volatile memory such as, for example, on a disk drive, on a solid-state drive, and so on.

[0032] The storage array controller (106) of Figure 3 also includes a plurality of host bus adapters (302, 304, 306) that are coupled to the processor (314) via a data communications link (308, 310, 312). Each host bus adapter (302, 304, 306) may be embodied as a module of computer hardware that connects the host system (i.e., the storage array controller) to other network and storage devices. Each of the host bus adapters (302, 304, 306) of Figure 3 may be embodied, for example, as a Fibre Channel adapter that enables the storage array controller (106) to connect to a SAN, as an Ethernet adapter that enables the storage array controller (106) to connect to a LAN, and so on. Each of the host bus adapters (302, 304, 306) may be coupled to the computer processor (314) via a data communications link (308, 310, 312) such as, for example, a PCIe bus.

[0033] The storage array controller (106) of Figure 3 also includes a host bus adapter (316) that is coupled to an expander (320). The expander (320) depicted in Figure 3 may be embodied as a module of computer hardware utilized to attach a host system to a larger
number of storage devices than would be possible without the expander (320). The expander 
(320) depicted in Figure 3 may be embodied, for example, as a SAS expander utilized to 
enable the host bus adapter (316) to attach to storage devices in an embodiment where the 
host bus adapter (316) is embodied as a SAS controller.

[0034] The storage array controller (106) of Figure 3 also includes a switch (324) that is 
coupled to the computer processor (314) via a data communications link (322). The switch 
(324) of Figure 3 may be embodied as a computer hardware device that can create multiple 
endpoints out of a single endpoint, thereby enabling multiple devices to share what was 
initially a single endpoint. The switch (324) of Figure 3 may be embodied, for example, as a 
PCIe switch that is coupled to a PCIe bus and presents multiple PCIe connection points to the 
midplane (114).

[0035] The storage array controller (106) of Figure 3 can also include a data communications 
link for coupling the storage array controller (106) to other storage array controllers. Such a 
data communications link may be embodied, for example, as a QuickPath Interconnect 
(‘QPI’) interconnect, as PCIe non-transparent bridge (‘NTB’) interconnect, and so on. 
Readers will recognize that the components, protocols, adapters, and architectures described 
above are for illustration only, not limitation. Such a storage array controller may be 
implemented in a variety of different ways, each of which is well within the scope of the 
present disclosure.

[0036] For further explanation, Figure 4 sets forth an example method of placing workloads 
in a multi-array system (400) comprising a plurality of storage arrays (402, 404, 406) 
according to embodiments of the present disclosure. Each of the storage arrays (402, 404, 
406) depicted in Figure 4 may be similar to the storage arrays described above with reference 
to Figures 1-3. Although the example depicted in Figure 4 includes an embodiment where 
the multi-array system (400) includes three storage arrays (402, 404, 406), the multi-array 
system (400) may include fewer or additional storage arrays, so long as two or more storage 
arrays are included in the multi-array system (400).

[0037] The example method depicted in Figure 4 includes determining (408), for each of a 
plurality of storage arrays (402, 404, 406), a current system activity level trend (410, 414, 
418) of the storage array (402, 404, 406). The current system activity level trend (410, 414, 
418) can include information identifying the current utilization of a plurality of system 
resources as well as information identifying the trend of resource utilization for a plurality of 
system resources. The current system activity level trend (410, 414, 418) can include, for
example, information identifying the amount of storage space within a particular storage array (402, 404, 406) that is currently being utilized as well as information identifying the rate at which the storage space utilization within a particular storage array (402, 404, 406) is increasing or decreasing.

[0038] In the example method depicted in Figure 4, the current system activity level trend (410, 414, 418) includes a plurality of performance metrics (412, 416, 420) of the storage array (402, 404, 406). The plurality of performance metrics (412, 416, 420) can include, for example, performance metrics (412, 416, 420) used to quantify the usage of processing resources (e.g., CPU cycles being utilized, percentage of CPU utilization for CPUs in a particular storage arrays, and so on), performance metrics (412, 416, 420) used to quantify the usage of non-volatile storage resources, performance metrics (412, 416, 420) used to quantify the usage of volatile memory resources, performance metrics (412, 416, 420) used to quantify the usage of networking resources, and so on. The plurality of performance metrics (412, 416, 420) can also include performance metrics used to identify how well a particular storage array (402, 404, 406) is performing such as, for example, performance metrics used to quantify the number of IOPS serviced by a particular storage array (402, 404, 406), performance metrics used to quantify the read or write latency provided by a particular storage array (402, 404, 406), performance metrics used to quantify the extent to which data stored on a particular storage array (402, 404, 406) is being deduplicated, compressed, or otherwise reduced, and so on.

[0039] In the example method depicted in Figure 4, determining (408) a current system activity level trend (410, 414, 418) for each of a plurality of storage arrays (402, 404, 406) may be carried, for example, by periodically monitoring the plurality of performance metrics (412, 416, 420) and determining the rate at which each monitored performance metric (412, 416, 420) is changing over time. Monitoring the plurality of performance metrics (412, 416, 420) and determining the rate at which each monitored performance metric (412, 416, 420) is changing over time may be carried out, for example, by a centralized component within the multi-array system (400) such as a system management module executing on a system management server.

[0040] The example method depicted in Figure 4 also includes receiving (422) a performance profile (438) of a workload (436) to be executed on one of the storage arrays (402, 404, 406). The performance profile (438) of a workload (436) to be executed on one of the storage arrays (402, 404, 406) may include, for example, information identifying an expected amount
of processing resources to be utilized when executing the workload (436), information identifying the amount of non-volatile storage resources expected to be utilized when executing the workload (436), information identifying the amount of volatile memory resources expected to be utilized when executing the workload (436), the number of IOPS expected to be generated when executing the workload (436), and so on. The performance profile (438) of the workload (436) may be generated, for example, by monitoring the execution of the workload (436) on another storage array, by identifying similar workloads being executed on the storage array and inferring that executing the workload (436) will be similar, and so on.

[0041] The example method depicted in Figure 4 also includes generating (424), for each of the plurality of storage arrays (402, 404, 406) in dependence upon the current system activity level trend (410, 414, 418) of the storage array (402, 404, 406) and the performance profile (438) of the workload (436), a projected system activity level (426, 428, 430) trend for the storage array (402, 404, 406). The projected system activity level (426, 428, 430) trend for each storage array (402, 404, 406) can include information identifying the projected utilization of a plurality of system resources as well as information identifying the projected trend of resource utilization for a plurality of system resources that would occur if the workload (436) were executed by the storage array (402, 404, 406). The projected system activity level (426, 428, 430) trend for each storage array (402, 404, 406) can include, for example, information identifying the projected amount of storage space within a particular storage array (402, 404, 406) that would be utilized as well as information identifying the projected rate at which the storage space utilization within a particular storage array (402, 404, 406) is expected to increase or decrease if the workload (436) were executed by the storage array (402, 404, 406).

[0042] In the example method depicted in Figure 4, the projected system activity level (426, 428, 430) trend identifies an expected impact to the performance metrics (412, 416, 420) of the storage array (402, 404, 406) created by placing the workload (436) on the storage array (402, 404, 406). As described above, the plurality of performance metrics (412, 416, 420) can include, for example, performance metrics (412, 416, 420) used to quantify the usage of processing resources, non-volatile storage resources, volatile memory resources, networking resources, and so on. The plurality of performance metrics (412, 416, 420) can also include performance metrics used to identify how well a particular storage array (402, 404, 406) is performing such as, for example, performance metrics used to quantify the number of IOPS
serviced by a particular storage array (402, 404, 406), performance metrics used to quantify
the read or write latency provided by a particular storage array (402, 404, 406), performance
metrics used to quantify the extent to which data stored on a particular storage array (402,
404, 406) is being deduplicated, compressed, or otherwise reduced, and so on.

[0043] In the example method depicted in Figure 4, the expected impact to the performance
metrics (412, 416, 420) of the storage array (402, 404, 406) that is expected to be created by
placing the workload (436) on the storage array (402, 404, 406) may be expressed, for
example, as an absolute value that represents the expected value for each of the performance
metrics (412, 416, 420) that is expected to be created by placing the workload (436) on the
storage array (402, 404, 406). In an alternative embodiment, the expected impact to the
performance metrics (412, 416, 420) of the storage array (402, 404, 406) that is expected to
be created by placing the workload (436) on the storage array (402, 404, 406) may be
expressed as a relative value that represents the expected change to each of the performance
metrics (412, 416, 420) that is expected to be created by placing the workload (436) on the
storage array (402, 404, 406).

[0044] In the example method depicted in Figure 4, generating (424) the projected system
activity level (426, 428, 430) trend for the storage array (402, 404, 406) in dependence upon
the current system activity level trend (410, 414, 418) of the storage array (402, 404, 406) and
the performance profile (438) of the workload (436) may be carried out, for example, by
summing one or more performance metrics (412, 416, 420) associated with the current
system activity level trend (410, 414, 418) of the storage array (402, 404, 406) with the
corresponding expected impact to the performance metrics (412, 416, 420) of the storage
array (402, 404, 406) created by placing the workload (436) on the storage array (402, 404,
406).

[0045] Consider an example in which the performance metrics (412) for a particular storage
array (402) indicate that the current system activity level trend (410) of the storage array
(402) has consumed 500 TB of data storage and that such data storage consumption is
expanding at a rate of 1 TB per day. Assume in such an example that the corresponding
expected impact to the performance metrics (412) of the storage array (402) created by
placing the workload (436) on the storage array (402) indicate that the new workload would
immediately consume 10 TB of data storage and that such consumption is expected to expand
at a rate of .1 TB per day. In such an example, the projected system activity level (426) trend
for the storage array (402) would indicate that placing the workload (436) on the storage
array (402) would indicate that data storage consumption within the storage array (402) would be at a level of 510 TB and that such data storage consumption is expected to expand at a rate of 1.1 TB per day. Readers will appreciate that similar calculations may be carried out for each of the storage arrays (402, 404, 406) and for a plurality of performance metrics.

[0046] The example method depicted in Figure 4 also includes identifying (432), in dependence upon the projected system activity level (426, 428, 430) trend for each of the plurality of storage arrays (402, 404, 406), an optimal storage array for receiving the workload (436). The optimal storage array for receiving the workload (436) may be embodied, for example, as the storage array (402, 404, 406) that has sufficient resources to support the workload (436) for the longest period of time, as the storage array (402, 404, 406) that has sufficient resources to provide the best performance to the workload (436), as the storage array (402, 404, 406) that receives the best score when applying some predetermined selection formula, and so on.

[0047] In the example method depicted in Figure 4, identifying (432) the optimal storage array for receiving the workload (436) in dependence upon the projected system activity level (426, 428, 430) trend for each of the plurality of storage arrays (402, 404, 406) may be carried out, for example, by applying a predetermined selection formula that utilizes the projected system activity level (426, 428, 430) trend for each of the plurality of storage arrays (402, 404, 406) as an input. In such an example, the predetermined selection formula may be configured to generate a score for each storage array (402, 404, 406) that can be used as an indication of how well a particular storage array can support a particular workload (436). Consider the following predetermined selection formula as an example:

\[
\text{Score} = (\text{SPSAL/SAVAIL}) + (\text{PC}_{pSA_L}/\text{PCAVAIL}), \text{ where:}
\]

[0048] \( S_p \) represents the amount of storage to be consumed as specified in the projected system activity level, \( SAVA_L \) represents the amount of storage available in the storage array, \( PC_{pSA_L} \) represents the amount of processor cycles storage to be consumed as specified in the projected system activity level, and \( PCAVAIL \) represents the amount of processor cycles available in the storage array. In such an example, the storage array with the lowest score may be identified (432) as being the optimal storage array for receiving the workload (436).

[0049] Readers will appreciate that the predetermined selection formula described above is included for illustrative purposes only. Embodiments of the present disclosure may include other predetermined selection formulas that take into account other variables or that apply a weighting to each parameter within the predetermined selection formula, and so on. Readers
will appreciate that rather than utilizing a predetermined selection formula, selection logic may be utilized that applies selection criteria. For example, such selection logic may apply a first selection criterion that eliminates from consideration any storage array that does not have enough storage to support the amount of storage to be consumed as specified in the projected system activity level for a predetermined period of time. Such selection logic may apply a second selection criterion that eliminates from consideration any storage array that does not have enough processing resources to support the amount of processing resources to be consumed as specified in the projected system activity level. In such an example, an elaborate series of selection criterion may be applied until only a single storage array remains as a candidate, until a predetermined number or storage arrays remain as candidates, and so on.

[0050] The example method depicted in Figure 4 also includes placing (434) the workload (436) on the optimal storage array. In the example method depicted in Figure 4, placing (434) the workload (436) on the optimal storage array may be carried out by installing all necessary applications that are needed to execute the workload (436) onto the optimal storage array, storing all necessary data that is needed to execute the workload (436) onto the optimal storage array, initiating any processes that are needed to execute the workload (436) on the optimal storage array, and so on.

[0051] For further explanation, Figure 5 sets forth an additional example method of placing workloads in a multi-array system (400) comprising a plurality of storage arrays (402, 404, 406) according to embodiments of the present disclosure. The example method depicted in Figure 5 is similar to the example method depicted in Figure 4, as the example method depicted in Figure 5 also includes determining (408) a current system activity level trend (410, 414, 418) for each storage array (402, 404, 406), receiving (422) a performance profile (438) of a workload (436) to be executed on one of the storage arrays (402, 404, 406), generating (424) a projected system activity level (426, 428, 430) trend for each storage array (402, 404, 406), identifying (432) an optimal storage array for receiving the workload (436), and placing (434) the workload (436) on the optimal storage array.

[0052] The example method depicted in Figure 5 also includes generating (502) the performance profile (438) of the workload (436) to be executed on one of the storage arrays (402, 404, 406). In the example method depicted in Figure 5, generating (502) the performance profile (438) of the workload (436) to be executed on one of the storage arrays (402, 404, 406) can include receiving (504) user input (510) identifying one or more
characteristics of the workload (436). The user input (510) identifying one or more characteristics of the workload (436) may be received (504), for example, via a user interface presented to a user such as a system administrator. Such a user interface may present options to the user to enter values for information such as an estimate of the number of IOPS that must be serviced to execute the workload (436), an estimate of the amount of storage that will be consumed by executing the workload (436), and so on. The user interface may also present options to the user that enable the user to select from a predefined set of options (e.g., a field that allows a user to select the type of application supported by executing the workload from a predetermined list of application types).

[0053] The user input (510) identifying one or more characteristics of the workload (436) may include information that is used to make inferences that are used to generate the performance profile (438) of the workload. For example, the user input (510) identifying one or more characteristics of the workload (436) may include information such as the type of application (e.g., a database application) that is supported by executing the workload (436). In such an example, generating (502) the performance profile (438) of the workload (436) may be carried out by gathering performance metrics for other workloads whose execution supports similar applications and constructing a performance profile with performance metrics that are similar to the performance metrics for other workloads whose execution supports similar applications.

[0054] Readers will appreciate that the user input (510) identifying one or more characteristics of the workload (436) may also include information that is used to populate various components of the performance profile (438) of the workload (436). For example, the user input (510) identifying one or more characteristics of the workload (436) may include information such as an estimate of the number of IOPS that must be serviced to execute the workload (436), an estimate of the amount of storage that will be consumed by executing the workload (436), and so on. In such an example, generating (502) the performance profile (438) of the workload (436) may be carried out by constructing a performance profile with performance metrics whose values are similar to the information contained in the user input (510) identifying one or more characteristics of the workload (436).

[0055] In the example method depicted in Figure 5, generating (502) the performance profile (438) of the workload (436) to be executed on one of the storage arrays (402, 404, 406) can also include analyzing (506) historical performance of the workload (436). Readers will
appreciate that the workload (436) to be executed on one of the storage arrays (402, 404, 406) may be a workload that is already executing on one of the storage arrays (402, 404, 406) as part of an effort to rebalance workloads and ensure that workloads are distributed properly. As such, the historical performance of the workload (436) itself may be analyzed (506) and a performance profile (438) may be generated (502) that includes performance metrics that are similar to those previously exhibited by the workload (436).

In the example method depicted in Figure 5, generating (502) the performance profile (438) of the workload (436) to be executed on one of the storage arrays (402, 404, 406) can also include analyzing (508) historical performance of one or more similar workloads. A workload may be similar to the workload (436) to be executed on one of the storage arrays (402, 404, 406), for example, because executing each workload supports the same type of application (e.g., a database application), because each workload was initiated by the same process or application, because each workload is identified as being similar by a user such as a system administrator, because each workload is identified as being by a predetermined set of rules, and so on. In such an example, the historical performance of one or more similar workloads may be analyzed (508) and a performance profile (438) may be generated (502) that includes performance metrics that are similar to those exhibited by the similar workloads.

Although the examples described above relate to embodiments where generating (502) the performance profile (438) of the workload (436) to be executed on one of the storage arrays (402, 404, 406) are carried out by separately receiving (504) user input (510) identifying one or more characteristics of the workload (436), analyzing (506) historical performance of the workload (436), or analyzing (508) historical performance of one or more similar workloads, readers will appreciate that embodiments are contemplated where generating (502) the performance profile (438) of the workload (436) is carried out by a combination of such approaches. For example, generating (502) the performance profile (438) of the workload (436) may be carried out by receiving (504) user input (510) identifying one or more characteristics of the workload (436), analyzing (506) historical performance of the workload (436), and analyzing (508) historical performance of one or more similar workloads. Likewise, generating (502) the performance profile (438) of the workload (436) may be carried out by receiving (504) user input (510) identifying one or more characteristics of the workload (436) and analyzing (506) historical performance of the workload (436), by analyzing (506) historical performance of the workload (436) and
analyzing (508) historical performance of one or more similar workloads, or by any other combination of the approaches described herein.

[0058] For further explanation, Figure 6 sets forth an additional example method of placing workloads in a multi-array system (400) comprising a plurality of storage arrays (402, 404, 406) according to embodiments of the present disclosure. The example method depicted in Figure 6 is similar to the example method depicted in Figure 4, as the example method depicted in Figure 6 also includes determining (408) a current system activity level trend (410, 414, 418) for each storage array (402, 404, 406), receiving (422) a performance profile (438) of a workload (436) to be executed on one of the storage arrays (402, 404, 406), generating (424) a projected system activity level (426, 428, 430) trend for each storage array (402, 404, 406), identifying (432) an optimal storage array for receiving the workload (436), and placing (434) the workload (436) on the optimal storage array.

[0059] The example method depicted in Figure 6 also includes identifying (602) a configuration change to one or more of the storage arrays (402, 404, 406) in the multi-array system (400). A configuration change to one or more of the storage arrays (402, 404, 406) in the multi-array system (400) may represent the occurrence of any event that results in a change to the current system activity level trend (410, 414, 418) of a particular storage array (402, 404, 406). Such a configuration change to a particular storage array (402, 404, 406) can include a change to the computer hardware components within the storage array such as, for example, adding new storage devices to the storage array, adding a new storage array controller to the storage array, removing storage devices from the storage array (e.g., as the result of a storage device failing or otherwise), and so on. The configuration change to a particular storage array (402, 404, 406) can also include a change to the computer software components within the storage array such as, for example, updating system software, updating device drivers, and so on. Furthermore, a configuration change to a particular storage array (402, 404, 406) can also include a change to the workloads serviced by a particular storage array such as, for example, removing a workload from a storage array, adding a workload to a storage array, and so on. Readers will appreciate that because a configuration change to a particular storage array (402, 404, 406) results in a change to the current system activity level trend (410, 414, 418) of a particular storage array (402, 404, 406), steps 408, 422, 424, 432, and 434 that are depicted in Figure 6 may need to be carried out again so as to ensure that workloads are properly placed in view of the changes to the
current system activity level trend (410, 414, 418) of a particular storage array (402, 404, 406).

[0060] For further explanation, Figure 7 sets forth an additional example method of placing workloads in a multi-array system (400) comprising a plurality of storage arrays (402, 404, 406) according to embodiments of the present disclosure. The example method depicted in Figure 7 is similar to the example method depicted in Figure 4, as the example method depicted in Figure 7 also includes determining (408) a current system activity level trend (410, 414, 418) for each storage array (402, 404, 406), receiving (422) a performance profile (438) of a workload (436) to be executed on one of the storage arrays (402, 404, 406), generating (424) a projected system activity level (426, 428, 430) trend for each storage array (402, 404, 406), identifying (432) an optimal storage array for receiving the workload (436), and placing (434) the workload (436) on the optimal storage array.

[0061] The example method depicted in Figure 7 also includes identifying (702) a change to the performance profile (438) of the workload (436). The change to the performance profile (438) of the workload (436) may represent the occurrence of any event that causes the amount of underlying storage array resources that are required to execute the workload (436) to change. A change to the performance profile (438) of the workload (436) may occur, for example, over time as the characteristics of the workload change. Consider an example in which executing a particular workload supports maintaining a database. In such an example, if the database grows or shrinks over time, if the database is accessed more frequently or less frequently over time, the performance profile (438) of the workload (436) may also change. A change to the performance profile (438) of the workload (436) may also occur, for example, due to changes to a software application that is supported by the execution of a workload. Continuing with the example in which executing a particular workload supports maintaining a database, if an update occurs to the database software (e.g., a new version of the database is installed), the performance profile (438) of the workload (436) may also change. In the example method depicted in Figure 7, identifying (702) a change to the performance profile (438) of the workload (436) may be carried out by periodically monitoring the amount of underlying storage array resources that are required to execute the workload (436) and comparing the monitored data to the performance profile (438) of the workload (436). When a deviation between the monitored data and the performance profile (438) of the workload (436) reaches a predetermined threshold or exists for a threshold period
of time, a determination may be made that the performance profile (438) of the workload (436) has changed.

[0062] The example method depicted in Figure 7 also includes generating (704), for each of the plurality of storage arrays (402, 404, 406) in the multi-array system (400), in dependence upon the current system activity level trend (410, 412, 414) of the storage array (402, 404, 406) and the change to the performance profile (438) of the workload (436), an updated projected system activity level (706) trend for the storage array (402, 404, 406). Generating (704) an updated projected system activity level (706) trend for a particular storage array (402, 404, 406) in dependence upon the current system activity level trend (410, 412, 414) of the storage array (402, 404, 406) and the change to the performance profile (438) of the workload (436) may be carried out, for example, by summing one or more performance metrics (412, 416, 420) associated with the current system activity level trend (410, 414, 418) of the storage array (402, 404, 406) with the corresponding performance metric of the updated performance profile (438) of the workload (436).

[0063] Consider the example described above with reference to Figure 4 in which the performance metrics (412) for a particular storage array (402) indicate that the current system activity level trend (410) of the storage array (402) has consumed 500 TB of data storage and that such data storage consumption is expanding at a rate of 1 TB per day. In such an example, the corresponding expected impact to the performance metrics (412) of the storage array (402) created by placing the workload (436) on the storage array (402) indicate that the new workload would immediately consume 10 TB of data storage and that such consumption is expected to expand at a rate of .1 TB per day. In such an example, the projected system activity level (426) trend for the storage array (402) would indicate that placing the workload (436) on the storage array (402) indicated that data storage consumption within the storage array (402) would be at a level of 510 TB and that such data storage consumption is expected to expand at a rate of 1.1 TB per day. If a change to the performance profile (438) of the workload (436) was identified (702) such that executing the workload (436) was expected to consume .5 TB of data storage per day, the updated projected system activity level (706) trend for the storage array (402) would indicate that data storage consumption is expected to expand at a rate of 1.5 TB per day. Readers will appreciate that once an updated projected system activity level (706) trend has been generated (704) for each the storage arrays (402, 404, 406), steps 432 and 434 that are depicted in Figure 7 may need to be carried out again so
as to ensure that workloads are properly placed in view of the changes to the performance profile (438) of the workload (436).

[0064] Example embodiments of the present invention are described largely in the context of a fully functional computer system for placing workloads in a multi-array system. Readers of skill in the art will recognize, however, that the present invention also may be embodied in a computer program product disposed upon computer readable storage media for use with any suitable data processing system. Such computer readable storage media may be any storage medium for machine-readable information, including magnetic media, optical media, or other suitable media. Examples of such media include magnetic disks in hard drives or diskettes, compact disks for optical drives, magnetic tape, and others as will occur to those of skill in the art. Persons skilled in the art will immediately recognize that any computer system having suitable programming means will be capable of executing the steps of the method of the invention as embodied in a computer program product. Persons skilled in the art will recognize also that, although some of the example embodiments described in this specification are oriented to software installed and executing on computer hardware, nevertheless, alternative embodiments implemented as firmware or as hardware are well within the scope of the present invention.

[0065] The present invention may be a system, a method, and/or a computer program product. The computer program product may include a computer readable storage medium (or media) having computer readable program instructions thereon for causing a processor to carry out aspects of the present invention.

[0066] The computer readable storage medium can be a tangible device that can retain and store instructions for use by an instruction execution device. The computer readable storage medium may be, for example, but is not limited to, an electronic storage device, a magnetic storage device, an optical storage device, an electromagnetic storage device, a semiconductor storage device, or any suitable combination of the foregoing. A non-exhaustive list of more specific examples of the computer readable storage medium includes the following: a portable computer diskette, a hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable programmable read-only memory (EPROM or Flash memory), a static random access memory (SRAM), a portable compact disc read-only memory (CD-ROM), a digital versatile disk (DVD), a memory stick, a floppy disk, a mechanically encoded device such as punch-cards or raised structures in a groove having instructions recorded thereon, and any suitable combination of the foregoing. A computer readable storage
medium, as used herein, is not to be construed as being transitory signals per se, such as radio waves or other freely propagating electromagnetic waves, electromagnetic waves propagating through a waveguide or other transmission media (e.g., light pulses passing through a fiber-optic cable), or electrical signals transmitted through a wire.

[0067] Computer readable program instructions described herein can be downloaded to respective computing/processing devices from a computer readable storage medium or to an external computer or external storage device via a network, for example, the Internet, a local area network, a wide area network and/or a wireless network. The network may comprise copper transmission cables, optical transmission fibers, wireless transmission, routers, firewalls, switches, gateway computers and/or edge servers. A network adapter card or network interface in each computing/processing device receives computer readable program instructions from the network and forwards the computer readable program instructions for storage in a computer readable storage medium within the respective computing/processing device.

[0068] Computer readable program instructions for carrying out operations of the present invention may be assembler instructions, instruction-set-architecture (ISA) instructions, machine instructions, machine dependent instructions, microcode, firmware instructions, state-setting data, or either source code or object code written in any combination of one or more programming languages, including an object oriented programming language such as Smalltalk, C++ or the like, and conventional procedural programming languages, such as the "C" programming language or similar programming languages. The computer readable program instructions may execute entirely on the user's computer, partly on the user's computer, as a stand-alone software package, partly on the user's computer and partly on a remote computer or entirely on the remote computer or server. In the latter scenario, the remote computer may be connected to the user's computer through any type of network, including a local area network (LAN) or a wide area network (WAN), or the connection may be made to an external computer (for example, through the Internet using an Internet Service Provider). In some embodiments, electronic circuitry including, for example, programmable logic circuitry, field-programmable gate arrays (FPGA), or programmable logic arrays (PLA) may execute the computer readable program instructions by utilizing state information of the computer readable program instructions to personalize the electronic circuitry, in order to perform aspects of the present invention.
Aspects of the present invention are described herein with reference to flowchart illustrations and/or block diagrams of methods, apparatus (systems), and computer program products according to embodiments of the invention. It will be understood that each block of the flowchart illustrations and/or block diagrams, and combinations of blocks in the flowchart illustrations and/or block diagrams, can be implemented by computer readable program instructions.

These computer readable program instructions may be provided to a processor of a general purpose computer, special purpose computer, or other programmable data processing apparatus to produce a machine, such that the instructions, which execute via the processor of the computer or other programmable data processing apparatus, create means for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks. These computer readable program instructions may also be stored in a computer readable storage medium that can direct a computer, a programmable data processing apparatus, and/or other devices to function in a particular manner, such that the computer readable storage medium having instructions stored therein comprises an article of manufacture including instructions which implement aspects of the function/act specified in the flowchart and/or block diagram block or blocks.

The computer readable program instructions may also be loaded onto a computer, other programmable data processing apparatus, or other device to cause a series of operational steps to be performed on the computer, other programmable apparatus or other device to produce a computer implemented process, such that the instructions which execute on the computer, other programmable apparatus, or other device implement the functions/acts specified in the flowchart and/or block diagram block or blocks.

The flowchart and block diagrams in the Figures illustrate the architecture, functionality, and operation of possible implementations of systems, methods, and computer program products according to various embodiments of the present invention. In this regard, each block in the flowchart or block diagrams may represent a module, segment, or portion of instructions, which comprises one or more executable instructions for implementing the specified logical function(s). In some alternative implementations, the functions noted in the block may occur out of the order noted in the figures. For example, two blocks shown in succession may, in fact, be executed substantially concurrently, or the blocks may sometimes be executed in the reverse order, depending upon the functionality involved. It will also be noted that each block of the block diagrams and/or flowchart illustration, and combinations of
blocks in the block diagrams and/or flowchart illustration, can be implemented by special purpose hardware-based systems that perform the specified functions or acts or carry out combinations of special purpose hardware and computer instructions.

[0073] It will be understood from the foregoing description that modifications and changes may be made in various embodiments of the present invention without departing from its true spirit. The descriptions in this specification are for purposes of illustration only and are not to be construed in a limiting sense. The scope of the present invention is limited only by the language of the following claims.
CLAIMS

What is claimed is:

1. A method of placing workloads in a multi-array system comprising a plurality of storage arrays, the method comprising:
   determining, for each of a plurality of storage arrays, a current system activity level trend of the storage array, the current system activity level trend including a plurality of performance metrics of the storage array;
   receiving a performance profile of a workload to be executed on one of the storage arrays;
   generating, for each of the plurality of storage arrays in dependence upon the current system activity level trend of the storage array and the performance profile of the workload, a projected system activity level trend for the storage array, wherein the projected system activity level trend identifies an expected impact to the performance metrics of the storage array created by placing the workload on the storage array;
   identifying, in dependence upon the projected system activity level trend for each of the plurality of storage arrays, an optimal storage array for receiving the workload;
   and
   placing the workload on the optimal storage array.

2. The method of claim 1 further comprising generating the performance profile of the workload to be executed on one of the storage arrays.

3. The method of claim 2 wherein generating the performance profile of the workload to be executed on one of the storage arrays further comprises receiving user input identifying one or more characteristics of the workload.

4. The method of claim 2 wherein generating the performance profile of the workload to be executed on one of the storage arrays further comprises analyzing historical performance of the workload.

5. The method of claim 2 wherein generating the performance profile of the workload to be executed on one of the storage arrays further comprises analyzing historical performance of one or more similar workloads.

6. The method of claim 1 further comprising identifying a configuration change to one or more of the storage arrays in the multi-array system.

7. The method of claim 1 further comprising:
identifying a change to the performance profile of the workload; and
 generating, for each of the plurality of storage arrays in the multi-array system, in
dependence upon the current system activity level trend of the storage array and the
change to the performance profile of the workload, an updated projected system
activity level trend for the storage array.

8. An apparatus for placing workloads in a multi-array system comprising a plurality of
storage arrays, the apparatus comprising a computer processor, a computer memory
operatively coupled to the computer processor, the computer memory having disposed
within it computer program instructions that, when executed by the computer
processor, cause the apparatus to carry out the steps of:
determining, for each of a plurality of storage arrays, a current system activity level
trend of the storage array, the current system activity level trend including a plurality
of performance metrics of the storage array;
receiving a performance profile of a workload to be executed on one of the storage
arrays;
generating, for each of the plurality of storage arrays in dependence upon the current
system activity level trend of the storage array and the performance profile of the
workload, a projected system activity level trend for the storage array, wherein the
projected system activity level trend identifies an expected impact to the performance
metrics of the storage array created by placing the workload on the storage array;
identifying, in dependence upon the projected system activity level trend for each of
the plurality of storage arrays, an optimal storage array for receiving the workload;
and
placing the workload on the optimal storage array.

9. The apparatus of claim 8 further comprising computer program instructions that,
when executed by the computer processor, cause the apparatus to carry out the step of
generating the performance profile of the workload to be executed on one of the
storage arrays.

10. The apparatus of claim 9 wherein generating the performance profile of the workload
to be executed on one of the storage arrays further comprises receiving user input
identifying one or more characteristics of the workload.
11. The apparatus of claim 9 wherein generating the performance profile of the workload to be executed on one of the storage arrays further comprises analyzing historical performance of the workload.

12. The apparatus of claim 9 wherein generating the performance profile of the workload to be executed on one of the storage arrays further comprises analyzing historical performance of one or more similar workloads.

13. The apparatus of claim 8 further comprising computer program instructions that, when executed by the computer processor, cause the apparatus to carry out the step of identifying a configuration change to one or more of the storage arrays in the multi-array system.

14. The apparatus of claim 8 further comprising computer program instructions that, when executed by the computer processor, cause the apparatus to carry out the steps of:
   identifying a change to the performance profile of the workload; and
   generating, for each of the plurality of storage arrays in the multi-array system, in dependence upon the current system activity level trend of the storage array and the change to the performance profile of the workload, an updated projected system activity level trend for the storage array.

15. A computer program product for placing workloads in a multi-array system comprising a plurality of storage arrays, the computer program product disposed upon a computer readable medium, the computer program product comprising computer program instructions that, when executed, cause a computer to carry out the steps of:
   determining, for each of a plurality of storage arrays, a current system activity level trend of the storage array, the current system activity level trend including a plurality of performance metrics of the storage array;
   receiving a performance profile of a workload to be executed on one of the storage arrays;
   generating, for each of the plurality of storage arrays in dependence upon the current system activity level trend of the storage array and the performance profile of the workload, a projected system activity level trend for the storage array, wherein the projected system activity level trend identifies an expected impact to the performance metrics of the storage array created by placing the workload on the storage array;
identifying, in dependence upon the projected system activity level trend for each of
the plurality of storage arrays, an optimal storage array for receiving the workload;
and
placing the workload on the optimal storage array.

16. The computer program product of claim 15 further comprising computer program
instructions that, when executed, cause the computer to carry out the steps of
generating the performance profile of the workload to be executed on one of the
storage arrays.

17. The computer program product of claim 16 wherein generating the performance
profile of the workload to be executed on one of the storage arrays further comprises
receiving user input identifying one or more characteristics of the workload.

18. The computer program product of claim 16 wherein generating the performance
profile of the workload to be executed on one of the storage arrays further comprises
analyzing historical performance of the workload.

19. The computer program product of claim 15 further comprising computer program
instructions that, when executed, cause the computer to carry out the step of
identifying a configuration change to one or more of the storage arrays in the multi-
array system.

20. The computer program product of claim 15 further comprising computer program
instructions that, when executed, cause the computer to carry out the steps of:
identifying a change to the performance profile of the workload; and
generating, for each of the plurality of storage arrays in the multi-array system, in
dependence upon the current system activity level trend of the storage array and the
change to the performance profile of the workload, an updated projected system
activity level trend for the storage array.
Determine, for each of a plurality of storage arrays, a current system activity level trend of the storage array, the current system activity level trend including a plurality of performance metrics of the storage array 408.

Receive information describing a performance profile of a workload to be executed on one of the storage arrays 422.

Generate, for each of the plurality of storage arrays in dependence upon the current system activity level trend of the storage array and the performance profile of the workload, a projected system activity level trend for the storage array 424.

Identify, in dependence upon the projected system activity level trend for each of the plurality of storage arrays, an optimal storage array for receiving the workload 432.

Place the workload on the optimal storage array 434.
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