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MULTIMODE GAMING SERVER

BACKGROUND OF THE INVENTION

Generally, the servers selected for deployment in a data center can perform a
wide range of computing tasks, but may not perform some specialized computing tasks very
efficiently. For example, video intensive compute projects are better performed on a server
with powerful GPU and video encoders. An enterprise server may be able to perform some
video related work through the CPU, but the work may be inefficient. On the other hand, a

server designed for video related work may perform general computing projects inefficiently.

SUMMARY OF THE INVENTION

This summary is provided to introduce a selection of concepts in a simplified
form that are further described below in the detailed description. This summary is not
intended to identify key features or essential features of the claimed subject matter, nor is it
intended to be used in isolation as an aid in determining the scope of the claimed subject
matter.

Aspects of the present invention relate to a multimode gaming server with
different types of computing resources provided within the server. The different computing
resources can be optimized for different computing tasks. For example, a first type of
resource can be optimized for producing high definition graphics and a second type of
resource for enterprise computing. Fach resource may be activated or deactivated as demand
for different computing tasks change throughout the day. In one aspect, the resources are
different chip sets in different mother board sockets. In one aspect, provisioning of the other
components (e.g., cooling, power supply, network bandwidth) in the multimode server is not
adequate for both computing resources to run simultaneously.

In one aspect, the cooling capacity for the server is intentionally sized to be
incapable of providing enough cooling to maintain an acceptable operational temperature for
the multimode server, if all of the computing resources in the server are simultaneously in an
active processing mode. The data center’s control fabric can maintain an acceptable operating
temperature within the server by assigning workloads to only one type of computing

resources within the multimode server at a given point in time. For example, at any given
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time only the gaming optimized compute resource in a server may be assigned a workload
and be in an active processing state. The remaining compute resources in the servers are set
to a low-power state.

In one aspect, different computing resources within the multimode server have
a similar maximum power usage when in an active processing mode. For example, a gaming
optimized resource (e.g., a GPU and specialty CPU) having a maximum power usage of 150
W can be deployed in the same multimode server as an enterprise CPU having a 150 W
capacity.

In one aspect, computing resources are selected for inclusion in a multimode
server according to anticipated peak periods of usage. Resources designed for specialized
workload having a peak period of usage that differs from each other can be included in a
multimode gaming server. For example, a first type of computing resources associated with a
specialized workload with peak hours from 4 PM to 12 PM can be matched with a second
type of computing resource having a specialized workload with peak hours from 6 AM to 2
PM. In other words, during a given period either a first type or a second type of computing

resource within a server will be in a high demand.

BRIEF DESCRIPTION OF THE DRAWING

Aspects of the invention are described in detail below with reference to the
attached drawing figures, wherein:

FIG. 1 is a block diagram of an exemplary computing environment suitable for
implementing aspects of the invention;

FIG. 2 is a diagram depicting a gaming environment, in accordance with an
aspect of the present invention;

FIG. 3 is a diagram depicting a remote gaming environment having one or
more data centers with an nonhomogeneous arrangement of gaming servers and general
purpose servers, in accordance with an aspect of the present invention;

FIG. 4 is a diagram depicting an arrangement of multimode gaming servers in
various modes, in accordance with an aspect of the present invention;

FIG. 5 is a diagram depicting a mother board with active gaming resources, in

accordance with an aspect of the present invention;
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FIG. 6 is a diagram depicting a mother board with active general purpose
resources, in accordance with an aspect of the present invention; and
FIG. 7 is a diagram depicting a method for managing workloads within a data

center, in accordance with an aspect of the present invention.

DETAILED DESCRIPTION OF THE INVENTION

The subject matter of aspects of the invention is described with specificity
herein to meet statutory requirements. However, the description itself is not intended to limit
the scope of this patent. Rather, the inventors have contemplated that the claimed subject
matter might also be embodied in other ways, to include different steps or combinations of
steps similar to the ones described in this document, in conjunction with other present or
future technologies. Moreover, although the terms “step” and/or “block” may be used herein
to connote different elements of methods employed, the terms should not be interpreted as
implying any particular order among or between various steps herein disclosed unless and
except when the order of individual steps is explicitly described.

Aspects of the present invention relate to a multimode gaming server with
different types of computing resources provided within the server. The different computing
resources can be optimized for different computing tasks. For example, a first type of
resource can be optimized for producing high definition graphics and a second type of
resource for enterprise computing. Fach resource may be activated or deactivated as demand
for different computing tasks change throughout the day. In one aspect, the resources are
different chip sets in different mother board sockets. In one aspect, provisioning of the other
components (e.g., cooling, power supply, network bandwidth) in the multimode server is not
adequate for both computing resources to run simultaneously.

In one aspect, the cooling capacity for the server is intentionally sized to be
incapable of providing enough cooling to maintain an acceptable operational temperature for
the server, if all of the computing resources in the server are simultaneously in an active
processing mode. The data center’s control fabric can maintain an acceptable operating
temperature within the server by assigning workloads to only one type of computing
resources within the multimode server at a given point in time. For example, at any given

time only the gaming optimized compute resource in a server may be assigned a workload
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and be in an active processing state. The remaining compute resources in the servers are set
to a low-power state.

In one aspect, different computing resources within the multimode server have
a similar maximum power usage when in an active processing mode. For example, a gaming
optimized resource (e.g., a GPU and specialty CPU) having a maximum power usage of 150
W can be deployed in the same multimode server as an enterprise CPU having a 150 W
capacity. Even though the total power usage of the two types of computing resources is
similar, the distribution of power usage in the resource can differ greatly. For example, the
gaming optimized resource may have a graphics processing unit (“GPU”) that uses 100 W
and a central processing unit (“CPU”) that uses 50 W. The enterprise resource may not have a
GPU, but could have a more powerful CPU that consumes 150 W.

In one aspect, computing resources are selected for inclusion in a multimode
server according to anticipated peak periods of usage. Resources designed for specialized
workload having a peak period of usage that differs from each other can be included in a
multimode gaming server. For example, a first type of computing resources associated with a
specialized workload with peak hours from 4 PM to 12 PM can be matched with a second
type of computing resource having a specialized workload with peak hours from 6 AM to 2
PM. In other words, during a given period either a first type or a second type of computing
resource within a server will be in a high demand.

As used herein, a “gaming optimized computing resource” is adapted to output
a rendered video game image to a client device, such as a game console. The video game
image may be rendered as a streaming video communicated to the client. In order to render a
high quality video game image, a gaming optimized computing resource can have a graphics
processing unit that is more powerful than a graphics processing unit, if any, found in a
general-purpose computing resource. The gaming optimized computing resource may also
have dedicated video encoding capabilities.

Power consumption can be used as a proxy for a processor’s capabilities. In
one aspect, a gaming optimized computing resource can be defined by the inclusion of a GPU
that consumes greater than a threshold percentage of power used by the game optimized
computing resource during peak power consumption. In one aspect, the threshold percentage
of power is greater than 40% of peak power, for example greater than 50%, for example

greater than 60%, for example greater than 70%, or for example greater than 80%. TFor
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example, a GPU in a gaming optimized computing resource could use 100 W, with a total
peak power usage (e.g., GPU and CPU) of 150 W in the gaming optimized server resource.

As used herein, the terms “general-purpose computing resource” or “general
processing optimized computing resource” describes a resource designed to emphasize
computing process typically associated with a central processing unit. General-purpose
computing resources can be capable of performing specialized computing processes, but may
not be optimized for that purpose. For example, a CPU can perform graphics processing less
efficiently than the same or similar tasks can be performed by a GPU.

Aspects of the present invention may transition various types of computing
resources between different power modes or states. As used herein, the term “low-power
mode” means a resource is presently operating at less than 20% of the resource’s maximum
rate of power. As an example, a resource in low-power mode may be shut off at the
motherboard socket, but able to respond to a power-on command.

As used herein, the phrase “active processing mode” means a computing
resource is actively processing a computing workload. A computing resource in active
processing mode can be using greater than 20% of the resource’s maximum rated power.

Having briefly described an overview of aspects of the invention, an
exemplary operating environment suitable for use in implementing aspects of the invention is
described below.

Exemplary Operating Environment

Referring to the drawings in general, and initially to FIG. 1 in particular, an
exemplary operating environment for implementing embodiments of the invention is shown
and designated generally as computing device 100. Computing device 100 is but one
example of a suitable computing environment and is not intended to suggest any limitation as
to the scope of use or functionality of the invention. Neither should the computing device
100 be interpreted as having any dependency or requirement relating to any one or
combination of components illustrated.

The invention may be described in the general context of computer code or
machine-useable instructions, including computer-executable instructions such as program
components, being executed by a computer or other machine, such as a personal data
assistant or other handheld device. Generally, program components, including routines,

programs, objects, components, data structures, and the like, refer to code that performs
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particular tasks or implements particular abstract data types. Embodiments of the invention
may be practiced in a variety of system configurations, including handheld devices, consumer
electronics, general-purpose computers, specialty computing devices, etc. Embodiments of
the invention may also be practiced in distributed computing environments where tasks are
performed by remote-processing devices that are linked through a communications network.
With continued reference to FIG. 1, computing device 100 includes a bus 110
that directly or indirectly couples the following devices: memory 112, one or more processors
114, one or more presentation components 116, input/output (I/O) ports 118, I/O components
120, and an illustrative power supply 122. Bus 110 represents what may be one or more
busses (such as an address bus, data bus, or combination thereof). Although the various
blocks of FIG. 1 are shown with lines for the sake of clarity, in reality, delineating various
components is not so clear, and metaphorically, the lines would more accurately be grey and
fuzzy. For example, one may consider a presentation component such as a display device to
be an I/O component 120. Also, processors have memory. The inventors hereof recognize
that such is the nature of the art, and reiterate that the diagram of FIG. 1 is merely illustrative
of an exemplary computing device that can be used in connection with one or more
embodiments of the invention. Distinction is not made between such categories as

>4

“workstation,” “server,” “laptop,” “handheld device,” etc., as all are contemplated within the
scope of FIG. 1 and refer to “computer” or “computing device.”

Computing device 100 typically includes a variety of computer-readable
media. Computer-readable media can be any available media that can be accessed by
computing device 100 and includes both volatile and nonvolatile media, removable and non-
removable media. By way of example, and not limitation, computer-readable media may
comprise computer storage media and communication media. Computer storage media
includes both volatile and nonvolatile, removable and non-removable media implemented in
any method or technology for storage of information such as computer-readable instructions,
data structures, program modules or other data.

Computer storage media includes RAM, ROM, EEPROM, flash memory or
other memory technology, CD-ROM, digital versatile disks (DVD) or other optical disk
storage, magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic storage
devices. Computer storage media does not comprise a propagated data signal.

Communication media typically embodies computer-readable instructions,

data structures, program modules or other data in a modulated data signal such as a carrier
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wave or other transport mechanism and includes any information delivery media. The term
“modulated data signal” means a signal that has one or more of its characteristics set or
changed in such a manner as to encode information in the signal. By way of example, and not
limitation, communication media includes wired media such as a wired network or direct-
wired connection, and wireless media such as acoustic, RF, infrared and other wireless
media. Combinations of any of the above should also be included within the scope of
computer-readable media.

Memory 112 includes computer-storage media in the form of volatile and/or
nonvolatile memory. The memory 112 may be removable, nonremovable, or a combination
thereof. Exemplary memory includes solid-state memory, hard drives, optical-disc drives,
etc. Computing device 100 includes one or more processors 114 that read data from various
entities such as bus 110, memory 112 or I/O components 120. Presentation component(s)
116 present data indications to a user or other device. Exemplary presentation components
116 include a display device, speaker, printing component, vibrating component, etc. /O
ports 118 allow computing device 100 to be logically coupled to other devices including /O
components 120, some of which may be built in. Ilustrative I/O components 120 include a
microphone, joystick, game pad, satellite dish, scanner, printer, wireless device, etc.

Exemplary Online Gaming Environment

Turning now to FIG. 2, an online gaming environment 200 in which a
multimode gaming servers may be deployed within a data center is shown, in accordance
with an embodiment of the present invention. The online gaming environment 200 comprises
various game clients connected through a network 220 to a game service 230. Exemplary
game clients include a game console 210, a tablet 212, and a personal computer 214. Use of
other game clients, such as smart phones, are also possible. The game console 210 may have
one or more game controllers communicatively coupled to it. In one embodiment, the tablet
212 may act as an input device for a game console 210 or a personal computer 214. In
another embodiment, the tablet 212 is a stand-alone game client. Network 220 may be a wide
area network, such as the Internet.

Game service 230 comprises multiple computing devices
communicatively coupled to each other. In one embodiment, the game service 230 is
implemented using one or more data centers that comprise multimode gaming servers. The

data centers may be spread out across various geographic regions including cities throughout
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the world. In this scenario, the game clients may connect to the closest data centers.
Embodiments of the present invention are not limited to this setup.

The game service 230 allows the game to be executed within the
computing devices provided by the game service 230. A communication session between the
game service and game clients carries input traffic to the game service 230 and returns a
rendered game image. In this embodiment, a computing device that is part of the game
service executes the video game code using a control stream generated by input devices
associated with the various game clients. The rendered video game is then communicated
over the network to the game client where the rendered game is output for display.

The game service 230 may be provided by a data center that uses a
combination of gaming optimized servers to execute the game and render a video game
image. The gaming optimized servers may be deployed with multimode gaming servers.
When a suitable task is not available for the multimode gaming servers, the gaming CPU and
GPU within the multimode gaming servers can be placed in a low-power mode and the non-
gaming optimized CPU activated.

Exemplary Game Service

Turning now to FIG. 3, an exemplary remote gaming environment 300 is
shown, in accordance with an embodiment of the present invention. 'The gaming
environment 300 includes a game client 310 that is shown communicatively coupled to a
game service 340 through a network 330. The gaming service may use one or more
multimode gaming servers to accommodate peak gaming demand.

In one embodiment, the network may be the Internet. The game client 310 is
connected to a first game input device 312, a second game input device 314, and a display
316. Exemplary game input devices include game pads, keyboards, a mouse, a touch pad, a
touch screen, a microphone for receiving voice commands, a depth camera, a video camera, a
keyboard, and a trackball. Embodiments of the present invention are not limited to these
input devices. The display device 316 is capable of displaying video game content. For
example, the display 316 may be a television or computer screen. In another embodiment,
the display 316 is a touch screen integrated with the game client 310.

The game client 310 is a computing device that is able to execute video
games. The game client 310 could be a tablet or a laptop computer. In another embodiment,

the game client 310 is a game console and the display 316 is a remote display
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communicatively coupled to the game console. The game client 310 includes an operating
environment 320, a game execution environment 322, a game data store 324, a game service
client 326, and a player profile data store 328.

The operating environment 320 may be provided by an operating system that
manages the hardware and provides services to application running on the game client 310.
The operating environment may allocate client resources to different applications as part of
the game migration. For example, the operating environment may give control of the display
to the game execution environment 322 once game play is migrated to the game client 310.

The game execution environment 322 comprises the gaming resources on the
client 310 required to execute instances of a game or a game preview. The game execution
environment 322 comprises active memory along with computing and video processing. The
game execution environment 322 receives gaming controls and causes the game to be
manipulated and progressed according to its programming. In one embodiment, the game
execution environment 322 outputs a rendered video stream that is communicated to the
display 316.

The game data store 324 stores downloaded games, game previews, and
partially downloaded games.

The game service client 326 is a client application that displays rendered video
game images received from the game service 340. The game service client 326 may also
process game input and change it into an easily uploadable format that is communicated to
the game service 340. The game service client 326 may also scale the rendered video game
images received from the service 340 to a size optimized for display 316.

The player profile data store 328 stores player profile information for
individual games. The player profile information may also save tombstones or game-saved
data for individual games, including previews. Both the game-save file and the tombstone
record game progress. The game execution environment 322 then reads the game-saved data
to start the game where the player left off on the server. The opposite scenario is also
possible where the game-saved data and player profile information is uploaded from the
game client 310 to the game service 340 to initiate the game.

The game service 340 comprises a connection manager 342, a player profile
data store 344, a game execution environment 348, and a game data store 350. Though
depicted as a single box, the game service 340 could be implemented in a data center that

comprises numerous machines, or even several data centers.
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The connection manager 342 builds a connection between the client 310 and
the service 340. The connection manager 342 may also provide various authentication
mechanisms to make sure that the user is authorized to access the game service 340. The
connection manager 342 may also analyze the bandwidth available within a connection and
throttle the download of a game during game play to make sure that game play is not
degraded.

The player profile data store 344 may work in conjunction with the connection
manager 342 to build and store player information. Part of the player profile may comprise
demographic and financial information such as a player’s name, address and credit card
information or other mechanism for paying for or purchasing games and experiences
provided by the game service.

In addition, the player profile data store 344 may store a player’s progress
within an individual game. As a player progresses through a game or game preview, the
player’s score and access to game levels may be stored. Turther, the player profile data store
344 may store information about individual player preferences such as language preferences.
Information regarding a player’s game client and speed of the network connection may also
be stored and utilized to optimize the gaming experience. For example, in one embodiment,
when a geographically proximate data center is busy, players with higher latency Internet
connections may be preferentially connected to proximate data centers while players with
lower latency connections may be connected to data centers that are further away. In this
way, the players with the network connections that are best able to handle the additional
latency are connected to data centers that create additional latency because of their location.

The player profile data store 344 may also store a usage history for the
individual player. A player’s history of purchasing games, sampling games, or playing
games through a game service that does not require the purchase of the games may be stored.
The usage information may be analyzed to suggest games of interest to an individual player.
In one embodiment, the purchase history may include games that are not purchased through
the game service. For example, the purchase history may be augmented by the player
entering in a key from a game purchased in a retail store. In some embodiments, the player
may then have access to that game both on their game client 310 and through the game
service when they are no longer at their game client.

The game execution environment 348 comprises the gaming resources

required to execute instances of a game. These are the resources described previously that
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are managed by the game manager 352 and other components. The game execution
environment 348 comprises active memory along with computing and video processing. The
game execution environment 348 receives gaming controls through an I/O channel and
causes the game to be manipulated and progressed according to its programming. In one
embodiment, the game execution environment 348 outputs a rendered video stream that is
communicated to the game client. In other embodiments, the game execution environment
348 outputs game geometry, or other representations, which may be combined with local
objects on the gaming client to render the gaming video.

The game data store 350 stores available games. The games may be retrieved
from the data store and activated through an active memory. The game data store 350 may be
described as passive or secondary memory. In general, games may not be played off of the
game data store 350. However, in some embodiments, the secondary memory may be
utilized as virtual memory, in which case portions of the game data store 350 may also serve
as active memory. This illustrates that active memory is not necessarily defined by a
particular hardware component, but is defined by the ability of the game resources to actively
manipulate and access objects within the memory to execute the game.

Turning now to FIG. 4, an arrangement of multimode gaming servers within a
data center 400 is shown, in accordance with an aspect of the present invention. The
arrangement comprises rack 410, rack 412, rack 414, and rack 416. Four racks are shown for
the sake of simplicity; an actual implementation could include tens, hundreds, or thousands of
racks deployed within a data center. Each rack can comprise a quantity of servers, power
distribution equipment, and networking equipment. In one arrangement, a networking cable is
run to a router/switch within the rack. Each server in the rack then connects to the router.
Similarly, power may be run to a power distribution station associated with the rack. Fach
server is then coupled to the power distribution station.

Additionally, each rack can include cooling equipment, such as fans. In one
arrangement, a fan wall is provided behind the servers to draw air through the servers. In a
vertical cooling arrangement, one or more fans are located above or below the rack to
facilitate airflow to the servers within the rack. The cooling equipment can also include
thermocouples and other sensors that measure temperature, pressure, and air flow throughout
the rack. The rack may include one or more fixed or adjustable baffles to distribute air where

needed for cooling.
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A control fabric 402 is communicatively coupled to the racks and computing
devices within the racks. The control fabric 402 manages the state of each multimode gaming
server. For example, the control fabric 402 can transition a multimode server between modes
by activating a first type of computing resource and deactivating a second type of computing
resource. The control fabric 402 can distribute workloads to computing devices. The control
fabric 402 can also manage cooling equipment within the racks. For example, the control
fabric 402 can lower fan speed within a rack when the servers within the rack are in a low
power mode.

Racks 414 and 416 illustrate multimode servers in a mixture of modes.
Aspects of the present invention are not limited to mixing modes within a data center unit,
such as a rack chassis. In one aspect, all multimodal gaming servers within a data center unit
are operating in the same mode. As FIG. 4 illustrates, a mixture of modes within a rack is
also possible.

Mlustratively, rack 416 includes multimode server 420 in game mode,
multimode server 422 in general processing mode, and multimode server 424 in general
processing mode. Hlustratively, rack 414 includes multimode server 430 in game mode,
multimode server 432 in game mode, and multimode server 434 in game mode. In one aspect,
the computing devices within a rack have a homogeneous hardware configuration that allows
them to switch between a gaming optimized mode and a non-gaming optimized mode.

The multimode servers can be transitioned between a gaming optimization and
general-purpose optimization by activating different computing resources within the server.
In one aspect, the general-purpose resources and game-optimized resources have peak usage
periods that do not significantly overlap. Racks with an arrangement of multimode gaming
servers, such as racks 414 and 416, may be deployed within a data center in combination with
racks of single mode servers optimized for a single function, such as gaming. The quantity of
single mode servers may be specified to accommodate base demand for the computing
service provided by an optimized server. The deployment of single mode servers to meet base
demand allows the single mode servers to be active above a threshold amount of time on
average. For example, an amount of single mode servers deployed may be limited to those
able to be active, on average, 80% of a day. Multimode servers can be used during peak
usage periods to accommodate demand in combination with single mode servers optimized

for the work load, such as gaming.
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Turning now to FIG. 5, different types of resources within a multimode server
are shown, in accordance with an aspect of the present invention. The multipurpose server
includes motherboard 500. The motherboard 500 includes a first type of computing resource
optimized for gaming. The first type of computing resource comprises a game optimized
CPU 510, a game-optimized GPU 512, and a video encoder 514. This illustrates that a
computing resource, as used herein, can comprise multiple hardware items. Also, though not
shown, the computing resources may include memory and other components that support the
resource. For example, a CPU can have dedicated DRAM memory. Aspects of the invention
are not limited to use with a separate video encoder. A video encoder could be part of a CPU
or GPU.

In one aspect, the game optimized CPU 510 and game-optimized GPU 512 are
the same chips as found in a commercially available game console. Exemplary game consoles
include the Xbox 360, Sony’s PlayStation® family, Xbox One, and Nintendo’s Wii™, and
such. The hardware configuration associated with the game optimized computing resources
can be configured to allow games written for a commercially available game console to run
on the multimode server without modification to the game code and to interact with the
hardware in the same way the games interact with hardware in the game console. For
example, a process performed by a game console’s GPU can be performed by the game-
optimized computing resource’s GPU.

The game optimized CPU 510, the game-optimized GPU 512, and the video
encoder 514 can all be coupled to sockets within the motherboard. In one aspect, a computing
resource is deactivated for transition to a low power mode by turning off the socket to which
the resource is attached.

The general-purpose computing resource on motherboard 500 comprises
enterprise-optimized CPU 520. In game mode, as shown in FIG. 5, the enterprise-optimized
CPU 520 is drawing O W. In contrast, the game optimized CPU 510 is drawing 50 W, the
game-optimized GPU 512 is drawing 90 W, and the video encoder 514 is drawing 10 W for a
total use of 150 W in game mode.

Turning now to FIG. 6, power use in general purpose compute mode is
illustrated, in accordance with an aspect of the present invention. Now the game optimized
CPU 510, the game-optimized GPU 512 and a video encoder 514 are all drawing 0 W. In
contrast, the enterprise-optimized CPU 520 is drawing 150 W. In one aspect, the rated power

consumption of computing resources associated with different modes is substantially equal.
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In this case, the computing resources associated with the gaming mode draw the same
amount of power as the computing resources associated with the enterprise, or general
compute mode. In one aspect, the cooling system for a multimode server is only capable of
providing a knot cooling for one type of computing resource to be active at a given point in
time.

Turning now to FIG. 7, a method 700 for managing workloads within a data
center is provided, in accordance with an aspect of the present invention. Method 700 may be
performed by a control fabric that manages workloads within a data center.

At step 710, substantially all of a first type of computing resource within a
plurality of multimode servers are set to a low powered mode during a first time period. Each
multimode server has multiple computing resources optimized for different types of work.
The multiple computing resources comprise at least the first type of computing resource and a
second type of computing resource. In one aspect, the first period of time corresponds to a
low demand period for a workload the first type of computing resource is optimized to
process. For example, a low demand period for a gaming workload may occur during the day
and gaming optimized servers may be set to a low power mode during this period of time.

At step 720 substantially all of the second type of computing resource within
the plurality of multimode servers are set to the low power mode at a second time period. The
first and second time periods do not substantially overlap in one aspect. The nonoverlapping
time periods allow the first type of computing resource and a second type of computing
resource to satisfy peak demand for the computing loads they are optimized to handle.

The type of computing resource that is active within an individual multimode
server can be adjusted based on workload demand. As the supply of a first type of workload
increases, resources adapted to process the first type of workload can be activated. As
demand for different types of workload changes, a mixture of states may be present in the
plurality of multimode servers. For example, all the multimode servers could be set to process
a first type of workload, a third of the multimode servers could be set to process a first type of
workload, half of the multimode servers could be set to process a first type of workload, or
none of the multimode servers could be set to process a first type of workload. Multimode
servers that are not set to handle the first type of workload could be set to use a different type
of workload.

Aspects of the invention have been described to be illustrative rather than

restrictive. It will be understood that certain features and subcombinations are of utility and
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may be employed without reference to other features and subcombinations. This is

contemplated by and is within the scope of the claims.
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CLAIMS
What is claimed is:
1. A multimode server comprising a gaming optimized computing

resource having a first hardware configuration and a general processing optimized computing
resource having a second hardware configuration that is different from the first hardware
configuration, wherein the gaming optimized computing resource and the general processing
optimized computing resource are power balanced to use a substantially equal amount of
power at peak power, and wherein the multimode server comprises a control to activate either
the gaming optimized computing resource or the general processing optimized computing

resource at a given point in time, but not both simultaneously.

2. The multimode server of claim 1, wherein the gaming optimized
computing resource is designed for a first workload with a peak usage during a first time
period and the general processing optimized computing resource is designed for a second
workload with a peak usage during a second time period that does not substantially overlap

with the first time period.

3. The multimode server of claim 1, wherein the gaming optimized
computing resource has a graphics processing unit (“GPU”) and a central processing unit
(“CPU”), and wherein a maximum power usage of the GPU comprises more than 40% of the

gaming optimized computing resource’s maximum power usage.

4. The multimode server of claim 1, wherein a power source provided to
the multimode server does not supply enough power to run the gaming optimized computing

resource and the general processing optimized computing resource simultaneously.

5. The multimode server of claim 1, wherein at least part of the gaming
optimized computing resource is connected to a first socket on a mother board and at least
part of the general processing optimized computing resource is connected to a second socket

on the mother board.
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6. A method for managing workloads within a data center, the method
comprising: during a first time period, setting substantially all of a first type of computing
resource within a plurality of multimode servers to a low power mode, each multimode server
having multiple computing resources optimized for different types of work, the multiple
computing resources comprising at least the first type of computing resource and a second
type of computing resource; and during a second time period, setting substantially all of the
second type of computing resource within the plurality of multimode servers to the low
power mode, wherein the second time period does not substantially overlap with the first time

period.

7. The method of claim 6, wherein said setting the first type of computing
resource to the low power mode comprises deactivating one or more motherboard sockets to

which the first type of computing resource is attached.

8. The method of claim 6, wherein the first type of computing resource is
designed for a first workload with a peak usage during the first time period and the second
type of computing resource is designed for a second workload with a peak usage during the

second time period.

0. The method of claim 6, wherein the first type of computing resource
and the second type of computing resource generate a substantially similar amount of heat

when in use.

10. The method of claim 6, wherein the first type of computing resource
outputs a rendered video game image over a wide area network to a remotely located gaming

device.
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P 268 58 i D (AL R T AN SR IR R B I8 AT 1T 5 A2 2 051 .

[0010]  7E—/NJ7TH , AR 55 28 I ¥ EN A B R BT ST, AETE AR 45 28 0 B i B %
PR IFY I Ak 775 Bl A BE AR S AR B AN B SR AL 2 BB 1 V8 21K 9 I 55 2% O 5 vl B2 32 O B VR IR B . 4
F H O T % 1AL 3 8 0 T L 7R 45 5 TR IS (8] 55 R h 2 B 55 2% N — PP S 20 () 1 5 2 05 i
A A0 10 76 AR 55 2 PN CRARF T 38252 IR B VR o ) 4, TEAT AR 45 2 I I ), A AR 25 28 R 1K
e R AT B BT IR AT DA 43 B T AR #es o AL TG sh A ER A T o AR 55 28 o R AR 0 THH %
T 5 E N IR ZARAS

[0011]  FE—ANT5THT, 2B S5 2% N AN ) R U1 B3 0 22 4 T3 s A BDIR 25 H B LA AR
1 B K Dy e FH o A an , B LBOWR B3 K Dy 4 FH R i xR A0 AL B2 I (A8 4, GPURH L CPUD
8 4 50 B AE 5 HLA 150WES S 1 A . CPUAHR] 1 22 455 IR 25 25 7 o BIASE 7 A S 2R 1 ok B 5 A
o A R AL, BRI A Th AR S R 20 A B AR AN ] o 491 2, Y AR Ak B2 5 mT DAL
A 100WH P FE2 AR B 5.6 ( “GPU” ) A FH50WFR) H g Ab B 5. 5T ( “CPU™ ) o £ Mb % 5 T DA%
A GPU, (H 2 R % B A JHAE150WH) B 58 K CPU.

[0012]  7E—AN 7 1T , AR 905 T B 1 g A ) ) 0 R s 988 1 B % 0 DA B0 5 70 2 B IR 55 2%
o 5 VT T R A 8 LA [ P e A P S 5 Ml T A 7 A 1 5 U5 0% A 0 i 7 22 A
M55 F AN, 5 5 AT AAAPME 1 2PMIR) vy U /NS ) b A A7 s A DR IR B4 56— R AL 1
HHIREE T 5 B A 7 A M GAMEI 2PM 1y U /N (1) %k AR 74 19 56 — 2R B 1 5 B2 gk
ATUCHC o # F) 15 U, 75 25 5 1 LA ], IR 254 P9 B8 — 2R B BE 2R A o B B2 ke 4 T

i KA
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[0013]  4n £ A SCHr IR, “Us el Ak it B 5 (gaming optimized computing
resource)” I& N T BT 8 G 19 AL A 0E % B 5 HH AR O i A%, T A0 iE R AL (game
console) o AT X G AT AAE A B A5 328 222 7 i BT AR AR AR VB G . 8 T VB S /=1 i i
PRAT I X B T A AR AT H 55 05 Y e 8 B Tl e 38 FH U 55 58 s rh 6 21 1) TR A B B e (A
SA D FE R R B R AL B 570 i R LA T BT AR AT DURAE T A 2 65 e
[0014]  TjZIHFERE S M HAEAL B 2R 1K B I A AREE (proxy) o FE—NJT T, Wi AR LA TH B 58
5 RE % ) FH A 25 YR B T X A0 A T 55 B 05 A U A D)) 256 A B 1) i 56 FH %) T 2 ) A ¥
b BRI GPUSR € S o £ —ANJ7 10T, DA IR 11 43 b K T-40% 1) VAR Th 3, 451 oK 1-50% , 41
AR F-60% , B WK F-70%, BB 4K F-80%. 151 4n, ik LAk T 5 B I A GPURE 6 A5 HI100W,
A FEWE R R 55 75 B2 U EAA 150 S A5 Th 2458 FH (51 i1, GPUFICPUD .
[0015]  4n7EASCAT RS, RiE “i8 H i H % JF (general —purpose computing resource)”
ol AL PR AL 1T B Y (general processing optimized computing resource)” iR
B TSk o 1 SR b 5 o A 3B R DRI v A B I BRI ol T H R T BE R S A
AT BN FE  H 2 v] B A £ X RS S #EAT 4k o 4511 4n , CPURE % LE 1] FHGPURE 8 0 AT
FHIF) BEAH AT 55 BEAR A P AT R T Ab 2
[0016] AU BH ()% 77 11 7] LAAEAN [F] 1) Dy 28 A58 U BOIR A 2 [A] 3% A8 & Fh 2R AL v R 9 U G
FEASCRT ), RiE MR R AE K (1ow—power mode)” Bk EE : B H Al 1EFAFEEK T 20%7)
PRIR I B KBUE D (rate of power) b o AF 7, AR D 2 A 20 Hh 1 55 Y5 0T DA AE BEAR e s
b ICHA L (H A2 BE 8 e 8 L FE 2
[0017]  GndE AR SCAT R, 518 “VEsh b PR (active processing mode)” BMRFE : 1T 5
YR IEAETE B b 35 1 55 T AE AT o 3 B AL BRABE 3 A 1 v BB R AR A% 1 A A8 K T 20%1)
BEUR ) 5 R BE T3
(00181  FETEHIAA K BRI &7 M RIR 2 J5 , T T & T 78 SIAR I BH 1) %7 T
55 R R B M R AR A
[0019]  IRGIPEIEAEIASS

— SR, IE B, R S5 B 1, BTS2 B 1 S 45 1 7 45 PR R 3R
Bi BRI H— Ml An B TR 24 100 115 45 100 H 2 & 38 1 TH AR ) — A7 o1l T
FEANFT BT A U B 1 4 P B DD R ) Yo I 2 WA AT PR 1] o T B 15 25 100 ANt iR A
A 5 P 28510 B (1) H A 2 A R AR AR — A B2 A A DG AT RO Bl 225K
00201  mJ LALER FHHE LB AR LA v S N B BB Bl HAD T R5 % & HAT R ARG
HALATIAT F8 208 AR 7 AR ) T E LA L8 7T AR 21— B B R SO R A R B
— MR, EAE B FET TR A B 45 A S5 S R P AR 48 1 2 AT R R AT 55 B S
IR R At G B SR AL AR o A BH (1) STt 491 mT DA FE B 4G T4 10 4%  TH 2 7 o ad A
FAL T H R 28 SR 1 5 M R G B AT STk o AR i B 1) SIS it 451 AT DL AE A R
10 I 01 D 24 B T I R AL B R A R BAT AR 25 () o A S A B h b AT S B
[0021] k& ZHE 1, 1FEiX&100 AFHE ERESAEHE G UL T RS 24110 fFif 2
112, A EE N4, DI E A 2IAAF116, N/t (T/0) %% 1118, T/0414F
120, LA 2 vl BHPE L Y5122 0 8 2R 1 1OARRAT A FT DL — 2k B2 2% 48 R itk o 2 B9
BB A  BARE L H & AN T 5 M LT A 2R R B, (R S5k b, RilE & A
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A AN 2 T R A 1), e ELRRMaY 1, 33X 1 2 S 4 B A R K € FASOR ) o 451 G, ] LK
SIS BRI T/ 02044120 Kb HE 38 0 B A /7 A 88 o A B AR S IX w2 A
AUV T, I ELA BN - ] 1) P 3R R R 284 1 PR Re W 45 S AR R PR IR — AN B 2 ) S it
B e L DA iR = 8% S S - 18 R I N S N 7l i B =1 IS = =7 % S
G2 KRB FINZ R FEAIEAT X 43, X 2 PR A BT 1 2 i e 150 A8 L LI s 2 8 R o
0 [N A N - S
[0022] {15514 2% 100 B 7Y Hb A0 15 - Fh vt S o] SR A o T SN AT SL AR BE 0% AT v 1) 7]
FH AR, LR R TS5 % 100K U5 0] JF B4 5 R M 538 5 R AR rT #2 sh 5 AN AT & 3
R 2 st s A T AR RR ), T SATL AT AR T DL LS T SR LA i A R {5 A o 1 B
WUAFA B4 60 35 AR AR AT 1) P T A7 015 2 0t L AT 3296 2 B0 45 4 R e A b ol He A
B 0 7R B AR A S 5 etk S AR G R T B s SA AT B ik 3 .
[0023] B HLAEAE AR A HERAM ROM . EEPROM | [A 77 B B A A7 B2 R . CD-ROM. B 7 %2
A (DVD) B (1) 6 B s A7 3% BT 80 s R i A7 28 il A R R A7 A 1 % o LT AT
N R R E A E T ERE
[0024] 38 13 WA S 7R AR IR T BEML AT e i 4 Bl 45 4 R P R B0 ) 0 £ s 15 5 1
R B B AR AL 1) A 1) AR R R B R 145 R I R AR TR B B S
BEWREXFENAE S, HRHEZ A — AN NMRE UG 5 4mid (s B 7 U T &
B AR o 38 gt 7 49 T R ] 38 A A L A R LA 1 A 2 ) 4% B R S R AN TR 2
GRS AN RS 2 RE VLD AN A ) T ZR AR . E R 2 A AT AT ) 2H &t R 4 A AR AE TS L AT
BRI RIVEE 2 N .
[0025]  f7fif 2k 1126046 K F 2 R e AN/ BE 5 e A7k 2 (0 T8 SCR T S LAT A S0 A7k
w1120 LR AT R 3l AN v B BB L A s PR A7 6 2 B FE [ S A7 2% IR R DR B 8% b4
IR TR & 100 BLFE M5 Fh S AR 18 W/ 2R 110 A7 fif 25 1 12851 /02 A1 120 7 152 U 4L
P — A AR 114, (—ADELEZAS) RIVHALEL161A) F P e HAb 3% RILBR ISR .
N IR L 16 B R 1 8 B 4 AT BN A IR BN A A S5 55 . 1/ 03 1 118 e P iH B
WA 1004 Z & 2 FET/0H R 12010 HoAth 15 %%, b ) — 2 24 nT DA B . UMY
T/0ZH 4 1208045 22 50 XU R INAT L ik 38 L PR R 2L AR FTENHL L 5 25 45 .
[0026]  JRABIAETE LR R A

PRAE % 21 B 2., AR A WA ) St 491, 3027 G o ] DR 500 0 N 08 22 A R TR 55 A
[0 7E 2807 Xk P 455 200 o 78 28 Ui /R PR 155 2000 45 18 o8 X £ 22032 12 22 Uit /R R 45 23 01 25 Fh il xk &%
FA ity o 7 M 1 T R B P it L HE YRR AL 210 P AR R A 2 1 2 AN AT SRML2 14 o HoAth o i ik % 7
i 1 T B i EEL U 0 P A R A AT RE I o e L2100 LR — AN 2 A 5 2 il A #E A 1
A% il A o FE— AN St 5, PR i 212 70] DA 78 4 I R A2 108N A THBEHL2 140 S N\ %
B o AE 7 — S R, SRR H 21 22 ST () FE R S i o X 265 220 R DA T3 , i 40 R RE
¥
[0027] VxR MR 55 230 B0 HE AR ILIBAS R G (1) 2 AT R % o fE— AN STt g, s B4 22 4
Ui 8 IR 25 8 1R — A B 22 A B0 o 0 SR S I U R IR 55230 o £ 8 A 0 BT D 35 A 45 T 57 45
(%) 408 T 1 % b B X 3336 AT JE I (spread out) o ZEIX FhIF T b, ek 2s P it vl DA &2 e
T PR O o AR B 1R STt 8] AN PR T I P A B

6
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(00281  Ji# X% AR 55230 50 VR 72 H) FHIE XK AR 55 230 AT $2 A3 A T F B 150 28 9 BUAT U XK o i AR R 2%
WERR R P 2 B IS 21 B AV 45 (traf fic) iz ik 2 iR IR 55230 1% [0] By vE 4L 1 i
MR o FEIX AN SE A b, TR R 25 B — F8 20 1 v S B 2% A0 FH R F 5 & e w5 7 i A
IRIBR 1) N ABE 8 T A 8 R 428 SR SR AT AT 3R AT o Fr Vs G PR AU A0 X I = 30 3 ) 2% 4
R IR AR s o » e FR AR IR RS P S o T G R AR A L S DA SRR
(00291  JiExk ik 55230 mT LA FASE FH e xR AR A R 55 2% 59 2H 5 SR AT Vi X AVE G A AT . ]
BN EHE O RS AR 55 28 PT L5 2 B Xk R 25 4 — AR AT 0 E . M A E AT
% ANHT T Z R IR 55 2 I, 22 AR R IR 55 4 A ) Ui R CPUFIGPURE 6 4% 5L AE IR ) Z A
I H AR R AL CPURE S0 -
[0030] 7= 514 i Xk i 55

PRAE 3% 20 B 3, MR A BH B4 STt 1] 5 ¥ 75 7 9] 1A 2 R D R A 155300 o Ui XK A 458 3000, 45
PR 7 I ) 2% 33018 15 Al A 22 I 4K IR 55 3401 U xR 2 P 5t 310 o Y7 4% R 45 1T PAASE F — A
B2 A 2 1R R R 55 7 SR A 4l (accommoda te ) I AE JiE XK 75 2K
[0031]  FE— NSt 5] o, 9 265 1] LA [RURE I o DR 2 7 i 3 1 Ol e 122 22 38 — T ki N ¢ %
312 EE IR N £ 3 TARIR 7R 28 316 o 7~ 181 14 Jite X5 oy N TR 8 C0L 95 U e 2 B B b i
B AL B T2 5 i 2 1 22 v KU IR BE REARAL B AG AL BB AR 3K o A% BA 1)
SE e A5 AN PR T LN 1 2% o SN TR £ 316 AR 18 S s MRATIIE XK PN 25 o 9 4, B /R 4R 316 1] LA
BT NG 3%  7E 55— St b, SR 248 31672 SR 7 om 3 10 AH 42 R i) fi #52 5F
[0032]  JiExk 2 F i 3 102 BE BE AT ARATE R V1 0% £ o iR 7 Ui 3 L O RE % 22 - AR H. i
R BRI A — S R B P 3 102 AL, HF H R R 3162 ARG 2
TERR L) A S 7 2% o Vi R 2 7 g 3 1 OB FE 4 AR PR 1R 320 Ui Xk AT A B3 322 L T xR &5 478 i 47
324 IR S5 2 i 326 FIBT K fal A% (profi 1e) B fifi /7 4% 328
[0033]  #AEMEE3207] LA H#AE RGuRFef , Kb ik R B BRI R I 5 4ia
ATHEVF A2 P 3w 310 b B F o R AR PRI AT DK 2 7 i 93 5 73 P 25 AN 8] £ 2 FH A D T it
R — 53 - N, — BBl ROT 2 2 X 2 F i 310 , A A5 AT LUK B 7R 28 1 45 il 25
TUERAAT AL 322,
[0034]  Jjfe R AMAT PR 5 322 G FEPIAT Ui 8 e ek T WA P 5 497 Pl 2 3K 1) %% P i 310 P e 2%
B AR AT IR 32238 [F] TH L S AL B — i B 16 = 3 (7 6t 8% (active memory) o JiE K,
AT P8 32 2B ATl e 42 i) 458 75 AR 48 HL G AR SR AR AN i o 72— S St 9 v, Vi R
AT PREE 3228 HE A AL 3k 22 /R A8 31611 BT TE S AR o
[0035]  Jji R HS 408 ik 47 2% 32447 it T 1 B Wl &G i i T W A0 23 T 2 KD I e o
[0036]  Jjfe Xk MR 5% 25 /i 326 42 ¥ 7~ A UiF % ik 5% 34 012 WS 1) P i 4% B A AT e R ) 2 1
i N FH o Wi AR R 55 2% 17 i 326 R LA Ak 2R i A N 4 JHL 5038 A A% 18 2 i R I 55 3401 42
o b AR RS 2 TR 25 25 i 326t AT LUKE AR 55 340422 1) P T8 % BT AW A0 e 3 PR 44 Tl 22
Bt i A 316 AT AL I R T S
[0037] TSR TR R E A 1 A7 28 32847 il > Al 3 Do K W A4 15 2 o B K i A4 45 Bt a] BAR
A7 L FE T WE A 1307 36 1) 2218 ( tombs tone ) B XK PR AT 10 BUHE o 7 3 PR AT SO R it — 2
0 SRR & o TWERR AT PR B 322 J5 B2 U Xk ORAF I £ , DL E DL R AE MR 553 b 111
i 7 TF AR XK o e R AT RR B i 310 A% i X DR A 1) 5 A B 5K A5 B, 22 T Rk IR 55340
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DA JE Bl 0 A R 1 et A T e .

[0038]  JiERR IR 553406 HE 455 FE 8% 342 DU K i A4 B i 47 2% 344 L A HAT A 55 348 Al
TR E IR AT 75350 « ELARPE G N A B (H 2 BERETE B Z L as I EdE Th D el B 2 7
T30 0 SEIILE R R 95340

[0039] 283420 i 310 FN AR 55 34027 1) 2 N7 42 B 1 48 342t m] DL it
A BN R At R P B B2 A7 [ Wi R IR 25 340 o I 285 B 2% 3421 m] DA A3 AT A2 142 9 1)
FHR 5 98 FEAE DU R A 53R (throttle ) Wik iR %k LB LR DT 0% A4 B% 2%

[0040]  Bu 5% fai A4 £ 40 fifs 47 25 344 1] LA &5 & i B i HL 28 3425k TR, LB ST RIAA i L R (5
B BUR TR RS — 343 ] LR HE N D S5 B A 5515 B inBu X i ik 42 sk RS A&
5B B AN R B S R R FH Ui IR 55 B B A AR B8 (R AL

(00411 534k, Dok i RSB fifh A7 45 344 1T AAFAids A T3l Xk A e 2 1 Jig o A B 5l I Ve 2k
B IR X TR T 2 SR B, B 5K ) 43 DA B R X 2 B U ) BT DA A o i — 2, B T A
At A7 2% 344 0] LUAFAE A AN D0 X AR U0 008 5 R 45 2. o 98 B Bu S I 3R 2% T i
TIOR8 322 P 3O P P A5 S A T DA AR A7 i 5 0 ) P SR AT A e SR AR 65 o 49 2, 5 — AN S it ) o
AP b e B ) s A O AT iR, RS B IR (latency ) BRURF % B2 1 B 2K o] DA AR
Ve 2 e BT T B O T A B AE IR B DU R v] LA I B & 2 B (1 A
Hls o LI RP 5 2, B A 5 7 8 08 LA B o 28 308 1) 19 2% 322 43 ) Bt X 0 4 22 DR O LA B
O B I AE 38 P 5 R O

[0042] o SR T R4 E I i 47 2% 344t AT LA A 90 B0 SR 00 A FH 5 sk o B0 SR 1 T S U K R A
JHFE R BT e AN B SR DA S it I P i 5 IR 45 >R e Ui & 1 7 5 ] A A7k o 456 R A J2.mT CA A 2 A
SR TR) AN ) B0 5 S USR5 XK o 78— AN SRt 71 1, ) % 73 5 RT DAL S B A T 3 i e AR 2%
) ST (4 U XK o 4510 a1, 3685 e 2K DN 2 I O S (1) 8 R i N % 8, T AR (augmentt) I SE
J3 58 o AE — e S it 451, Be SR B 5 R DAE F IR 2 i 310 b AR AN B T H AR A P v
I PR B i 3ok 9 AR 25 3 SR 1] BN RR o

[0043] Vi Xk PAT A 358 348 HEPAT e XK 14 S 451) T 5 222 P e X T U 3K 6 2 DA T 4 11 )
FH 3 X 7 HEL 8 352 FH L Ath 4 SR 5 B 1) B U o e AR AT IR B 348 (R 1T B S A AT AL B — i
5 L BNATAE A% o W AR PRAT PR EE 34883 T/ 0368 388 S I w47 il - A8 150 AR 75 L G A SR H5
R i o AE— AN S, e X PAT PR35 34850 HH kA% 326 28 T 0 ey 140 T T % AT A AL
TE AR S G A Ui AT PR 34 8% H e % LR T AR BRI AR 7R , FomT DL ik 2 P oy
RIS B AT A RS el R A

[0044] 3 X K5 5 A7 2% 350470 T FIE K o 1T LA MBS0 i A7 3w A 2R S iy ek il i 32
ST 5% SR PTG K B 37 X% o Y07 X% BT i 17 % 350 R LAk 483 Sy o 2 i B A7 2« — AT
=, ] RETCVE DT X B it 77 22 350 T IR 7 %K o SR T , 76— LL St 49 vh , 4 B A7 ik 2 vl DA
VB R FOUAT-Aik 2%, 6 I 75 100 F % 0 B0 i A7 s 35040 4% 38 70 th AT LA 78 24 & BhAT il s o IX 24 491
Yt BH < AN — 8 I AR IR A A 2 Ao 5 S 32 B A7 A s, (HL 2 R FH I X B 305 32 Sh 43 R0 7 ) A7
fit 2% NIRRT 5 CASAT U AR IRT B8 TR 8 X BIA7 2 -

[0045]  FYL7EHE BB 4, AR IE A R B 1) — 7T, 7R 22 45057 R R 55 28 7E 00808 vh 00400 Y 1) %2
He o Z 2 HPEFE S 42410 32 40412 S HRATARISZ BRA16 . T 16 B DL T S s D A 32 48 5 Sz
S I 7 3 R8 8 A0 4 78 B0 O P9 B A BT O BT SR A S AR R R R K

8
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2 1RSS4 T H T A FHIE X 15 2% o 72— Pz Hirh , S X 40 e 9 0e AT 28 O8N 1 B HH 2 / 7%
P ds o AR RN IR S A3 B G B R R 2R SRR, TR AT DA 12 AT B 5 AR AR GBI
P FL 3 o B R 55 25 B 5 A & 2R O HL 3

[0046]  pbAb, B SCIRAEME B FE A HI &, W WXUBR o 7E — Bl 22 HE R, 7R IX 28 e 2548 J5 T
FEALFR3E (fan wall), DG @I X L IR 55 38 N 25 AR TE ELA A2 HE R, — N a2 AN KU
BB T3 B, DR HE SR 2 S SR N I R 55 2 o 14 AL 2% tH R 8 A0 45 Al & A
o Ath ) A Jgs , LI AN SC AR B L D A SR - 2R AT DL — AN B A [ e B
AR PIARCRAE 75 BA EI R T A R

[0047] ¥R 40295 18 F R G 2 S BRI QRN I TH LR & o 158 IR & 40278 BB > 245
T AR 55 2% BPIRAS o B 40, 25 1 A 15 402 B 8 18 0t W0 28 — SR A I o S TR RN 25 s 26 — 2%
R BT PR T A AR 2 2 (R AR 2 MR 55 25 o 458 A IE 402 B8 5 70 A LAE 0t BT E A o
25 1 F 1 4 0 20 BE A% 5 B SO 4R PN ) ¥4 EN 48 o 91 4, 428 1l M40 i 4 0 2 B8 W8 AE S 2R N 1 R 55 28 5L
TARDD ZEAE T A ) B3R ARR S 28 P 1) XU T

[0048] S Z8414F0141645 (5] BH AEAL S IR & Hh 1Y) 2 IR 55 28 o Ak BH 1) %% 7 T FE AN PR T
B A O O W SC RN N TR A B AR — AN T T B RO BT N BT R 1) 2 R
X 55 7 IR 3 A AR AR R A o an B 4 B 28 4 50 BH 1), SC2R A TR & 2 B AT RE
(00491 5 HH 14 1, S B2 416 A3 e xR X (1) 2 i 55 25420« — M b BRASE b (1) 22 A5 i
55 2422 K01 — ML b FEAR 2 A 1) AR 55 28424 o i BH MR b, S ZR AT AR FE I XA = ) 22 R IR
2525430 T xR AR X (1) 2 Bk 55 2 432 i R AR X 1) 2 R 45 2434 o AE — AT T, 4R
W TR 8 B o VF A Ui R 0 A ASE AN A e i DA A X 1) B 48 1) 380 T AR P
[0050] 22 A5 flix 55 4% BE 6 188 3k Y0 M 25 2 A AS () 140 v 550 9 0 A T A A R e R Ak 2
[ AT 36 A% o AE— AN J7 T, 388 8 s R e A A 2 Y B A Vs B 0 B 3 X LA FH B . B
2R AR IR 55 B8 1) 2 R S B 0 S 2R 414 /0416 0] DL 54 6t AN ThRe i an e s i 4740
AR AR R 55 25 1 S SR AH2H & T 38 B AE R R v N o BRI IR 55 28 B 25 B P DA A
T E , LA ORI AL R 55 28 B 5 (R AR v B R 55 1) 2 A 75 3K o i J2 B AR 75 SR iy B A =X T
25 2 1) 38 2B 0V A 5T 3K IR 55 2% 1 3508 I R0 {1 X I 1) A 3 S Y o 4510, B 508 28 1 A A5
TR 55 28 1 F ] PLRR T-7E — K 2 H P 2 80% A B 18] 42 Wik S A o E W4 (i 15 FH R 3 34 ) e 0%
155 FH 2 153 1 55 2% SR 5 0 AR S g v an i xR AT AR ) B X R 55 2R A AL & R 5 90 75
[0051] B 75 %% 2 5, AR A K BRI — 5 T, 87 2 IR 55 28 N AN R SR B B2 2 g
i 55 25 B FE BERR 500 o« BEAR 500 R0 FE £ X e xR AT LA IR 26 — R BT H B B2 25— SR AU
A BRI AR ALALCPU 510 7 xR ALALGPU 512 FIAIAH 4 A %514 o 3% 24451 158 B - n#E A
SCHT R, TS SR RE 8 ARG 2 AN EE AR I 5 HL, SRR B IR, (H R T B AT LA FE A7 6
e AN AR P SR BT IR B A o A5, CUPRE % B A % FHDRAMAFfifi 4 o A & BH () %% 777 TH ANBR T
L5 U A 2 28 — RS A FH o A9 9 R 2% E 1% 2 CPUBKGPURY) — 8 43

[0052]  FE—ANJ7 0, AR ALCPU 51013 XRARALGPU 51272 7 17 &5 I s L H 4 211 48
[G) 50 7o 7 P JiE AL L35 Xbox 360.Sony(‘Z JE)HIPlayStation ® Kj% .Xbox Onefll
Nintendo(fF R B IWi 1 ™44 o 5 IR A0 A0 0 T 550 5 5 2 B A 144 Fic B RE i i &, LA
FOVFER R T B AL IEAT 9 5 B U RIS AT 7E 2 AR 55 2% B ANME ol xe ARSI H2R H

9
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T G 5 YRR P B A A 52 B AR R 7 R S A A5 L A5, R R xR AL GPUBAT 1
IR RE NS R R R AL B T B SR I GPUSR AT

[0053]  JiERAEALCPU 510 IERARALGPU 512 FIAAT JmtiD 425144 3 B 18 1 4l & 22 B A
(RO AeR A o A2 — N5 T, TH B BT R 25080, DB 3@ sk O P A% 5 Y050 P B o 11 4 i T 2 7 A1 T
ERA.

[0054]  BEAHR500 L A3 FHHE B A48 ML AR ALCPU 520 7E 3 s 2 rh , tn 5 s, 4
AARALCPU 520 I3 HLOW o AH B, X0 T+ 3t i A5 =X 15 0W R A Y, Vi xR AR AK.CPU - 510 1 X
50W, W R AR ALGPU 51 21E ¢ HX9OW, iy AL AT S fid #5514 1E ¢ B 1OW

(00551 3t 4% 21| 6 , AR H A i BR 1) — 5 T , 2849 i3 B 388 P H e e ) Dh 2R 458 L B AE
TERAACPU 510 RARAGPU 512 F07iE %k 2 i 2% 5 1 44T 1E AE I HLOW o #H < , kAR AL CPU
520 1ETEIHX150W o 75— AN THI 5 -5 AN [ A 3R S IDE 1) T 50 8 IR 140 80 5 ) %6 Y B S Jofi - & A
S AETXPP G L AR, 5 U XA XA DG IR P T AR R Y R ORI 5 A Ml B — M AR A DG Bk
R iH S BHIRAR R ) DR & AE— AT, 2 IR S5 48 A 20 R4t R e $e i 158 4 (knot
cooling) , LME— SR 715 R YR AE 45 %8 I 8] s 2 V5 3

[0056] I EIE 7, AR A< A B I — 5 T , B2 41 FH T 2E 008 w0 9 P 3 A B Ay 1 7 9
700 775700 7] LA F AR08 A0 P A 3 A 67 fur (10 428 A2 SR AT o

[0057]  7EDURT10, 5L 2 A2 BRSS 25 N T A 1 38— SR B0 o 55 B2 R AE 28 — I 1) A
H AR A ORI 3R — A 2RS4 A EE XA R SRR TAR AT RAL R 24>
THE SR . 2 AN R 2 /DAL FE 25— R R U1 SR W JRURN 28— 2R T SRR A — AN
T 6 —Hof [) J] AT T 38 — S AU P 1 B3 B2 AR DA A SR Ah B ) 1A A7 mf 170 5 0 LTI 75 3R
A 4, X 3R AR Bt A TR SR B AT P & AEAE K (during the day), FF HIFRAL
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