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A portable device Is connected to a host system that operates according to a first industry standard architecture (e.g., a personal
computer built according to the IBM Personal Computer standard). The user initiates a session in the host system using the
software and data in the portable device. The user suspends the state of the session, the state Is stored in the portable device, and
the user disconnects the portable device from the host. The user later connects the portable device to a second host that operates
according to a second industry standard architecture (e.g., Apple Macintosh TM computer). The second host boots an
autoconfiguring host operating system stored in the portable device and starts a virtual machine layer also stored in the portable
device. The user then resumes operation of the suspended virtual machine layer session.
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METHOD AND SYSTEM FOR CARRYING MULTIPLE
SUSPENDED RUNTIME IMAGES

FILRLD OF THE INVENTION

L.L

The i1nvention disclosed broadly relates to the field of information
processing systems and more particularly relates to the field of portable

personal electronic devices.

BACKGROUND OF TH.

L]

INVENTION

Information storage capacities (e.g., disk capacitilies) are 1ncreasing
raplidly and 1t 1s becomling possible to add large capacity disk storage to
several portable devices such as the 1Pod ™ musilic player or any of several
personal digital assistant (PDA) form factor devices. The power
consumption of disk drives has also been reduced to the point that the
disks may be powered by batteries that are part of the portable devices
themselves. For devices where energy 1s a more critical resource, 1t 1is
also possible to have disk storage present 1n a plggy back manner, where
the disk 1s accessible only when the portable device 1s connected to
another device that supplies power to the portable device, for example
through a USB (universal serial bus) connection. This trend has made 1t
possible for a user to store, 1n a portable storage device (PSD), a
processing sesslion begun 1n a first host computer and to resume the
session 1n a second host computer. However, when the first and second
host computers operate according to different industry standard
architectures (e.g., IBM personal computer and Apple MacIntosh ™, a user
may encounter difficulty or find 1t impossible to resume a suspended
sesslion 1n the second host computer. Therefore, there 1s a need for a

solution to thilis shortcoming.

SUMMARY OF THE INVENTION

L.L

According to the embodiment of the invention, a portable device carriles
multiple software stacks, one for each of two or more types of 1ndustry
standard architectures so that the portable device can be coupled to
various host computer systems using various l1ncompatible architectures and
vet each host system can boot from the portable device. In one embodliment
of the invention, the portable device 1s connected to a first host system
that operates according to a first i1ndustry standard architecture (e.g., a
personal computer built according to the IBM Personal Computer Standard);
the user 1nitiates a session 1n the host system using the software and
data 1n the portable device; the user suspends the state of the session,

the state 1s stored 1n the portable device, and the user disconnects the
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portable device from the first host. The user later connects the portable
device to a second host that operates according to a second 1ndustry
standard architecture (e.g., Apple Macintosh ™). The second host boots an
autoconfiguring host operating system stored 1n the portable device and
starts a virtual machine layer also stored in the portable device. The
user then resumes operation of the suspended virtual machline layer session

1n the second host computer.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGs. 1A and 1B are high level block dliagrams showing a portable
device for coupling to a first and second host processing systems
operating under different 1ndustry standards according to an embodliment of
the 1nvention.

FIG. 2 1s a block diagram showing a host informatlion processing
system according to the embodiments shown in FIGs. 1A and 1B.

FIG. 3 1s a block diagram showing software stack according to an
embodiment of the i1nvention.

FIG. 4 1s a flow chart of a method according to an embodiment of the

invention.

DETATLL.

L]

D DESCRIPTION

Referring to FIG.1lA, there 1s shown a portable storage device (hereafter,
"PSD" or "portable device") 100 connected to a first host processing
system 200. A PSD i1s any electronic device that includes sufficient
storage to operate as discussed herein and 1s not necessarily a device
whose princilpal function 1s storage. The PSD 100 comprises a USB
(universal serial bus) port 102 for coupling to a USB port 212 1n the host
system 200 and a memory 104 for storing (among other things) a portable
computing environment. The memory 104 1s preferably a persistent storage

device such as a hard disk drive for storing a portable computing

environment but can also be semiconductor memory such as a Flash EPROM or
an equivalent. The PSD 100 may also comprise a user 1nterface 106 with a
swlitch so that a user can select an i1ndustry standard architecture
sultable for a host system to which the user plans to connect the PSD 100.
The memory also stores software to suspend and resume the state of a
computing session, and to boot host computers from a wilred connection
interface such as a USB or Filrewlire 1nterface 102. In FIG. 1A, the PSD
100 1s coupled to a host system 200 that operates according to a first
industry standard architecture, such a personal computer built according
to the IBM Personal Computer Standard. The user boots the host system 200
from software (or firmware) 1n the PSD 100 appropriate for the first

industry standard architecture. The user then 1nitiates a session 1n the
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host system 200, works on the host system, perhaps then suspends the
computing state, and disconnects the PSD 100 from the host system 200.

Referring to FIG. 1B, the user travels to a different environment and
connects the PSD 100 to a second host system 250 via a USB 1nterface 252.
The second host system 250 operates according to a second 1ndustry
standard architecture such as that of the Apple Macintosh ™. The second
host 250 boots from software 1in the PSD 100 sultable for the second

industry standard architecture.

The attached PSD 100 has a small form factor such as the size of a deck of
cards and 1s expected to become even smaller as technology advances. The
PSD 100 works with the already deployed and pervasilive collection of

personal computers, attaching to them over a fast local connection.

Lhffectively, everything from the standard host processing system, such as
1ts central processor unit, memory, display, network, possibly except 1ts
hard disk drive will be exploited. To be successful, the connection
process should be gquick and the portable device should be less onerous to
malntain than a separate computer system or systems. The 1deal solution
should be very easy to use and should be able to resume computation at the

same state where 1t was suspended.

Referring to FIG. 2, we show a block diagram of a host information
processing system 200 according to the embodiments shown in FIG. 1A. 1In
this embodiment, the host system 200 1s a personal computer that operates
according to a first 1ndustry standard architecture (in this case, the IBM
PC standard). Therefore, the system 200 comprises a basic input/output
system (BIOS) 206 according to the IBM Personal Computer standard. The
host system 200 also comprilises a processor 202, a memory 204 a hard disk
drive 208, and the I/0 interface 212. The second host system 250 includes
simlilar components but operates under the Apple Macintosh architecture

standard.

Referring to FIG. 3, we show a simplified version of some of the contents
of the memory 104 of the PSD 100. According to an embodiment of the
invention, 1nstead of carrying a single multi-layer stack, according to
embodiments of the invention the PSD 100 carries multiple multi-layer
stacks 300 and 301, one for each type of host architecture and a suspended
state for each host system. The first software stack 300 consists of
three partition layers 312, 314, and 316. Layer 312 1ncludes the user
fTi1les 308 and 1s common to both architecture types. Layer 314 comprilises

the guest 0SS, applications, and executables 310 and a suspended runtime
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state 311 from prior session. Layer 316 comprilises an auto configuriling
host 05 302 and a virtual machine monitoring (VMM) layer 304. When the
software stack 300 1s stored 1n portable device 100, 1t becomes able to
carry a suspended computing state and to resume that state on any other
host information processing system that 1s found i1n the environment, as
described in United States Patent Application Ser. No. 10/795,153. Stack
301 1s adapted to operate under a different industry standard
architecture. In this example, the stack 300 operates according to the
IBM PC standard and stack 301 according to the Macintosh standard.
However, the i1nvention can be used with any two or more incompatible
industry standard architectures. Therefore, the PSD 100 can carry any
number of different 1ndustry standard stacks that fit i1in 1ts storage. The
second stack 301 includes the partition 312 and a second partition 326
that contalns: a virtual machine 322 comprising a guest operating system,
applications executables 320 and a suspended state 321. The stack 301
also 1ncludes a third layer 318 that includes an autoconfiguring host 0OS

303 for the Macintosh standard and a VMM layer 324.

mbodiments of the 1nvention enable a usage model where a single device

100 carriles software essential for multiple hardware architectures and
enables a user to access his own computing state on those different
architectures. Thils structure enables a usage model where a single device

I 4

carries “souls” for multiple hardware architectures and enables a user to

access his or her own computing state on different architectures.

When the portable device 100 contalning the PSD software stack 300 1s
connected to a PC (e.g., 200), the PC boots from this portable device 100,
starts up the host 05 and VMM layers corresponding to the PC architecture
and resumes a suspended Jguest 0S state that accesses the partition
corresponding to the user files when necessary. When the portable device
100 connects to a Macintosh computer, the host 0S and VMM partition
correspondling to the Macintosh computer are used to boot the Macintosh
computer using the stack 301 and resume a suspended Macintosh session
which also accesses the user files from the same shared partition where
the user files reside. Because the user file partition 312 1s shared
between architectures, a user can work on a file on a PC and save 1t back
to the user partition 312 and then may resume work on a Mac and edilt the
same fi1le there using a Macintosh application that understands the same
file format. One problem that needs to be overcome to achieve this
solution 1s to make sure that the host machine boots from the correct disk
partition from the portable device 100. Typilcally, when a host system 1s

trying to boot from external media, 1t goes to a specific place on the
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disk to fetch its boot loader or other initial code to execute. We need to

make sure that the machine that is trving to boot gets the code appropriate

for 1ts architecture. For example, PCs go to the Master Boot Record of a disk
to 1nitiate the booting sequence and unless the master boot record has code
sultable for the PC architecture, the PC cannot boot. There may be similar
constralnts on other architectures as far as booting 1s concerned. To solve
this problem, we can add a switch 106 on the portable device 100 carrving the

software stack 300 that selects the architecture before we attach it to a

machine and try to boot it. Based on this switch 106, the PSD device 100
presents the appropriate host 0S to the host machine that 1s seeking to boot.
If the PSD 100 has 1ts own native function and user interface it will be able

to access flles 1n partition 312 without having to connect to a host

computer.

Instead of a physical hardware switch, 1f the mobile device that performs the
PSD's natlve function, has i1ts own base functionality and therefore has user

interface controls, the hardware switch 106 can simply be a selection from a

menu using the UI controls.

In this embodiment, we assume that the user was editing a file from the
shared user partition on one architecture, suspends that session, and resumes
on a different architecture. If the edit session 1s suspended without saving
the file, the partial edits generally will not be available when resuming on
a different architecture. If the “auto save” function 1s turned on, then the
partial edits may be periodically saved back to the user partition. In this
case, the partial edits up until the last auto save polnt can be made
available on the second architecture if the editor on the second architecture
can process the partial edit file. Any state that was part of the editor

process on the first architecture will not be avallable.

In the embodiments discussed above, the PSD 100 carries 1mages for two
different architectures, but the model readily extends to more than two
architectures. In the longer term, 1f storage density were to 1lncrease
substantially, one could carry the PSD stack on a SD (secure digital) card

with a couple of switch settings and insert the card into a PDA (personal

digital assistant) or other portable device and resume one's appropriate
suspended computing state on that device. In other words, one of the host

systems 200 or 250 could be a small form-factor device such as a PDA.
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Referring to FIG. 4, a flowchart illustrates a computer-implemented method
400 according to another embodiment of the invention. In step 401 the user
of the PSD 100 sets the switch 106 to a selected 1ndustry standard

architecture. 1In step 402 a portable storage 100 device 1s connected to a
host system 200. Step 404 boots the autoconfiguring host operatlng system.

Step 406 starts the virtual machine layer. Step 408 resumes operation of the

suspended virtual machine layer session.

Therefore, while there has been described what are presently considered to be

the preferred embodiments, i1t will be understood by those skilled in the art

that other modifications can be made within the scope of the claimed

invention.
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CLAIMS

1. A method implemented by a secure digital card (SDC), the method
comprising:

activating a hardware switch device on the SDC to 1ndicate a selection
of a first industry standard architecture from which to boot a first host
computer, wherein the hardware switch device is part of the secure digital
card and comprises a setting 1ndicating a selection of an approprilate host
operatlng system;

connecting the portable device to the first host computer operating
under the first industry standard architecture;

providing from the SDC a first autoconfiguring host operating system to
the first host computer according to the switch device selection, wherein the
first autoconfiguring host operating system is located within a first
selectable software stack stored 1n the SDC, the first selectable software
stack comprising a first virtual machine laver, a first virtual machine
monitoring layer, and the first autoconfiguring host operating system, all
according to the first industry standard architecture;

booting the first host computer from the first autoconfiguring host
operating system stored in the SDC;

starting the first virtual machine layer on the first host computer;
commencing a session on the first host computer, comprising accessling user
files stored in a user file partition of the SDC, the user file partition
shared between multiple host architectures;

suspending the session and storing a state of the session in the first
virtual machine monitoring laver; disconnecting the SDC from the first host
computer;

setting the switch device to select a second industry standard
architecture for connecting to a second host computer; connecting to the
second host computer operating under the second industry standard
architecture, wherein the second industry standard architecture 1s not

compatible with the first industry standard architecture;
presenting a second autoconfiguring host operating system to the second
host computer according to the switch device selection, wherein the second

autoconfiguring host operating system is located within a second selectable

software stack in the SDC, the second selectable software stack comprising a

second virtual machine layer, a second virtual machine monitoring layer, and
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the second autoconfiguring host operating system, all according to the second
industry standard architecture;
booting the second host computer from the second autoconfiguring host

operating system stored in the SDC, wherein the second host computer

comprises an architecture that is different from that of the first host

computer; and

starting the second virtual machine monitoring layer on the second host

computer.

2. The method of claim 1 wherein the connecting step comprises inserting the

secure digital card into a slot on a host computer and the host computer 1s a

handheld device.

3. A secure digital card programmed to execute instructions for causing a

computer to perform a method comprising steps of:

activating a hardware switch on the secure digital card to indicate a
selection of an appropriate host operating system from which to boot a host
computer; wherein the secure digital card comprlses:

a first selectable software stack comprising a first virtual machine
layer, a first virtual machine monitoring layer, and a first autoconfiguring
host operating system, all according to the first industry standard
architecture; and

a second selectable software stack comprising a second virtual machine
layer, a second virtual machine layer, and a second autoconfiguring host
operating system, all according to a second industry standard architecture,
wherein the second industry standard architecture is not compatible with the
first industry standard architecture; connecting the secure digital card to a
first host computer operating under the first industry standard architecture;

providing from the secure digital card to the filrst host computer a

first autoconfiguring host operating system according to the switch device

selection;

booting the first host computer from the first autoconfiguring host

operating system stored in the secure digital card;
starting the first virtual machine layer on the first host computer;
commencing a session on the first host computer, comprising accessing
user files stored in a user file partition of the secure digital card, said
user file partition shared between multiple host architectures;

suspending the session and storing a state of the session in the first
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virtual machine monitoring layer; and

disconnecting the secure digital card from the first host computer.

4. The secure digital card of claim 3 wherein the method further comprises:

setting the switch device to a second industry standard architecture
for connecting to a second host computer;

connecting to the second host computer operating under the second
industry standard architecture; presenting the second autoconfiguring host
operating system to the second host computer according to the switch device
selection;

booting the second host computer from the second autoconfiguring host
operating system stored in the secure digital card, wherein the second host
computer comprises an architecture that is different from that of the first
host computer; and

starting the second virtual machine monitoring layer on the second host

computer.

5. The secure digital card of claim 3 wherein the method further comprises

inserting the secure digital card into a slot on the first host computer.

6. The secure digital card of claim 3 wherein the step of connecting to the

first computer comprises connecting to a device selected from a group
consisting of:
a personal digital assistant, a laptop, a handheld device, and a

server.,
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