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ABSTRACT 

Systems and methods are disclosed to detect fraud by dis 
playing on a buyer's computer a high value item next to one or 
more commonly purchased items to attract a fraudster, ana 
lyzing customer purchasing behavior on the high value item 
for an indication of fraud; and indicating fraud if the buyer 
buys the high value item without prior history. 
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Fig. 4 ransaction Processing Flow 
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METHOD OF PROCESSING ONLINE 
PAYMENTS WITH FRAUD ANALYSIS AND 

MANAGEMENT SYSTEM 

0001. This application is a continuation of U.S. applica 
tion Ser. No. 12/466,563, filed May 15, 2009, which in turn is 
a continuation-in-part of U.S. application Ser. No. 1 1/715, 
587, filed Mar. 8, 2007, the contents of which are incorporated 
by reference. 

BACKGROUND 

0002 The invention relates to on-line fraud analysis and 
fraud prevention. 
0003 Credit card transactions are utilized in a variety of 
environments. In a conventional shopping environment, a 
user provides a merchant with a credit card during check-out, 
and the merchant through various means (such as through a 
driver's license or other picture identification cards) verifies 
that the card actually belongs to the user. 
0004. In another environment, due to the widespread 
adoption of electronic commerce (eCommerce), more mer 
chants, institutions, and/or government agencies are putting 
products/services on their websites for customers to purchase 
online. In addition to physical products, the Internet is used to 
sell non-physical products Such as Software and content or 
related information and/or service over the Internet. Products 
Such as Internet calling, online gaming, digital contents such 
as music and movie, online advertising, online information 
provisioning, for example, are sold as a privilege to obtain 
information or to consume service, or to consume a virtual 
experience Such as gaming. In these types of transactions, the 
'shipping of the product simply transmits information and/ 
or usage credit to an email address, a user account with the 
merchant, or any suitable mechanism to make the product/ 
service available to the purchaser. 
0005 Typically, a customer selects a number of products/ 
services from an online catalog into a shopping cart. During 
check-out, the customer provides payment information Such 
as credit card, debit card, PayPal account, for example, and 
shipping information to the merchant. The shipping informa 
tion can be provided directly in the form of a physical address 
or indirectly in the form of an email address, or a user iden 
tification (UserID) from which the merchant can obtain the 
address. 
0006 Due to the anonymity of online customers and 
increased activities of online identity theft, online purchases 
represent a big risk for merchants. Unlike conventional pur 
chases where customers are physically present for their pur 
chases, online purchases can be made by people who don't 
own the credit card/debit card they use. 
0007 To counter fraudulent transactions, the credit card 
industry devised two verification procedures: Extra Security 
Check (ESC) and Address Verification Service (AVS). ESC is 
a mechanism that prints an extra Verification code on using 
credit cards online. In evaluating online purchases, those who 
enter the correct verification code are considered to be safe, 
and their transactions are approved. PayPal has a similar 
mechanism “verified PayPal account” that PayPal gives high 
priority of transaction approval in evaluating online pur 
chases. The drawback of ESC is the overhead associate with 
implementing Such extra Verification code. Additionally, 
organized hackers who can hack the credit card database 
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would actually have access to the root information needed to 
execute extra Verification process, thus rendering ESC mean 
ingless. 
0008 AVS is designed to detect fraud by comparing the 
various addresses such as card owner's address, shipping 
address, mailing address, billing address a customer entered 
online with addresses stored in the database of credit card 
issuers. If they match the transaction is more likely to be 
authentic. AVS is another type of “extra security check” that 
can inevitably be hacked in the root; and can be too “shallow' 
to overcome hackers who can hack the entire database. In 
addition, AVS is often not available for international cards. 
AVS is not useful for checking the purchase of non-physical 
goods because the goods are not shipped to the buyer's physi 
cal address. 
0009. The ESC and AVS systems work wellina credit card 
transaction in which either the customer has a face-to-face 
meeting with the merchant or the merchant is actually ship 
ping a package or the like to the address of a customer. The 
verification procedure typically includes receiving at the AVS 
system address information and identity information. How 
ever, for online service providers or merchants, address and 
identity information are generally insufficient to verify that 
the purchaser is actually the owner of the credit card. Many 
fraudulent transactions pass the strictest security measures 
such as “verified account” or “verified cards,” but, in many 
occasions, the information on the credit/debit cards/any credit 
accounts has been “completely’ stolen so the thieves can 
easily pass any security check imposed on the cards. 
0010 For the foregoing reasons, many online purchases 
are fraudulent, and these fraudulent transactions can only be 
detected months later when the merchant receives charge 
back requests well after the thieves have consumed the ser 
vice at the expense of the merchant. Worst of all, the actual 
owners of the cards cast Suspicion on the merchant as the 
potential thief who stole their credit information for creating 
fraudulent transactions that benefit the merchant. 
0011 Since arrangements between credit card issuers and 
merchants typically place liability directly on merchants 
when online fraudulent transactions take place, these mer 
chants suffer loss of customer (or at least customer goodwill), 
incur charge-back fees from the credit card issuers, and may 
even loose their online payment privilege. 

SUMMARY 

0012. In one aspect, systems and methods are disclosed to 
detect fraud in electronic payments by displaying a high value 
item next to commonly purchased items; and analyzing pur 
chasing behavior on the high value item for an indication of 
fraud. 
0013. In another aspect, systems and methods are dis 
closed to detect fraud by displaying on a buyer's computer a 
high value item next to one or more commonly purchased 
items to attract a fraudster, analyzing customer purchasing 
behavior on the high value item for an indication of fraud; and 
indicating fraud if the buyer buys the high value item without 
prior history. 
0014 Implementations of the above aspect may include 
one or more of the following. The system can collect payment 
information and check the payment information against an 
address verification system (AVS) to detect fraud. The fraud 
ranking engine can check one of bank identification number, 
geographic location, domain lookup, proxy list, virtual pri 
vate networking list, local computer settings, payment infor 
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mation for an address verification system (AVS), customer 
behavioral information, password sharing between two 
accounts, unique identification for a hardware component of 
a client computer used to purchase items online, administra 
tive information associated with a customer account; and 
Internet Protocol (IP) address. 
0.015 Fraud can be based on customer behavioral infor 
mation. For example, the system can analyze page browsing 
behavior including each page viewed and time spent on each 
page; or by observing customer reaction or response to a 
credit card authorization failure. If the customer provides 
different cards with different names, the probability is high 
that the transaction is fraudulent. Fraud can also be deter 
mined by analyzing customer reaction to one of a promotion, 
a give-away, a test credit, a gift. The system can determine 
fraud by checking if two separate accounts share the same 
password, particularly if the password is a strong password. 
The system can collect unique identification for a component 
of a client computer used to purchase items on line. The 
unique identification can be collected using client software. 
The system can determine fraud based on administrative 
information associated with a customer account. The system 
can capture a unique hardware identification (ID) from a 
client computer and using the unique Hardware ID to detect 
fraud. Fraud can also be detected by checking IP address 
nationality. The system's fraud analysis can include collect 
ing payment information and checking the payment informa 
tion against an address verification system (AVS) to detect 
fraud; determining fraud based on customer behavioral infor 
mation; determining fraud by checking if two separate 
accounts share the same password; collecting unique identi 
fication for a component of a client computer used to purchase 
items on line; determining fraud based on administrative 
information associated with a customer account; and captur 
ing a unique Internet Protocol (IP) address from a client 
computer and using the unique IP address to detect fraud. 
0016 Systems and methods are disclosed to detect fraud 
by analyzing customer purchasing behavior for a high value 
item intentionally placed next to commonly purchased items, 
payment information for an address verification system 
(AVS), customer behavioral information, password sharing 
between two accounts, unique identification for a hardware 
component of a client computer used to purchase items on 
line, administrative information associated with a customer 
account; and Internet Protocol (IP) address. 
0017. In another aspect, a system to detect fraud includes 
a transactional database to capture customer purchasing 
behavior for a high value item intentionally placed next to 
commonly purchased items, payment information for an 
address verification system (AVS), customer behavioral 
information, password sharing between two accounts, unique 
identification for a hardware component of a client computer 
used to purchase items on line, administrative information 
associated with a customer account; and Internet Protocol 
(IP) address; a fraud ranking engine coupled to the transac 
tional database to generate a fraud likelihood assessment; and 
a rule engine coupled to the fraud ranking engine and the 
transactional database to approve an on-line transaction. 
Implementations of the above aspect may include one or more 
of the following. An administrative panel can be used with the 
fraud ranking engine to control customer accounts. A chan 
nelized transaction pool can operate with the rule engine. An 
action control engine can be connected with the channelized 
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transaction pool and/or an online shopping cart. A payment 
gateway can communicate with the online shopping cart. 
0018 Advantages of the system may include one or more 
of the following. The system provides an effective, intelli 
gent, and flexible transaction processor with fraud analysis 
and management function for online merchants. The system 
is effective in that that the system will reliably do its due job, 
e.g. prevent and control fraudulent transactions to a tolerable 
level. The system reduces threats arising from identify thieves 
and hackers who can hack into the root information of credit 
card/debit card/bank account owners. The system can effec 
tively identify most frauds and prevent them over time. The 
system has intelligence in that the system can record new 
tactics generated by fraudsters on daily basis and can adjust to 
deal with new tactics, as well as to prevent known fraud 
tactics. The system provides flexibility in that the system can 
be adjusted quickly, if necessary in minutes, to combat 
against new fraud tactics. The system can also be customiz 
able to fit the specific needs of various kinds of merchants. 
The fraud analysis and management system can be situated 
stand-alone on the merchant's website, without the need to 
rely on a remote, third party system that is generalized for all 
merchants at the expense of not being optimal for a particular 
merchant's need. The fraud analysis and management system 
helps merchants identify frauds and provide additional pro 
tection to the authentication system of the credit card issuers 
or payment processors and minimizes losses should the credit 
card issuers or payment processors fail to detect and prevent 
fraud. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0019 FIG. 1 is a system diagram illustrating an exemplary 
environment for deploying the Transaction Processing with 
Fraud Analysis and Management System. 
0020 FIG. 2 shows an exemplary system to collect infor 
mation for fraud detection and analysis. 
0021 FIG. 3 is an exemplary system diagram illustrating 
the architecture and building block of Fraud Analysis and 
Management System. 
0022 FIG. 4 is an exemplary flow diagram illustrating the 
general work flow of Transaction Processing with Fraud 
Analysis and Management System. 
0023 FIG. 5 is a screen shot of a Table in Transaction 
Database. 
0024 FIG. 6 is a screen shot of Index Engine. 
(0025 FIG. 7 is an example of tables in the Rule Engine. 
0026 FIG. 8 is an example of Channelized Transaction 
Pool. 
(0027 FIG. 9 is an example of tables in Action Control 
Engine. 
0028 FIG.10 is an example of new information added into 
Transaction Database. 
0029 FIG. 11 is a screen shot of Fraud Rank displayed in 
Administration Panel. 

DESCRIPTION 

0030 The present invention is described herein with 
respect to one preferred embodiment for purpose of reference 
and explanation. It is understood that the present invention 
may be embodied in other forms and configurations than the 
exact specifications and configurations described herein. 
0031 FIG. 1 is a block diagram illustrating general rela 
tions the invented system has with a merchant's website and 
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the Payment Processor Gateway/API. Typically, an Internet 
merchant has a website 130 containing web pages of products 
for sale. Customers 100 visit the website 130 over the Internet 
120 and place products into online shopping carts. Each cus 
tomer 100 makes the purchase by entering his or her credit 
card information and other necessary information to a check 
out page on the web site 130. The payment request is sent to 
an Online Payment Gateway application programming inter 
face (API) 160 from banks or other financial institutions or 
processors (for example Moneris, PayPal, and InternetSe 
cure, among others.). The payment processors authenticate 
and authorize the transaction and return the result to the 
merchant. The merchant receives the payment and prepares 
the purchase order accordingly. 
0032 To reduce frauds on the merchant at the check-out 
page, a Fraud Analysis and Management System (FAMS)300 
is placed between the merchant's Online Shopping Cart Sys 
tem (OSCS) at the website 130 and the Payment Processor's 
Online Payment Gateway or API (OPG) 160. The FAMS300 
interfaces and interacts with the OSCS of the site 130 and the 
OPG 160 to identify and prevent fraudulent transactions from 
passing through to the OPG 160, and sometimes reverses 
(refunds) passed-through transactions after acquiring more 
information from OPG 160 in case fraud is detected. 
0033 FIG. 2 illustrates an exemplary database 201 that 
collects information to analyze and detect fraud. The infor 
mation contained in the data structures helps the system sort 
attributes of regular customers and possibly fraudulent cus 
tomers before and during their online purchases. Although 
there is no single reliable attribute that can effectively identify 
fraud, collectively the attributes are quite effective indicators 
of the likelihood of fraudulent transactions. 
0034. While some information such as the visitor's IP 
Address is readily available, other crucial information needs 
to be collected by intentionally devised mechanisms. All 
information collected is entered into a central database Trans 
action Database 201 as historical records that can be searched 
and compared with each new incoming transaction for fraud 
analysis. 
0035. The transactional database 201 collects product 
information data structure or block 210. The product infor 
mation can be used for selling the product/service as well as 
for fraud detection. In one embodiment, special product 
items, especially high value, expensive items that merchants 
don't intend to sell on a regular basis, are placed together with 
regular items that merchants want to sell. The items pur 
chased by the customer, when combined with other informa 
tion, can provide a fairly accurate indication of the authentic 
ity of the transaction. For example, an Internet telephony 
service provider to consumers may intend to sell calling cred 
its at S10 and S20 value, but may place the following items for 
customers to choose: 

0036) S10/S20/S50/S100/S200 
0037. A customer who purchases a S10 or S20 calling 
credit is within the norm. A S50 calling credit selection is 
somewhat Suspicious, and a S200 selection is highly suspi 
cious, particularly when combined with other information 
such as if the customer only visits the website for ten seconds 
and goes straight for a S200 calling credit. However, if other 
information shows that the $200 pick is the 10" purchase 
within a month after purchasing value of S10, S10, S20, S20, 
$50, S50, S100, $200, for example, then the likelihood 
increases that the purchase is real after consecutive consump 
tion of service. Hence, the system places a few special items, 
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typically high value items, together with regular items to 
provide useful and effective indicator for fraud analysis. 
0038. The system includes a User Information data struc 
ture or block 220 captures customer information typically 
through forms for customer to fill at the time submitting their 
purchases. In one embodiment, the information includes: 

0.039 First Name 
0040 Last Name 
0041 Home Phone 
0042. Fax Number 
0043 HomeAddress 
0044 Shipping Address 
0.045 Email 

0046. The information is commonly required to complete 
an online purchase and is still helpful, although not extraor 
dinarily So, in assessing fraud. 
0047. The system includes a Payment Information data 
structure or block 230 that collects payment information 
which is mandatory to Submit an online purchase. One 
embodiment includes: 

0048 Name on Credit/Debit Card 
0049 Card Type 
0050 Expiry Date on Card 
0051 Verification Code on Card 
0052. Password for the online use of the Card 

0053. The information is sent into the Online Payment 
Gateway for AVS authentication and authorization, and can 
be compared with Customer Information block 220 to pro 
vide incremental fraud detection. 

0054 The system also includes a Behavioral Information 
data structure or block 240 which collects behavioral infor 
mation of online visitors and customers. In one embodiment, 
behavioral information includes: 

0.055 Information on browsing behaviors such as page 
views and the time each page is browsed, for example. 
The browsing behavior information can be valuable for 
assessing frauds. For example, a customer who made a 
purchase after viewing the product information pages 
and pricing pages for a predetermined time is more 
reliable as an actual purchaser than a customer who has 
not viewed any information at all. The pages viewed and 
the time spent can be recorded and numbered into Trans 
action Database and further indexed to reflect the mer 
chants’ perspectives on fraudulent behaviors. 

0056 Information on reactions to certain traps or 
bumps generated by the transaction. For example, if a 
customer tries to buy a S200 value from the choices of 
S10, S20, S50, S100, $200, and if the credit card autho 
rization had failed, and the customer repeatedly attempts 
to authorize payment, each time with a different credit 
card with different names, the likelihood of fraud is very 
high. However, if the customer repeats the credit card 
authorizations with one credit card, the likelihood is 
high that the customer is trying to use his/her own card. 
By collecting the Behavioral Information with the Prod 
uct Information block 210, merchants can gain further 
insights on their customers. 

0057 Information on reactions to promotions or give 
aways or test credits, among others. For example, if a 
calling card merchant gives away 30 minutes test call 
credit and a customer purchases a S10 credit after spend 
ing 10 minutes of the test call credit, the purchase is 
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probably authentic. If the customer purchases the S10 
credit without bothering to test the service, the likeli 
hood of fraud is increased. 

0.058 Any other information on the customers’ behav 
iors that helps indicate the likelihood of frauds. 

0059. The system also includes an Account Information 
data structure or block 250, which is an optional mechanism 
to create and capture customer account information. Many 
Internet merchants do not require customers to set up 
accounts on the websites, customers pick product items in 
open environments (not inside their accounts) and pay with 
credit/debit/bank cards, the relation is tied only on the trans 
actions made. Although not mandatory, the present invention 
preferably prompts customers to set up accounts and make 
purchases after customers have logged into their accounts. 
The reason for the preference is that the username and pass 
word can be quite effective for identification of users. For 
example, if there are two users in the system with the follow 
ing sets of username and password: 

0060 User 1: username: abc password: bghyutc87e 
0061 User 2: usename: xyz password: bghyutc87e 

0062. In this example, the likelihood that both accounts 
were created by the same person, despite the vastly different 
user names, is very high. This observation is particularly true 
if the merchant has a large customer base. Many fraudsters 
diligently change their user names but not the password since 
changing passwords increases their workload to maintain 
matching pairs of user names and passwords. To effectively 
identify Such relationship, a password strength detection sys 
tem is used in one embodiment that prevents customers from 
inputting weak passwords (such as 123456) that are not effec 
tive in identifying relationship between passwords and users. 
0063. The system also provides a Hardware Information 
data structure or block 260 to collect information on the 
computer hardware that customers use to make the purchase. 
In one embodiment, client software is downloaded into the 
customers computer for instant messaging and internet tele 
phony. The client software, after being downloaded into cus 
tomers’ computers, has the ability to capture the computer 
hardware identification information (IDs) such as mother 
board ID, microprocessor ID, network card ID, and Hard 
Disk Drive ID, among others. The client software can send the 
hardware information to the merchant's Hardware Informa 
tion block 260. When a new account is created by a customer 
on a computer, the hardware information of the computer is 
sent together with the username, password etc., for example, 
as follows: 

0064. Username, Password, HWID, ... 
0065. The HWID is the hardware identification fetched 
and stored in the database table for additional processing. 
Hence, if there are many sets of usernames and passwords 
sharing one HWID, the system knows that they were all 
created from one computer and would seta fraud indication or 
alert. Once a transaction is proven to be fraudulent, the user 
name and corresponding hardware information can be used to 
block all transactions generated from one hardware ID. 
Unless the fraudster changes his or her computer, he or she is 
blocked from committing fraud on that merchant. 
0066. The system can also collect data for an Administra 
tion Information data structure or block 270. In one embodi 
ment, the Administrative Information includes the date the 
account was created; the account status (active, on watch, or 
Suspended, among others) and the frequency of payment In 
one embodiment relating to calling cards, the phone numbers 
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called including the country codes, area codes, and carrier 
codes. Certain indicators such as the longevity of the account 
(through the date of creation), and how frequently the account 
payments being made, can be highly effective indicators of 
the type of customer. The account status indicator can allow 
human intervention of the automated analysis. 
0067. The system also collects Network Information in 
block 280. The Network Information is usually the IP address 
from which the web visit is made. If IPV6 is deployed, every 
online device will be assigned a unique IP address and the 
Network Information data structure or block 260 can capture 
and use the unique IP address as another indicator of fraud. 
0068. In another embodiment that works with IPV4 pro 
tocol, the Network Information data structure or block 280 
can record the visitor's IP address and the actual IP address of 
the computer. The client computer captures the computer ID 
by the software download, and the server captures the visi 
tor's IP on its website, and because system has access to both 
the Software running on the client computer and the server, 
the system can compare the 2 IP addresses. The embodiment 
can provide additional identification of the type of users. For 
example, if a user having a US IP address on his computer 
visits a US website through a non-US IP address, the likeli 
hood of a fraudulent purchase is quite high. 
0069. Information collected by the above data structures 
or blocks 210-280 is entered into the Transaction Database 
301 (FIG.3) as data in tables stored in a transactional database 
301 (FIG. 3) that can be a relational database so the tables are 
related to each other. The mechanisms set to acquire product 
information, behavioral information, account information, 
hardware information, and network information, together 
with other information acquiring mechanisms, and the calcu 
lation based on the information acquired, enable the mer 
chants to independently analyze fraudulent transactions with 
out the need to resort to any external data and external help. 
0070 Turning now to FIG. 3, an exemplary system dia 
gram illustrating the architecture and building block of Fraud 
Analysis and Management System is shown. The system of 
FIG. 3 contains several sub systems, each dedicated for one 
major task and the Sub Systems collectively work together to 
analyze the likelihood of each transaction being fraudulent 
and process it accordingly. Whenever a transaction takes 
place, a transaction data interface collect all customer related 
information, and send the information to a transaction data 
base. The information includes product information Such as 
which products the customer choose to purchase; of user 
information Such as the first name, last name, addresses, 
phone number, fax number, email address, etc.; of payment 
information such as types of credit cards, information on the 
credit cards, security rating (verified/unverified, ECI5/ECI6/ 
ECI7 from cards processors (Moneris); of behavioral infor 
mation Such as how quickly the customers make purchases 
after login, how often the purchases are made over a period of 
time, how they react to some intentionally designed options 
and mechanisms etc.; of account information Such as user 
name, password; of hardware information Such as the ID of 
computer hard disk drive, ID of microprocessor, ID of net 
work card, ID of motherboard etc.; of administrative informa 
tion Such as the time of account being created, accountactivi 
ties etc.; of network information such as the IP address where 
the visitor is coming from. 
(0071. The transaction database 301 stores all the informa 
tion in forms of keys in the database for then Index Engine 
310 to build indexes based on them. Multiple indexes, as 
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many as needed are created using one or more columns of 
tables in the database and are optimized for quick searching 
via a balanced tree. The indexes are copies of parts of tables 
structured in a specific format to help extract the key features 
of tracking/analyzing fraudulent transactions. The data col 
lected is tagged to identify the attributors to transactions 
which subsequently proved to have been fraudulent, and the 
tagged data are used by the Index Engine to build necessary 
indexes to identify existing fraud attributes and learn new 
tactics of frauds. The indices are built and customized to the 
business needs of merchants. An important index for one 
merchant is probably not important or not needed at all for 
another. 

0072 The transaction database 301 provides transaction 
information and history to an index engine 310. A lexicon 
engine 305 communicates with the database 301 and index 
engine 310. The transaction indices from the index engine 
310 are provided to a rule engine 330. The transaction indices 
are provided to a fraud rank engine 320, whose output is 
provided to the rule engine 330. The output of the rule engine 
330 is provided to a channelized transaction pool 335, which 
in turn drives an action control engine 240. The action control 
engine 240 sends actions to the online shopping cart 150. The 
shopping cart 150 also receives transaction requests and 
transaction results from the payment gateway or API 160. The 
shopping cart 150 can add transactions to a transaction data 
interface 350, which in turn communicates with the action 
control engine 240. The transaction data interface 350 can 
retrieve transactions from an administrative panel 360 or 
mark transactions therefrom. The administrative panel 360 
can post account operations to a customer account file 370. 
The accounts are helpful in establishing customer profiles of 
their online purchases, and password information can be 
highly reliable in determining relations between customers. It 
also brings advantage of relating payments to accounts 
instead of merely relating payments to discrete purchasing 
eVentS. 

0073. The Transaction Data Interface 350 dispatches 
information it is given by the Action Control Engine 340, 
Online Shopping Cart 150, and Administration Panel 360. 
The data interface 350 also adds each new incoming transac 
tion into Transaction Database 301. The data interface 350 
stores information collected by various mechanisms about 
the customer account and the transaction, the information 
entered into the database 301 will be further processed 
through the Subsequent steps. Once a transaction goes 
through all the process and be sent to OPG 160, OPG 160 will 
return additional information about the payer, the information 
will be received by 350 Transaction Data Interface and be 
added into 301 to go through the same process. The Rule 
Engine 330 and the Action Control Engine 340 may maintain 
or reverse its previous decision, in latter event a refund will be 
given to OPG 160 in order to avoid any charge back fees. 
0.074 Based on the same transaction database, the 
FraudRank Calculator 320 is set forth to calculate the likeli 
hood of a transaction being a fraud, the result of the calcula 
tion with brief notes of the key suspicious attributes of a 
transaction is sent to human administrators to decide how to 
process a transaction that is already pre-processed by the 
system automatically. 
0075. The Rule Engine 330 processes the indexes in form 
of tables, matrix, or database produced by the Index Engine. 
For example, the indexes table can be organized in the logics 
of data in a row represent “AND”, and rows represent “OR”: 
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the Rule Engine run through all the rows in a index table, and 
approve the transactions that comply with the indexes in row 
1, or in row 2, or in row 3, or in row 4 and so on . . . hold 
transactions that comply with row 5 for human review, and 
disapprove transaction that do not comply with any row it 
scanned through. This is a very high level, exemplary intro 
duction which will be discussed in details. Due to the ease of 
building indices by the Index Engine 310, the Rule Engine 
330 can be complex, sensitive, flexible, quickly adjustable 
and Scalable to deal with complex fraud situations. 
(0076. The Administration Panel 360 is designed for the 
display, search, and review of all transactions and processing 
related information as well as all customer related informa 
tion, human administrators can be authorized to alter the 
decisions the system made and/or made additional decisions, 
for example, put a payment that the system has approved on 
hold for a predetermined number of hours or days for further 
investigation. The Administration Panel 360 enables the mer 
chant to administrate its business, customer accounts, trans 
actions etc. The panel 360 administers the Customer 
Accounts 370 and can perform actions such as block account, 
Suspend account, unblock account, load money to account, 
unload money to account. A payment is loaded into customer 
account by the Admin Panel 360 as a result of successfully 
going through the FAMS system. The Administration Panel 
360 also carries administrative function of managing the mer 
chant's accounts at OPG 160. Often, on a daily basis the OPG 
160 sends charge back requests, disputes, among others to the 
Administrative Panel 360, as well as transfer funds to the 
merchant that it earned through customers’ payments. In the 
event of receiving charge back requests, the Administration 
Panel 360 marks the transaction accordingly and send it to 
Transaction Data Interface 350, which will in turn send the 
request to the Transaction Database 301. 
0077. Other functions the Admin Panel 360 carries include 
managing the merchant's business activities, receiving and 
replying emails, checking status of customer accounts, track 
ing billings etc. In managing frauds, it also receives the 
FraudRank from The FraudRank Calculator 320 and it is 
subject to a human administrator's review to decide/re-decide 
what to do on a specific transaction based on its FraudRank. 
0078 FIG. 4 is an exemplary Transaction Processing pro 
cess illustrating the work flow of processing a new transac 
tion. The work flow processes online payments with a system 
of analyzing and managing fraudulent transactions. All trans 
action related data collected into a transaction database server 
are indexed and ranked to determine the likelihood of fraud. 
The indexes and are further processed by a rule engine server 
to process the transactions accordingly. 
0079. In block 400, the system receives a new transaction 
from Online Shopping Cart 150 with information about the 
customer, its account, its computer hardware ID, and its pay 
ment itself. In block 410, Transaction Data Interface 350 
sends the information about the transaction request into 
Transaction Database 301. This step is called “add a transac 
tion'. In block 420, based on the information added to Trans 
action Database 301, Index Engine 310 builds indexes on the 
transaction accordingly to reflect the important factors for 
fraud analysis. This step is called “build indexes’. In block 
430, the Rule Engine 330 applies its rule matrix/table on the 
indexes built in the previous step. This step is called “apply 
rules”. In block 440, according to the result of step 430, the 
transaction is sorted and placed in an appropriate channel of 
Channelized Transaction Pool 335. This step is called “chan 



US 2012/0041841 A1 

nelize transactions”. In block 450, the Action Control Engine 
340 make decisions on transactions sorted out in different 
channels. The decisions can be “approved”, “conditional 
approved—on hold”, “denied', “trapped, among others. 
0080 FIG. 4 shows a simplified yes or no scenario illus 
trating a typical work flow. If the decision is no, then the 
transaction request is denied, and information is returned to 
Transaction Data Interface 350 to display a failure message to 
the customer. At the same time, the denied transaction is sent 
to Administration Panel 360 as historic record and for human 
analysis. 
0081. In block 460, if the decision is yes, the transaction 
request is forwarded to OPG 160 where it will be authenti 
cated and processed. In block 470, if the transaction is 
accepted by OPG 160, the payment will be loaded into the 
Merchant Account that the merchant has with OPG 160. In 
block 480, the Administration Panel 360 loads the paid 
amount to the Customer Account 370 accordingly. The cus 
tomer will be able to see the money in the account and wait for 
the next steps, such as shipping, etc, or in some circum 
stances, consume the service. 
0082. The process of FIG. 4 provides merchants with 
fraud detection, analysis, and management for online pur 
chases. The process also provides transaction processing sys 
tem that processes incoming payments accordingly. The 
online purchases are the payments people made over public 
networks such as the Internet with credit cards, debit cards, 
PayPal accounts, bank transfer, or any type of remote pay 
ment methods without the card/account holders being physi 
cally present. 
0083. The system provides merchants with setting up 
online product items on the website, collecting information 
about customer's computer hardware ID, online shopping 
account ID and password, and setting up traps and loop traps 
to certain Suspicious transactions. 
0084. In addition, the system provides a systematic 
method of detecting fraudulent online transactions on and 
within merchants websites, even including extreme circum 
stances including, but not limited to, the circumstances that 
the information of account holders is stolen by unauthorized 
people, and products for sale are digital contents that are not 
shipped to physical addresses, and that there is no other 
centralized resource for the online merchants to resort to, and 
the combination of circumstances. 
0085 FIG. 5 shows examples of information stored in the 
tables of the database 301. The Transaction Database 301 
stores information on historic transactions and user accounts. 
The Index Engine 310, or Index Database, is built on the 
Transaction Database 301. An index is a feature in a database 
that allows quick access to the rows in a table. An index is 
created using one or more columns of the table. Not only is an 
index often Smaller than the original table (due to having 
fewer columns), but it is optimized for quick searching, usu 
ally through a balanced tree. An index in a relational database 
is a copy of a part of a table structured in a specific format. 
From its business parameters, the merchant determines what 
data are key parameters for it to monitor as effective fraud 
indicators. For example, if the shipping address is observed to 
be very meaningful, it should be extracted into Index Engine 
310; if computer hardware ID is observed to be meaningful, it 
should go to the index engine 310; if the customer-created 
password is meaningful, it should go to the index engine 310; 
if the number of payments a customer made within a month is 
meaningful, it should also go to the index engine 310, for 
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example. The merchant can always decide to include new 
types of information to be indexed by the index engine 310, 
and remove existing types of information from the index 
engine 310 as new insights are gained over time, and/or the 
fraud tactics are changing that make previously non-impor 
tant information important now. The ability to optimize and 
expand the Index Engine 310 gives the merchant the ability to 
flexibly and nimbly adjust fraud detection techniques at any 
time. 

I0086. The data in the Index Engine 310 is explained and 
synchronized by a Lexicon 305. FIG. 6 shows typical rows in 
a table of the Index Engine 310. From the table, the Lexicon 
305 is created and maintained to help understand the meaning 
of data in each column. The Rule Engine 330 contains rule 
sets in forms of data in tables, or table matrix. Rule Engine 
can be understood as a big matrix of “if then logics as 
illustrated in FIG. 7. In the table of FIG. 7, data in a row 
represents the logic of AND, the columns in an entire row 
represent the logic of “if column 1 AND column 2 AND 
column 3 AND... are true; then do XX . . .” OR logic applies 
on the rows, e.g. “if row 1 OR row 2 OR row 3 OR... is true: 
then do y”. 
I0087. The Rule Engine 330 process all transactions 
through the Rule Matrix, “then place them in respective 
channels accordingly, this is what the “then logics do. - 
place transactions that have different attributes into the Chan 
nelized Transaction Pool 335. 

0088 A Channelized Transaction Pool 335 is an interim 
database containing new incoming transactions, for example, 
transactions within the last 24 hours, in pre-defined distinct 
channels. The channels can be tagged with XXX yyy ZZZ as 
shown in the example of FIG. 8. 
I0089. The Action Control Engine 340 calls actions to 
transactions in the Channelized Transaction Pool 335. The 
actions in this embodiment area just a few decisions that have 
to be made on each transaction, e.g. what to do with each 
incoming transaction. They are “approved', “trapped'. 
“denied”, “on hold”, “approved but on watch” and “refund'. 
If needed, many actions can be put in place to reflect specific 
business situation of each merchant. The action “approved 
means the transaction is trusted and will be sent to the Online 
Payment Gateway/API 160 to load the payment into the mer 
chant’s account with OPG 160. 

0090. For each transaction that is “approved' and sent to 
OPG, the system 300 receives additional information about 
the payer from OPG, the information will be processed 
through the same routes explained above, and if it failed to be 
tagged as safe transaction in the Pool 335, the Action Control 
Engine 240 will be triggered the action “refund', in this event 
the system will refund the payment already approved and 
loaded into merchant's account at OPG. By action “refund' 
merchant can avoid charge back and/or other disputes and the 
penalties resulted. 
0091. The action “trapped' means the transaction is 
trapped by the system 300 and will not be sent to OPG 160. A 
new web page will be displayed to the payer that the payment 
attempt failed. Once a transaction is trapped, all the Subse 
quent attempts made from the same computer will be all 
trapped until a human administrator review them and remove 
the trap to that computer. Certain rules are set to trigger the 
action “trap' to reflect the high likelihood that the purchase is 
fraudulent. For example, if a customer uses a US credit card 
to purchase the most expensive product item listed, from a 
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non-US IP address within 15 seconds of his first visit to the 
website, the purchase is most likely to be trapped. 
0092. The customer's subsequent actions after the failure 
of the first payment attempt usually provide additional and 
valuable information about his type, his relationship with 
other accounts, credit cards, computer hardware ID. Hence, 
such information is collected into the system for further “trap 
ping, and this is called “loop trap'. For example, within 10 
minutes of the failure of the first payment attempt, the cus 
tomer submits a number of different credit cards from a 
number of different IP addresses, the system would infer that 
the customer trying to defraud the merchant. The credit cards 
are most probably not his, and the IP addresses changes are 
most probably his attempts to use different proxy servers 
available on the public Internet. In many occasions a 
“trapped' user uses many different user accounts to try more 
payments, this gives the merchant an excellent chance to 
review the relationship between the used accounts, and block 
accounts that were previously believed legitimate. 
0093. An action “denied’ means that a transaction is 
denied, a "denied’ transaction will not be sent to the OPG 160 
for processing it is denied within the merchant's website. 
Usually the action is based on the known frauds, Such as 
known fraudulent accounts; known computer hardware ID 
that fraudulent payments have been made from. 
0094. In one implementation, the system tracks the rela 
tionship between a user account and a computer hardware ID 
as follows: 

0.095 A customer downloads client software in order to 
create a user account as there is no way of creating an 
account on the website. 

0096. The client software can get the computer hard 
ware ID, such as the ID of motherboard, hard disk drive, 
microprocessor, network card and send it to the central 
database of the merchant. 

0097. Since customers can only register accounts using 
the client software, the relationship between aparticular com 
puter hardware and a customer account is known. For 
example, the following table indicates that account 1 and 
account 2 are registered from the same computer. 

(0098 Computer hardware ID1; account 1 
(0099 Computer hardware ID 1; account 2 

0100 Since it's more difficult to change the computer 
and/or major computer components than to change other 
parameters like IP address, username, credit card used to 
purchase, among others, once a computer hardware ID has 
been captured, the fraudster will have to replace his computer 
if he wants to cheat the same merchant. This makes the 
continuation of his frauds almost prohibitive because of the 
money and time in acquiring another computer and/or com 
puter component. 
0101. A table of blacklisted hardware ID is established 
based on the known fraudulent accounts (through charge back 
requests or through “trapped’ transactions, or through human 
review), each new transaction that occurs, the hardware ID of 
it transaction maker will be collected and compared with this 
table, and if the ID is in the table, the transaction will be 
denied; if the ID is clean, other rules will kick into decide how 
to process this transaction. 
0102) Account password is another strongly weighted 
parameter. The present invention sets password strength 
detection on the client software to ensure the password 
entered by the customer is sufficiently strong and if not 
prompts the customer to create another password. In a system 
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that uses strong passwords where. the string is long and 
unique, and the likelihood of two random customers using the 
same password is low. Using this logic, the transaction will be 
denied if the customer has a password that is the same as the 
one used by a blacklisted customer. 
(0103 “On Hold' is the action that a transaction is sent to 
the OPG 160 for processing and is loaded into the customer's 
account, but the customer is required to provide further infor 
mation or talk to the merchant's administrator before the 
product can be delivered. Examples include Some payments 
made by a US credit card but from an international IP address, 
in Such circumstances further contacts for explanations will 
be required. 
Approved but on watch’ is the action to approve a transac 

tion and send it to OPG 160 for processing, the money is 
loaded into customer's account without any conditions. How 
ever, the customer account will be tagged as “on watch’ by a 
human administrator, usually this action reflects the mer 
chant's belief that the transaction is safe but there are still 
Something remained to watch, Such as, in Some rare situa 
tions, two customers may use the same password, and human 
review didn't find anything abnormal, so upon customer's 
request the system approves the transaction but additionally 
puts a tag on the account to further watch his behavior. Upon 
the merchant's request, more actions or logics can be added 
into the Action Control Engine 340. FIG.9 shows an example 
of a table in Action Control Engine 340. 
0104. One job for the data interface 350 is to add/retrieve 
transactions to/from the Administration Panel 360. Each 
transaction, regardless of the action taken on it, is entered 
using the Admin Panel 360, and in some cases the human 
administrator may alter the decision made by the System, in 
which case the request to alter will be sent to 350 for dispatch 
ing the request through Merchant Website 150 to OPG 160. 
FIG. 10 shows an example of new transactions that the Trans 
action Data Interface 350 added into Transaction Database 
301. 

0105 FIG. 11 shows an exemplary screenshot of Admin 
istration Panel 360 with FraudRank. In this example, cus 
tomer activities are ranked in different colors, such as white 
for the safe transactions, red for fraudulent, pink for Sus 
pected fraudulent, orange for hold, among others. In one 
embodiment, brief text notes also come with the colored 
FraudRank to advise the human administrator the key back 
ground of how the FraudRank was computed. Other methods 
can be applied to reflect the FraudRank as per the need of each 
merchant. 

0106. In the example of FIG. 11, Row 1 is a trapped 
transaction marked in dark red, and the notes indicate the 
reason is: the hardware ID has made fraudulent payments 
before, while Row 2 is a approved transaction marked in 
white color, and the last column indicates that the transaction 
is approved and the money is loaded into the customer's 
acCOunt. 

0107. In one implementation to detect fraud, the system 
verifies bank identification number (BIN) on the credit card. 
The BIN is the first 6 digits of a credit card that represent the 
issuing bank of the card. The system parses the BIN and gets 
a country code of the issuing bank, and compares it with the 
country that the purchaser self-claimed. Both countries can be 
indexed into the index engine, and a rule can be set that if the 
information does not match, the system will reject the pay 
ment. 
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0108. In one implementation to detect fraud, the system 
verifies IP Geographic Location. The computer's IP address 
contains its geographic location from country, State/provide, 
downto city, when an IP address is detected by the system, the 
system look up the geographic location, and compares the 
geographic location with the address claimed by the cus 
tomer, and both parameters can be processed by the index 
engine. Rules can be set accordingly, for example, if the 
information does not match, the system will reject the pay 
ment. 

0109. In another implementation to detect fraud, the sys 
tem verifies the phone number to the location lookup when 
a customer provides his/her phone number, the system will 
look up the geolocation of the phone number, its area and city 
etc., this geolocation information goes to the index engine, so 
the engine can apply a rule to handle the consistency or 
discrepancy between this geolocation and other geolocations 
looked up. 
0110. In yet another implementation to detect fraud, the 
system performs domain lookup: when a customer provides 
his/her email address, the system can look up the domain of 
the email server, and send the result information to the index 
engine, so the engine can apply rules to this data with others. 
For example, the result can be that the domain is non-existing, 
or the domain is a private registration, which indicates higher 
risk of fraud. The index engine can apply a rule to reject a 
payment by a customer with Such a domain entry. Another 
example of the use of domain lookup information, if the 
domain belongs to a large ISP in Canada, but the customer's 
entry of country is Chile, this can indicate a high risk of fraud 
and the system can reject the payment. 
0111. In one implementation to detect fraud, the system 
verifies the Proxy list and VPN list through a lookup: when a 
user's IP address is detected by the system, the system will 
look up a database of available proxy IP list, and a database of 
virtual private network service. The result of the lookup will 
be provided to the index engine for it to apply rules to handle 
the information combined with other information in the index 
engine. For example, if the user's IP matches one of the proxy 
IP or VPN IP, the rule engine can reject the transaction. 
0112. In another implementation to detect fraud, the sys 
tem verifies the computer local setting information. The client 
software downloaded into the user's computer further reports 
local setting information to the system, Such as the local 
language setting, time Zone setting, location setting, among 
others. The information is provided to the index engine for 
rules to be applied. For example, a user may use a US IP 
address to make a payment, but his local computer setting is 
Vietnam, GMT+8 local time, a rule can be made to reject such 
payments since the user is most probably a Vietnam local 
computer user trying to make a payment via a US proxy IP 
address. 
0113. The invention may be implemented in hardware, 
firmware or software, or a combination of the three. Prefer 
ably the invention is implemented in a computer program 
executed on a programmable computer having a processor, a 
data storage system, Volatile and non-volatile memory and/or 
storage elements, at least one input device and at least one 
output device. 
0114. By way of example, a block diagram of a computer 

to support the merchant web site 130 is discussed next. The 
computer preferably includes a processor, random access 
memory (RAM), a program memory (preferably a writable 
read-only memory (ROM) such as a flash ROM) and an 
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input/output (I/O) controller coupled by a CPU bus. The 
computer may optionally include a hard drive controller 
which is coupled to a hard disk and CPU bus. Hard disk may 
be used for storing application programs, such as the present 
invention, and data. Alternatively, application programs may 
be stored in RAM or ROM. I/O controller is coupled by 
means of an I/O bus to an I/O interface. I/O interface receives 
and transmits data in analog or digital form over communi 
cation links such as a serial link, local area network, wireless 
link, and parallel link. Optionally, a display, a keyboard and a 
pointing device (mouse) may also be connected to I/O bus. 
Alternatively, separate connections (separate buses) may be 
used for I/O interface, display, keyboard and pointing device. 
Programmable processing system may be preprogrammed or 
it may be programmed (and reprogrammed) by downloading 
a program from another source (e.g., a floppy disk, CD-ROM, 
or another computer). 
0115 Each computer program is tangibly stored in a 
machine-readable storage media or device (e.g., program 
memory or magnetic disk) readable by a general or special 
purpose programmable computer, for configuring and con 
trolling operation of a computer when the storage media or 
device is read by the computer to perform the procedures 
described herein. The inventive system may also be consid 
ered to be embodied in a computer-readable storage medium, 
configured with a computer program, where the storage 
medium so configured causes a computer to operate in a 
specific and predefined manner to perform the functions 
described herein. 
0116. The invention has been described herein in consid 
erable detail in order to comply with the patent Statutes and to 
provide those skilled in the art with the information needed to 
apply the novel principles and to construct and use Such 
specialized components as are required. However, it is to be 
understood that the invention can be carried out by specifi 
cally different equipment and devices, and that various modi 
fications, both as to the equipment details and operating pro 
cedures, can be accomplished without departing from the 
scope of the invention itself. 

What is claimed is: 
1. A method to detect fraud in electronic payments, com 

prising 
collecting information on payer activities on a web page 

including browser parameters of the payer, payer device 
parameter, and payer behavorial activities on the web 
page. 

indexing customer parameter information and activity 
information collected to form an index database; and 

applying one or more rule sets to the index database to 
allow, hold, or deny a transaction. 

2. The method of claim 1, comprising collecting payment 
information and checking the payment information againstan 
address verification system (AVS) to detect fraud. 

3. The method of claim 1, comprising determining fraud 
based on one of customer behavioral information, bank iden 
tification number, geographic location, domain lookup, proxy 
list, virtual private networking list, local computer settings. 

4. The method of claim 3, comprising analyzing page 
browsing behavior including each page viewed and time 
spent on each page. 

5. The method of claim3, comprising determining fraudby 
observing customer reaction to a credit card authorization 
failure. 
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6. The method of claim3, comprising determining fraud by 
analyzing customer reaction to one of a promotion, a give 
away, a test credit, a gift. 

7. The method of claim 1, comprising determining fraud by 
checking if two separate accounts share the same password. 

8. The method of claim 7, wherein the password is a strong 
password. 

9. The method of claim 1, comprising collecting unique 
identification for a component of a client computer used to 
purchase items on line. 

10. The method of claim 9, comprising collecting the 
unique identification using a client software. 

11. The method of claim 1, comprising determining fraud 
based on administrative information associated with a cus 
tOmer account. 

12. The method of claim 1, comprising capturing a unique 
Internet Protocol (IP) address from a client computer and 
comparing the IP to the IP used to browse the merchant's 
website to detect fraud. 

13. The method of claim 1, comprising detecting fraud by 
checking IP address nationality. 

14. The method of claim 1, comprising 
a. collecting payment information and checking the pay 
ment information againstan address verification system 
(AVS) to detect fraud; 

b. determining fraud based on customer behavioral infor 
mation; 

c. determining fraud by checking if two separate accounts 
share the same password; 

d. collecting unique identification for a component of a 
client computer used to purchase items on line; 

e. determining fraud based on administrative information 
associated with a customer account; and 

f. capturing a unique Internet Protocol (IP) address from a 
client computer and using the unique IP address to detect 
fraud. 

Feb. 16, 2012 

15. A system to detect fraud, comprising: 
a.a transactional database to capture customer purchasing 

behavior; 
b. a fraud ranking engine coupled to the transactional data 

base to generate a fraud likelihood assessment, where in 
the fraud ranking engine assigns a unique customer 
identification by indexing and analyzing browser 
parameters and/or collected device parameters; 

c. means for ranking each unique customer identification 
by analyzing browser parameters and/or collected 
device parameters; and 

d. means to allow, hold, or deny payments based on the 
ranking of the customer who makes a payment. 

16. The system of claim 15, comprising an administrative 
panel coupled to the fraud ranking engine to control a cus 
tOmer account. 

17. The system of claim 15, comprising a channelized 
transaction pool coupled to the rule engine. 

18. The system of claim 17, comprising an action control 
engine coupled to the channelized transaction pool. 

19. The system of claim 18, wherein the fraud ranking 
engine checks one of bank identification number, geographic 
location, domain lookup, proxy list, virtual private network 
ing list, local computer settings, payment information for an 
address verification system (AVS), customer behavioral 
information, password sharing between two accounts, unique 
identification for a hardware component of a client computer 
used to purchase items on line, administrative information 
associated with a customer account; and Internet Protocol 
(IP) address. 

20. The system of claim 19, comprising a payment gateway 
coupled to the online shopping cart. 
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