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(57) Abstract: A system and method provides for generating an output display on a display device based on at least one ambient
condition. The method and system includes a display device or a component associated with a display device that provides for de -
tecting an ambient condition using one or more environmental sensors. The method and system includes analyzing the ambient con -
dition to determine ambient condition factors and retrieving visual display content from at least one visual content database using the
ambient condition factors. Therein, the method and system provides the visual display content to the display device so the output
display compliments the ambient condition.
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SYSTEM AND METHOD FOR OUTPUT DISPLAY GENERATION BASED ON
AMBIENT CONDITIONS

COPYRIGHT NOTICE
[0001] A portion of the disclosure of this patent document contains
material, which is subject to copyright protection. The copyright owner has no
objection to the facsimile reproduction by anyone of the patent document or the
patent disclosure, as it appears in the Patent and Trademark Office patent files or
records, but otherwise reserves all copyright rights whatsoever.
RELATED APPLICATIONS
[0002] The present application relates to and claims priority to U.S.
Provisional Patent Application Serial No. 61/972,643 filed March 31, 2014.
FIELD OF INVENTION
[0003] The disclosed technology relates generally to graphical display
technology and more specifically to determining environmental factors and
generating an output display based on the environmental factors.
BACKGROUND
[0004] Existing technology provides for digital picture frames looping
electronic images. These digital picture frames include a small microprocessor
with limited processing technology and a memory device. The microprocessor
includes functionality for advancing and transitioning between images.
[0005] Advancements in the digital picture frame technology include
improvements in loading images into the local memory. For example, current
techniques allow for wireless connectivity, such as a Bluetooth connection, for
the uploading of images. In another embodiment, the connectivity may allow for

the streaming of content onto the screen using an active network connection.
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[0006] Where a digital picture frame is a smaller screen, a flat screen
television is more commonly available. Flat screen televisions, when idle, can
serve as an electronic canvas such as using screensaver technology.

[0007] The growth of smart television technology further enhances the
ability to stream and provide content to an idle television screen. This
technology may be embedded within processing technology of the television
itself or can be enhanced or supplemented by a connected device. Where a
smart television includes functionality for wireless connectivity to the Internet,
this allows for a user to access Internet-based content for display on the screen.
[0008] Similarly, connected technology allows for the importation of
content for display on the screen. One example is an AppleTV® available from
Apple, Inc. of Cupertino CA. This product connects via a USB connection and
receives content via either a local computer or direct connection to the Internet.
Via the USB-connected device, the user can load content onto the screen.
[0009] Existing technology suffers from a disconnect between
environmental factors/conditions and output content. The outputon an
electronic screen is predicated on the user’s select engagement of content. Thus,
existing display technology is based on user selection of content.

[0010] One form of technology using sensors for display adjustment is a
reactive technology for adjusting the quality of content, not the content.
Adaptive brightness systems determine the brightness of a particular room and
automatically adjust the brightness level of the television display. This
adjustment does not relate to type of content, but makes existing content more

visible.



CA 02944458 2016-09-29

WO 2015/153532 PCT/US2015/023458
[0011] With the advancement of smart technology and improved access to
content, there exists a need in the art for determining and selecting output
content based on environmental conditions instead of requiring user content
selection.

BRIEF DESCRIPTION
[0012] A system and method provides for generating an output display on
a display device based on at least one ambient condition. The method and
system includes a display device or a component associated with a display device
that provides for detecting an ambient condition using one or more
environmental sensors. The method and system includes analyzing the ambient
condition to determine ambient condition factors and retrieving visual display
content from at least one visual content database using the ambient condition
factors. Therein, the method and system provides the visual display content to
the display device so the output display complements the ambient condition.
[0013] In one embodiment, the content and analysis of the ambient
condition factors may be performed in a local processing environment.
Similarly, visual content may be locally stored, or a further embodiment allows
for the visual content to be stored in a networked environment, for example on a
content server accessible via the Internet. This embodiment includes using
network communication with the visual content database and downloading the
visual display content to a local memory device for providing the visual display
content to the output display.
[0014] In one embodiment, the environmental sensor includes a light
sensor for detecting a brightness level as an ambient condition. Therein, the

adjustment of the visual display content reflects the brightness level. For
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example, a darkly lit room suggests the visual display to be darker-toned images
such as an example of a starry night and the example of a bright-lit room
suggests a bright visual display such as a beach drenched in sunlight.

[0015] In one embodiment, the environmental sensor may be an audio
sensor. The audio sensor detects ambient noise, including recognition of types of
noises, e.g. a particular song, movie, etc. Another type of ambient noise may be a
general recognition of noise level, such that a high noise level can indicate a large
number of individuals and output display is adjusted to reflect the congregation
of individuals in a social setting. In additional to a visual display, the output may
also be an audio output, e.g. a song or other music complimentary to the ambient
conditions.

[0016] In one embodiment, the environmental sensor may be a motion
detector. The motion detector is operative to detect motion relative to the
display device. The motion provides for a related commotion level, for example
if there is a high degree of commotion this can represent party or gathering of
individuals, the method and system in this embodiment retrieving the visual
display content based at least in part on the commotion level.

[0017] Another embodiment includes the detection of connected devices,
e.g. computing devices such as a smartphone by way of example. The number of
connected (or connectable) devices can indicate an approximate number of
individuals in proximity to the display device. Where granted access,
interactivity with the connected devices further allows for access to user-specific
content. For example, detecting a user is present based on the connected device

may therein allow for access to social media content and based on access
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privileges of the social media content, such content may then be made available
for display on the display device.

[0018] In one embodiment, the system includes one or more light sensors
for detecting brightness, light sources, and/or light consistency within the
environment of the hardware display device. Based on light factors, the system
leverages local and/or server-stored software to adjust the brightness, contrast,
and other display factors in the entire display section or in multiple sections of
the display. These stimuli may also determine whether the display entire display
section turns on or off — i.e. whether any content is displayed. Based on light
factors, the system leverages local and /or server-stored software to display
environmentally relevant content - e.g. a more soothing and calm image if the
room is darkened, a more vibrant and action-filled image if the room is bright
with multiple light sources, etc.

[0019] In one embodiment, the system includes one or more sound
sensors/microphones for detecting loudness, sound sources {e.g. human voice
vs. speakers), and/or distinct sound content (e.g. particular songs, television
shows, mood of the voices, etc.) within the environment of the hardware display
device. Based on sound factors, the system leverages local and/or server-stored
software to adjust the brightness, contrast, and other display factors in the entire
display section or in multiple sections of the display. These stimuli may also
determine whether the entire display section turns on or off - i.e. whether any
content is displayed. The system may display environmentally relevant content
- e.g. a more soothing and calm image if the room is quiet, a more vibrant and
action-filled image if the room is full of multiple human voices, a contextually

relevant image if a particular song in playing on the stereo, etc.
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[0020] In one embodiment, the system includes one or more motion
sensors for detecting motion, shape, and/or size of objects within the
environment of the hardware display device. Based on motion factors, the
system leverages local and/or server-stored software to adjust the brightness,
contrast, and other display factors in the entire display section or in multiple
sections of the display. These stimuli may also determine whether the entire
display section turns on or off - i.e. whether any content is displayed. Based on
motion factors, the system leverages local and/or server-stored software to
display environmentally relevant content — e.g. a more soothing and calm image
if the environment has little or no motion, a more vibrant and action-filled image
if the room is full of multiple motion sources, etc.

[0021] In one embodiment, the system includes one or more heat sensors
for detecting heat sources and temperature within the environment of the
hardware display device. Based on heat factors, the system leverages local
and/or server-stored software to adjust the brightness, contrast, and other
display factors in the entire display section or in multiple sections of the display.
These stimuli may also determine whether the entire display section turns on or
off — i.e. whether any content is displayed. Based on heat factors, the system
leverages local and/or server-stored software to display environmentally
relevant content - e.g. a more soothing and calm image if the environment is
cold, a more vibrant and action-filled image if the room is warm, etc.

[0022] In one embodiment, the system includes capability to collect and
interpret mood, emotion, sentiment, intent, and other personal characteristics
based on the internet-connected applications utilized by the viewer. Based on

social factors, the system leverages local and/or server-stored software to adjust
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the brightness, contrast, and other display factors in the entire display section or
in multiple sections of the display. These stimuli may also determine whether the
entire display section turns on or off - i.e. whether any content is displayed. The
system may also display environmentally relevant content - e.g. a more soothing
and calm image if the viewer is expressing anxiety, a more uplifting and positive
image if the viewer is expressing sadness, etc.

[0023] In one embodiment, the system includes capability to recognize
and count the number of connected devices within the environment of the
hardware display device. Based on device factors, the system leverages local
and/or server-stored software to adjust the brightness, contrast, and other
display factors in the entire display section or in multiple sections of the display.
These stimuli may also determine whether the entire display section turns on or
off - i.e. whether any content is displayed. The system may also display
environmentally relevant content - e.g. a more soothing and calm image if only
one device is present within the environment, a more vibrant and action-filled
image if the room contains multiple devices, etc.

[0024] The system and method creates a new platform for presenting
images, videos, etc. based on external stimuli. It converts local physical and
digital information in order to present a better device for artistic, decorative,
informational, and other important purposes. It combines both hardware and

software in order to create an integrated and seamless experience.

Date Regue/Date Received 2021-09-02



According to an aspect of the present invention there is provided a method for
generating an output display on a display device, the method comprising:

accessing a content database external to the display device, the content database having
a plurality of images stored therein;

selecting at least one of the plurality of the images from the content database based on a
user profile;

downloading the at least one of the plurality of images to a local memory device
associated with the display device;

detecting an ambient condition using one of a plurality of environmental sensors,
wherein one of the plurality of environmental sensors detects user gestures for providing
gesture-based control of the display device;

analyzing the ambient condition to determine ambient condition factors;

detecting at least one wirelessly connected computing device and a social media user
profile associated therewith, the social media user profile relating to at least one social media
network;

referencing the at least one social media network using the social media user profile to
detect character data;

selecting a display image from the local memory based on at least one of: the character
data and the ambient condition factors;

generating the output display of the display image on the display device;

detecting, using one of the plurality of environmental sensors, a user gesture external to
the display device; and

adjusting the output display based on the user gesture.

According to another aspect of the present invention there is provided a system
for generating an output display on a display device, the system comprising:

at least one environmental sensor operative to detect an ambient condition external to
the display device;

a processing device, in response to executable instructions, operative to analyze the

ambient condition to determine ambient condition factors;

7a
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a content database external to the display device, the content database having a
plurality of images stored therein; and

the processing device, in response to the executable instructions, further operative to:

access the content database;

select at least one of the plurality of images stored in the content database based
on a user profile;

download the at least one of the plurality of images to a local memory device
associated with the display device;

detect the ambient condition using the environmental sensor;

analyze the ambient condition to determine ambient condition factors;

detect at least one wirelessly connected computing device and a social media
user profile associated therewith, the social media user profile relating to at least one
social media network;

reference the at least one social media network using the social media user
profile to detect character data;

select a display image from the local memory based on at least one of: the
character data and the ambient condition factors;

using one of the plurality of environmental sensors, detect a user gesture
external to the display device; and

adjust the output display based on the user gesture;
wherein the display device is operative to provide the output display of the display

image.

BRIEF DESCRIPTION OF THE DRAWINGS
[0025] Fig. 1 illustrates a block diagram of a processing system including

a display device for generating a display based on ambient conditions;

7b
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[0026] Fig. 2 illustrates a block diagram of a processing system of Fig. 1 in
networked communication;

[0027] Fig. 3 illustrates a block diagram of one embodiment of a display
device processing system;
[0028] Fig. 4 illustrates another embodiment of a processing system in
networked communication;
[0029] Fig. 5 illustrates a flowchart of the steps of one embodiment of a
method for generating an output display on a display device based on at least
one ambient condition;
[0030] Figs. 6-9 illustrate representative displays of various embodiments
of a display device providing an output based on at least one ambient condition;
[0031] Fig. 10 illustrates a data flow diagram of determining ambient
condition factors; and
[0032] Fig. 11 illustrates a block diagram of one embodiment of a content
selection algorithm.
[0033] A better understanding of the disclosed technology will be
obtained from the following detailed description of the preferred embodiments
taken in conjunction with the drawings and the attached claims.

DETAILED DESCRIPTION
[0034] Embodiments of the disclosed technology provide for detecting
ambient conditions relative to a display device, determining an output
complementary to the ambient conditions and generating an output on the
display device based thereon.
[0035] Fig. 1 illustrates a system 100 including a processing device 102,

an environmental sensor 104, database 106, a display 108 and a speaker 110. It



CA 02944458 2016-09-29

WO 2015/153532 PCT/US2015/023458
is recognized by one skilled in the art, numerous elements known in the art have
been omitted for clarity purposes only, for example a power source or
connectivity components.

[0036] In this embodiment of the system 100, the processing device 102
may be any suitable type of processing device operative to perform processing
operations, such as in response to executable instructions. The executable
instructions may be stored on a computer readable medium, not expressly
illustrated herein. The processing device may be a stand-alone processing
component, or operations may be performed in a distributed processing
environment. The illustrated processing device 102 represents one or more
physical components for performing processing operations as described herein.
[0037] The sensor 104 may be any suitable type of sensor allowing for
detecting of ambient conditions. As described in further detail below, different
sensors provide for detection of different ambient conditions. For example, the
environmental sensor may include, but is not limited to, a camera, a motion
detector, a light detector, an audio detector and/or microphone, a heat sensor, a
wireless signal detector, a Bluetooth signal detector, an electric field sensor for
proximity detection and/or gesture-based control, an infrared-based sensor for
ambient light detection and/or proximity detection and/or gesture-based
control, an ultrasonic transducer sensor for proximity detection and/or gesture-
based control, geospatial and/or global positioning sensor,

[0038] The database 106 may be any suitable memory storage device or
devices capable of storing content therein. Illustrated in Fig. 1, the database 106
is directly connected to the processing device 102, such as being embedded or

mounted in a processing system. Such illustration is not expressly limiting as the
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database 106 may be connected via alternative means, such as via a wired or
wireless connection, such as a memory device connected via a portal or
peripheral connection outlet, a local data storage device accessible via wired or
wireless connectivity, or in another embodiment a storage device associated
with or internal to another processing device, e.g. smart phone, tablet computer,
laptop computer, capable of communication with the processing device 102. For
example, the storage 106 may include content such as images, audio files, movies
files, etc., stored on a person’s mobile device such that the processing device can
access and retrieve the content therefrom.

[0039] The display device 108 may be any suitable display device,
including but not limited to a flat screen television or display consistent with
known display technology. The display device 108 may also be a smaller picture
frame, such as an electronic picture frame, having the processing device 102
associated therewith.

[0040] The speaker 110 may be any suitable speaker and or audio output
system recognized by one skilled in the art. The speaker 110 may be part of an
audio system or can be an embedded speaker associated with the display 108.
[0041] In one embodiment, as described in further detail below, the
system 100 may include a central housing having the various elements disposed
therein. In further embodiments, different components including the sensor
104, database 106, processor 102, speaker 110 and/or display 108 may be
external to the system 100 and engaged via a wired or wireless connection. For
example, the functionality of the processing device 102 may be disposed in a
remote processor with output functionality to the display 108 via a wireless

peripheral-connection device.
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[0042] In the system 100, the sensor 104 operates to detect ambient
conditions. Ambient conditions generally relate to conditions of the
environment relative to the sensor and/or display 108. Ambient conditions can
include any relevant conditions that can be measured by one or more sensors.
For example, an ambient condition may be the number of people within a room
and the activity level of those people. This can be determined using a camera or
a camera in combination with a motion detector. This can also be determined
using a microphone or other audio detection device to determine a number of
different voices.

[0043] Based on the detection of ambient conditions, the processing
device 102 therein performs processing operations to determine ambient
condition factors. These ambient condition factors represent estimations of
activities or conditions relative to the display 108.

[0044] Environmental sensor(s) 104 provide inputs for determining
ambient factors based on detecting ambient conditions. Examples of ambient
condition factors include but are not limited to quantity of viewers, identity of
viewers, viewer proximity, viewer motion, viewer gesture, viewer mood, human
sounds, ambient sounds, musical sounds, light quantity, light source, light
direction, local temperature, geographic location, etc.

[0045] Each ambient condition factor can be informed by one or more of
the above specified sensors detecting ambient conditions. The determination of
an ambient condition factor can be based on the analysis of the ambient
condition.

[0046] For example, an ambient condition factor may possess a range of

output values that determine the definition of ambient conditions. An example

11
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value range for the quantity of viewers may include ‘1’, ‘2", ‘'3, ‘4, '5', ‘6', ‘7", ‘8’,
and ‘9-or-more’ output values. An example value range for the identity of
viewers may include ‘owner #1’, ‘owner #2', ‘owner #3’, ‘owner #4’, ‘owner #5/,
‘owner #6', ‘owner #n + #n’, ‘multiple owners’, ‘guest #1’, ‘guest #2’, ‘multiple
guests’, and ‘owners + guests’ output values. An example value range for the
viewer motion ambient factor may include ‘none’, ‘light’, ‘medium’, and ‘heavy
motion’ output values. An example value range for the light quantity ambient
factor may include none’, ‘very low’, low’, ‘medium’, ‘high’, and ‘very high’
output values. An example value range for the musical sounds may include
‘none’, and ‘unknowr’, ‘recognized song match’ output values. There are
numerous other potential ambient conditions and associated ambient condition
factor value ranges informed by the various embodiments and combinations of
environmental sensors 104.

[0047] Based on these ambient condition factors, the processing device
therein estimates an ambient condition. Each ambient condition may be
informed by one or more ambient factor value ranges. An example of ambient
condition ‘owner default interacting’ would be informed by ambient factors
‘quantity of viewers’, ‘identity of viewers’, ‘viewer proximity’, ‘viewer gesture’,
and potentially more ambient factors. An example of ambient condition ‘mixed
default party active’ would be informed by ambient factors ‘quantity of viewers’,
‘identity of viewers’, ‘'viewer proximity’, ‘viewer motion’, ‘viewer gesture’, and
potentially more ambient factors. An example of ambient condition ‘owner mood
positive’ would be informed by ambient factors ‘quantity of viewers’, ‘identity of
viewers', ‘'viewer proximity’, ‘'viewer gesture’, ‘viewer mood’, and potentially

more ambient factors. An example of ambient condition ‘two owners recognized

12
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song’ would be informed by ambient factors ‘quantity of viewers’, ‘identity of
viewers’, ‘'viewer proximity’, ‘'viewer gesture’, ‘musical sounds’, and potentially
more ambient factors. An example of ambient condition ‘mixed owner winter
night in New York’ would be informed by ambient factors ‘quantity of viewers’,
‘identity of viewers’, ‘'viewer proximity’, ‘viewer gesture’, ‘light quantity’, ‘light
source’, ‘local temperature’, ‘geographic location’ and potentially more ambient
factors. There are numerous other potential ambient conditions informed by
associated ambient factors informed by the various embodiments and
combinations of sensors 104.

[0048] In the above example, the large number of individuals in the room
and the high ambient noise allows for the processing device to estimate that
there is a social gathering in the room, e.g. mixed default party active. Therefore,
the processing device, via its operating routine, retrieves video display content
consistent with the estimated ambient condition, which in this case may be a
selection of images stored in the database 106. In one embodiment, a user may
preload images within the database 106 including tags or other identifiers usable
for selection based on determined ambient conditions.

[0049] Itis noted, further exemplary embodiments are described herein,
including further embodiments with sensors 104 and ambient conditions.
[0050] Whereas Fig. 1 illustrates an inclusive system 100, Fig. 2 illustrates
the system 100 having networked connection. In Fig. 2, the system 100 includes
a wireless transmitter 120 for communication with a server 122 via a networked
connection 124, such as the Internet. The server 122 is connected to a network

database 126.

13
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[0051] The connectivity of Fig. 2 is illustrated as wireless via
transmitter/receiver 120, but it is recognized that wired connectivity to a router
is within the scope of the system and method. Furthermore, the connectivity of
Fig. 2 is not expressly restricted to a direct connection from the system 100, as
routing of Internet-based connectivity may be between a local wireless router, a
base station, a private network or any other suitable means.

[0052] The server 122 may be any suitable network-based processing
system accessible via a networked connection. Such connectivity may include
login or authentication operations, consistent with techniques recognized by
those skilled in the art. The server 122 may include functionality described
above regarding processing device 102, such that the processing operations are
offloaded to a processor associated with the server 122. The server 122 may
include one or more processing devices in a centralized or distributed
processing environment.

[0053] The database 126 may be one or more data storage devices
accessible via the networked connection. The database 126 may include data
storage associated with a particular user, or in another embodiment may be a
generalized content database or databases. Whereas in Fig. 1 the content for
output via the display 108 and/or speaker 110 is retrieved from the local storage
106, the network storage 126 may include a larger library of content. Such
content may be user-specific or may be sponsored or directed content. For
example, if the ambient conditions indicate a social gathering, the display
content may include advertisements for an upcoming festival, concert, event, etc.
[0054] The content may also be from public sources, such as content

retrieved via tags or metadata associated with the content. For example, the
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content may be images retrieved from a photo-sharing website or network,
audio may be retrieved from a streaming audio service.

[0055] Fig. 2 illustrates the embodiment wherein the display system 100
utilizes network interactivity to expand on the content selected and available for
display on the display 108 of Fig. 1.

[0056] Whereas the system 100 of Fig. 1 illustrates one sensor 104, Fig. 3
illustrates another embodiment having N number of sensors, where N is an
integer value. The system 140 of Fig. 3 includes the processor 102, database
106, display 108, speaker 110 and sensors 142, 144 and 146.

[0057] As noted above, the sensor 142, 144 and/or 146 may be any
suitable sensor usable to detect ambient conditions. The processor 102, having
multiple sensors 142-146 further operates to compile the sensor data to enhance
the accuracy of the ambient condition detection. In the above example, the
sensor 142 may be a camera detecting five separate individuals in the room and
sensor 144 may be a microphone to detect the volume level. Sensor 146 may be
a wireless sensor to detect a number of connected devices and determine
identity information of people in the room based on the connected device.
[0058] In this exemplary embodiment, the connected device may be a
smartphone having a social networking application accessible via the
smartphone. The sensor 146 may detect the presence of the smartphone based
on the smartphone generating a Bluetooth signal or the device seeking wireless
connectivity with a local wireless router. Based on proper permissions, the
sensor 146 may therein determine the user’s identity on a social networking site
and access information may available on the social network site. One example

may be accessing photos or status updates the user has shared on the site.
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Another example may be detecting a mood of the user based on any recent posts,
including these as ambient conditions.

[0059] Fig. 4 illustrates one embodiment of a system for accessing content
via a social network. In addition to the system 100 accessing the content server
122 and content database 126 via network 124, Fig. 4 includes a social network
160 having a content database 162 associated therewith.

[0060] The social network 160 may be any suitable web-based social
networking or content distribution system. The network 160 may include social
websites where users post images and/or status updates in a news feed, may
include a system where users distribute short messages, may include a system
where users submit and distribute images only, where users distribute blogs or
other content, by way of example. The network 160 includes a database 162
having content associated therewith, typically associated with a user or tagged
content. For example, where a user has a profile on a network site, the database
162 includes the content associated with the profile.

[0061] Where permission for content is made available from a user or
based on permission levels, the system 100 may therein access and retrieve
content for display. In another embodiment, the system 100 having knowledge
of a user based on one or more sensors, may use the social network content as
another form of to determine ambient condition factors. For example, ifa
camera as a sensor employs facial recognition and recognizes a user, such as the
owner of the system 100, and includes permissions for accessing a social
network, the processing device 102 may acquire status information as an

ambient condition factor. For example, if the user updates a status to indicate as
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being recently engaged, this can be an ambient condition whereby the visual
display content may include content relating to wedding interests.

[0062] The processing 102 of the system 100 including functionality
performed by one or more processing devices. Fig. 5 illustrates the steps of one
embodiment of the methodology, as performed by the physical electronic
processing devices of Figs. 1-4.

[0063] In the method, a first step, step 180, is detecting an ambient
condition using an environmental sensor. This may include sensors 104 as
described above. Similarly, the environmental sensor may include processing
operations performed by the processor 102 in acquiring information via
available sources, such as the networked communication of Fig. 4.

[0064] A next step, step 182, is analyzing the ambient condition factors to
determine ambient condition. Examples of ambient factors include but are not
limited to quantity of viewers, identity of viewers, viewer proximity, viewer
motion, viewer gesture, viewer mood, human sounds, ambient sounds, musical
sounds, light quantity, light source, light direction, local temperature, geographic
location, etc. Each ambient factor can be informed by one or more of the above
specified sensors. Based on these ambient condition factors, the processing
device therein estimates an ambient condition. Each ambient condition may be
informed by one or more ambient factor value ranges.

[0065] Step 184 is, using the ambient condition factors, retrieving visual
display content from at least one visual content database. As described above,
the visual content database may be a local database 106 or can be a network-
accessible database 126. The content can be images, videos, advertisements,

text, audio or any other suitable content. Content is either automatically or
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manually tagged with appropriate ambient condition tags. Content is selected for
display based on the matching of ambient condition tags with the determined
ambient condition.

[0066] Step 186 is providing the visual display content to the display
device so that the output display compliments the ambient condition. For
example, with reference to Fig. 1, the outputis displayed on the display 108,
which may include audio via the speaker 110. If the ambient conditions detecta
single person in the room, the room being dark and no or little movement, the
output display may be soothing image with soft music associated with the image,
as an example.

[0067] Fig. 6 illustrates a graphical display of a display device including
multiple sensors, such as noted sensors 142, 144 and 146. Further sensors are
within the scope of the display device. The device further includes a wireless
connector for connecting to the server 122 via the Internet 124. In this
embodiment, the server 122 performs processing operations for determining
content from database 126 based on the sensor 142, 144 and/or 146 input. In
this embodiment, the sensors may detect little movement, thus proposing a
soothing image of a mountain scene.

[0068] Another embodiment is using a light sensor, such as detecting
brightness, light sources, and/or light consistency from stimuli within the
environment of the hardware. Based on light factors, the system leverages local
and/or server-stored software to adjust the brightness, contrast, and other
display factors in the entire display.

[0069] Another embodiment of the sensor data relates to motion

detection for detecting motion, shape, and/or size of objects within the
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environment. Based on motion factors, the system leverages local and/or
server-stored software to display environmentally relevant content, e.g. a more
soothing and calm image if the environment has little or no motion, a more
vibrant and action-filled image if the room is full of multiple motion sources, etc.
[0070] Fig. 7 is a visual representation of the intelligent system for
displaying digital visual content responding to heat-based environmental stimuli.
In this scenario, the system includes one or more heat sensors for detecting heat
sources and temperature within the environment of the hardware. Based on
heat factors, the system leverages local and/or server-stored software to adjust
the brightness, contrast, and other display factors in the entire display.

[0071] Fig. 6 is a visual representation of the intelligent system for
displaying digital visual content responding to mood-based environmental
stimuli - i.e. the digital footprint associated with viewer. In this scenario, the
system includes capability to collect and interpret mood, emotion, sentiment,
intent, and other personal characteristics based on the internet-connected
applications utilized by the viewer - e.g. social media software as described
above.

[0072] Based on social factors, the system leverages local and/or server-
stored software to adjust the brightness, contrast, and other display factors in
the entire display. The system is further operative to, based on social factors, the
leverage local and/or server-stored software to display environmentally
relevant content- e.g. a more soothing and calm image if the viewer is expressing
anxiety, a more uplifting and positive image if the viewer is expressing sadness,
etc. Similarly, the system may acquire content for display based on the social

media content available.
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[0073] Fig. 9 is a visual representation of the intelligent system for
displaying digital visual content responding to multiple devices - i.e. internet-
connected stimuli. In this scenario, the system includes capability to recognize
and count the number of connected devices within the environment. Based on
these devices, the system can determine environmental conditions, such as the
number of individuals in the environment, the mood of the users such as via
social media, or other factors usable for selecting content.

[0074] Fig. 10 is a data flow diagram illustrating multiple embodiments of
the visual display content selection based on ambient condition factors
determined by ambient conditions detected by environmental sensors. The data
flow diagram illustrates multiple embodiments, wherein it is recognized these
embodiments are illustrative in nature and not limiting in scope. In the example
of Fig. 10, there are six exemplary environmental sensors 202: camera; motion;
sound; wireless; heat; and electric field. Other examples of sensors include, but
are not limited to: light sensor; infrared, ultrasonic, geospatial, and Internet
sensors.

[0075] The environmental sensors 202 detect ambient conditions using
the sensor technology. The data flow diagram of Fig. 10 shows multiple
embodiments of the ambient conditions 204 relating to ambient condition
factors 206. Fig. 10 illustrates exemplary ambient conditions 204: quantity of
viewers; identity of viewers; viewer proximity; viewer motion; viewer mood;
and ambient sounds. Other examples ambient conditions include, but are not
limited to: viewer gestures; human sounds; musical sounds; light quantity; light

source; light direction; local temperature; and geographic location.
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[0076] Based on these ambient conditions 204, the data flows to one or
more ambient condition factors 206, usable for the retrieval of visual display
content. Ambient condition factors 206 include, but are not limited to: owner
default; owner default interacting; two owner default; mixed owner default;
mixed default small gathering; mixed default party active. Other examples
include, but not limited to: default condition; owner mood positive; owner mood
negative; two owners recognized song; mixed owner winter night in New York,
etc.

[0077] The ambient condition factors 206 are then usable by the content
selection algorithm 208 as noted in the data flow diagram.

[0078] One exemplary embodiment illustrated in Fig. 10 includes a
motion sensor detecting four ambient conditions: (a) a quantity of viewers; (b)
the identity of viewers; (c) proximity of viewers; and (d) the motion of viewers.
The electric field sensor detects: (a) quantity of viewers; and (b) the identity of
viewers. The ambient conditions are then usable for the determination of the
ambient condition factor, such as the ambient condition factor of “two owner
default” is based on the ambient conditions of: (a) quantity of viewers; (b)
identity of viewers; and (c) viewer proximity.

[0079] Fig. 11 illustrates one embodiment of the content selection
algorithm 208 of Fig. 10. The content selection algorithm operates with a
content database 220, the content database including a plurality of content items
222,224 and 226 by way of example. The content items can include audio
and/or video output for display on the display device. For example, the content
items may be images and music to compliment the ambient condition of the

room as noted by the sensors.
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[0080] The content itself includes tagging information usable for content
selection. In this examples, content 1 222 includes ambient condition tagging 1,
2,and 3. The tags relate to the ambient conditions 206 of Fig, 5, such that the
content 222 is usable for designated ambient condition factors. For example,
content 1 222 may be designated usable for owner default, two owner default
and mixed default small gathering,.

[0081] A content selection operator 230 received ambient condition
factors 206 that are based on the ambient conditions 204. The content selection
operator 230 uses the factors 206 in coordination with the content database 220
to retrieve the appropriate content 222, 224 and/or 226. Once this content is
received, the ambient complimentary content 232 is therein provided as an
output to the display device noted above.

[0082] The system for intelligently receiving and displaying digital visual
content has the capability to combine the information presented via one or more
of the hardware sensors and software sources in any permutation and
combination in order to present digital visual content in an environmentally
optimized and relevant manner.

[0083] The system for intelligently receiving and displaying digital visual
content presents digital visual content in an environmentally optimized and
relevant manner. It creates a new platform for presenting images, videos, etc.
based on external stimuli. It converts local physical and digital information in
order to present a better device for artistic, decorative, informational, and other
important purposes.

[0084] Figs. 1 through 11 are conceptual illustrations allowing for an

explanation of the present invention. Notably, the figures and examples above
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are not meant to limit the scope of the present invention to a single embodiment,
as other embodiments are possible by way of interchange of some or all of the
described or illustrated elements. Moreover, where certain elements of the
present invention can be partially or fully implemented using known
components, only those portions of such known components that are necessary
for an understanding of the present invention are described, and detailed
descriptions of other portions of such known components are omitted so as not
to obscure the invention. In the present specification, an embodiment showing a
singular component should not necessarily be limited to other embodiments
including a plurality of the same component, and vice-versa, unless explicitly
stated otherwise herein. Moreover, Applicant does not intend for any term in the
specification or claims to be ascribed an uncommon or special meaning unless
explicitly set forth as such. Further, the present invention encompasses present
and future known equivalents to the known components referred to herein by
way of illustration.

[0085] The foregoing description of the specific embodiments so fully
reveals the general nature of the invention that others can, by applying
knowledge within the skill of the relevant art(s) (including the contents of the
documents cited ), readily modify and/or
adapt for various applications such specific embodiments, without undue
experimentation, without departing from the general concept of the present
invention. Such adaptations and modifications are therefore intended to be
within the meaning and range of equivalents of the disclosed embodiments,

based on the teaching and guidance presented herein.

23

Date Regue/Date Received 2021-09-02



The embodiments of the invention in which an exclusive property or privilege is

claimed are defined as follows:

1. A method for generating an output display on a display device, the method comprising:

accessing a content database external to the display device, the content database having
a plurality of images stored therein;

selecting at least one of the plurality of the images from the content database based on a
user profile;

downloading the at least one of the plurality of images to a local memory device
associated with the display device;

detecting an ambient condition using one of a plurality of environmental sensors,
wherein one of the plurality of environmental sensors detects user gestures for providing
gesture-based control of the display device;

analyzing the ambient condition to determine ambient condition factors;

detecting at least one wirelessly connected computing device and a social media user
profile associated therewith, the social media user profile relating to at least one social media
network;

referencing the at least one social media network using the social media user profile to
detect character data;

selecting a display image from the local memory based on at least one of: the character
data and the ambient condition factors;

generating the output display of the display image on the display device;

detecting, using one of the plurality of environmental sensors, a user gesture external to
the display device; and

adjusting the output display based on the user gesture.

2. The method of claim 1, wherein the environmental sensor is a light sensor for detecting

a brightness level and the output display reflects the brightness level.

3. The method of claim 1, wherein the environmental sensor is an audio sensor detecting

ambient noise.
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4. The method of claim 3 further comprising:
providing an audio output via at least one audio device, the audio output based on the

detected ambient noise.

5. The method of claim 4 further comprising:

analyzing the ambient noise to detect at least one ambient condition;

accessing an audio database having audio content stored therein and selecting audio
content based the at least one ambient condition; and

providing the audio content for the audio output.

6. The method of claim 1, wherein the environmental sensor is a motion detector
detecting motion about the display device, the method further comprising:

detecting a commotion level external to the display device using the motion detector;

and

selecting the display image from the local memory based on the commotion level.
7. The method of any one of claims 1 to 6 further comprising:

recognizing a person within a proximity to the display device using the environmental
Sensor;

based on the recognition of the person, accessing the online data storage location
having a plurality of images stored thereon;

retrieving at least one of the plurality of images from the online data storage location;
and

providing the at least one of the plurality of images as output on the display device.

8. The method of any one of claims 1 to 7, wherein the content database is associated with

the social media network and the at least one image is retrieved from the social media network.

9. The method of claim 1, wherein the environmental sensor is a motion sensor.
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10. The method of claim 1, wherein the environmental sensor is an electric field sensor.

11. A system for generating an output display on a display device, the system comprising:
at least one environmental sensor operative to detect an ambient condition external to
the display device;
a processing device, in response to executable instructions, operative to analyze the
ambient condition to determine ambient condition factors;
a content database external to the display device, the content database having a
plurality of images stored therein; and
the processing device, in response to the executable instructions, further operative to:
access the content database;
select at least one of the plurality of images stored in the content database based
on a user profile;
download the at least one of the plurality of images to a local memory device
associated with the display device;
detect the ambient condition using the environmental sensor;
analyze the ambient condition to determine ambient condition factors;
detect at least one wirelessly connected computing device and a social media
user profile associated therewith, the social media user profile relating to at least one
social media network;
reference the at least one social media network using the social media user
profile to detect character data;
select a display image from the local memory based on at least one of: the
character data and the ambient condition factors;
using one of the plurality of environmental sensors, detect a user gesture
external to the display device; and
adjust the output display based on the user gesture;
wherein the display device is operative to provide the output display of the display

image.
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12. The system of claim 11, wherein the environmental sensor is a light sensor for detecting

a brightness level as an ambient condition and the output display reflects the brightness level.

13. The system of claim 11, wherein the environmental sensor is an audio sensor detecting

ambient noise.

14. The system of claim 13 further comprising:
at least one audio device providing an audio output, the audio output based on the

detected ambient noise.

15. The system of claim 14 wherein:

the processing device is further operative to analyze the ambient noise to detect at least
one ambient condition; and

the system further comprises an audio database having audio content stored therein,
the processing device operative to access the audio database and select audio content based on

the at least one ambient condition.

16. The system of claim 11, wherein the environmental sensor is a motion detector
detecting motion about the display device, wherein:

the motion detector is operative to detect a commotion level external to the display
device, the commotion level based on the ambient condition factors determined by the ambient
conditions acquired by the environmental sensor; and

the processing device is further operative to select the display image based on the

commotion level.

17. The system of claim 11 wherein:
the at least one environmental sensor is operative to recognize a person within a
proximity to the display device; and
the processing device is further operative to:
based on the recognition of the person, access an online data storage location

having a plurality of images stored thereon;
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retrieve at least one of the plurality of images from the online data storage

location; and

provide the at least one of the plurality of images as output on the display

device.

18. The system of claim 17, wherein the content database is associated with the social

media network and the at least one image is retrieved from the social media network.

19. The system of claim 11, wherein the environmental sensor is a motion sensor.
20. The system of claim 11, wherein the environmental sensor is an electric field sensor.
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