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(57) Abstract: Techniques are described for sub-prediction unit (PU) based motion prediction for video coding in HEVC and 3D-
HEVC. In one example, the techniques include an advanced temporal motion vector prediction (TMVP) mode to predict sub-PU s of
a PU in single layer coding for which motion vector refinement may be allowed. The advanced TMVP mode includes determining
motion vectors for the PU in at least two stages to derive motion information for the PU that includes ditferent motion vectors and
reference indices for each of the sub-PUs of the PU. In another example, the techniques include storing separate motion information
derived for each sub-PU of a current PU predicted using a sub-PU backward view synthesis prediction (BVSP) mode even after mo -
tion compensation is performed. The additional motion information stored for the current PU may be used to predict subsequent PUs
for which the current PU is a neighboring block.
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SUB-PREDICTION UNIT (PU) BASED TEMPORAL MOTION VECTOR
PREDICTION IN HEVC AND SUB-PU DESIGN IN 3D-HEVC

16061} This apphication claims the benefit of U.S. provisional patent application no.
61/883,111, filed September 26, 2013, the entire content of which is incorporated herein

by reference.

TECHNICAL FIELD

(8062 This disclosure relates to video coding,

BACKGROUND

{8083} Digital video capabilities can be mncorporated into a wide range of devices,
mclading digital televisions, digital direct broadcast systems, wireless broadeast
systoms, personal digital assistants (PDAs), laptop or deskiop computers, tablet
computers, e-hbook readers, digital cameras, digital recording devices, digital media
players, video gaming devices, video game consoles, cellular or satellite radio
telephones, so-called “smart phones,” video teleconferencing devices, video streaming
devices, and the like. Digual video devices implement video compression techunigues,
such as those described in the standards defined by MPEG-2, MPEG-4, ITU-T H.263,
ITU-T H.264/MPEG-4, Part 18, Advanced Video Coding (AVC), the High Efficiency
Video Coding (HEVC) standard, and extensions of such standards. The video devices
may transmit, receive, encode, decode, and/or store digital video information more
efficiently by implementing such video compression technigues.

[8064] Video compression techniques perform spatial (intra-picture) prediction and/or
temporal (inter-picture) prediction to reduce or remove redundancy inherent in video
sequences. For block-based video coding, a video slice (i.¢., a video frame or a portion
of a video frame} may be partitioned into video blocks, which may also be referred to as
treeblocks, coding units (CUs) and/or coding nodes. Video blocks in an intra-coded (1)
slice of a picture are encoded using spatial prediction with respect to reference samples
in neighboring blocks in the same picture. Video blocks in an inter-coded (P or B) slice
of a picture may use spatial prediction with respect to reference samples in neighboring
blocks in the same picture or teruporal prediction with respect to reference sampics in
other reference pictures. Pictures may be referred to as frames, and reference pictures

may be referred to a reference frames.
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16045} Spatial or temaporal prediction results in a predictive block for a block to be
coded. Residual data represents pixel differences between the original block to be
coded and the predictive block. An inter-coded block is encoded according to a motion
vector that peints 1o a block of reference samples forming the predictive block, and the
residual data indicating the difference between the coded block and the predictive block.
An intra-coded block is encoded according to an intra-coding mode and the residual
data. For further compression, the residual data may be transformed from the pixel
domain to a transform domain, resulting in residual wransform coefficients, which then
may be quantized. The quantized transform coefficients, mitially arranged in a two-
dimensional array, may be scanned in order to produce a one-dimensional vector of
transform cocfficients, and entropy coding may be applied to achieve even more

COMPression.

SUMMARY

[8886] In gencral, this disclosure deseribes techniques for sub-prediction unit (P}
based motion prediction for video coding i the High Efficiency Video Coding (HEVC)
standard and in the 3D extension to the HEVC standard. 1n one cxample, this disclosure
describes techniques for performing an advanced temporal motion vector prediction
{TMVP) mode to predict sub-PUs of a PU in single layer coding for which motion
vector refinement may be allowed. Conventionally, the sub-PU design is only enabled
for inter-layer or inter-view motion prediction using a merge nter prediction mode that
does not allow further refinement of predicted motion veetors. The advanced TMVP
mode includes determining motion vectors for the PU in at least two stages to derive
motion information for the PU that inclades different motion vectors and refercoce
indices for each of the sub-PUs of the PUL

(80671 The 3D-HEVC extension supports the coding of multiview video plus depth
format. In one example, in a sub-PU backward view synthesis prediction (BVSP})
maode, motion information for a current PU is predicted from a disparity motion vector
and an associated inter-view reference picture, and the disparity motion vector is refined
based on sub-PU motion information associated with depth blocks of the inter-view
reference picture. Inthe sub-PU BYSP mode, motion compensation is performed to
predict each of the sub-PUs of the PU based on the separate sub-PU motion

mformation. Conventionally, after performing motion compensation to predict each of
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the sub-Pls, only the disparity motion vector is stored for the current PU. According to
the techniques of this disclosare, for each PU predicted using the sub-PU BVSP mode, a
video coding device stores the separate motion information derived for cach of the sub-
FUs of the current PU even afier motion compensation is performed. The additional
motion information stored for the current PU may then be used to predict subsequent
PUs for which the current PU is a neighboring block

18608} In addition, this disclosure describe techniques for applying a deblocking filter
to cach coding unit (CU} of a video block to filter transform unit (TU) boundaries and
PU boundaries inchuding sub-PU boundaries within the CU by creating artificial PU
boumdaries or artificial TU boundaries at the seb-PU boundaries.

(80649} In onc cxample, this disclosure is divected to 2 method of processing video data
comprising deternuining a first stage motion vector for a PU of a CU of a video block
from neighboring blocks of the PU as a first stage of an advanced TMVP mode, wherein
the first stage motion vector identifies a block of a reference picture corresponding (o
the PL; partitioning the PU mte twe or more sub-PUs; determining second stage motion
information for each of the sub-PUs from the block of the reference picture identified by
the first stage motion vector as a second stage of the advanced TMVP mode, wherein
the sccond stage motion mformation for cach of the sub-PUs includes at Jeast one
motion vector and an associated reference index; and performing motion compensation
for gach of the sub-PUs separately based on the second stage motion information for
cach of the sub-Pls.

18618} In another exarople, this disclosure is directed to a video processing device
comprising a memory configured to store video data; and one or more processors in
communication with the memory. The one or more processors are configured to
determine a first stage motion vector for a PU of a CU of a video block from
neighboring blocks of the PU as a fust stage of an advanced TMVP mode, whercin the
first stage motion vector identifies a block of a reference picture corresponding to the
PU, partition the PU into two or more sub-PUs, determine sccond stage motion
information for cach of the sub-PUs from the block of the reference picture identified by
the first stage motion vector as a sccond stage of the advanced TMVF mode, wherein
the second stage motion information for cach of the sub-PUs includes at least one
motion vector and an associated reference index, and perform motion compensation for
cach of the sub-PUs separately based on the second stage motion information for each

of the sub-Pls.
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18611} In a further example, this disclosure is directed to a video processing device
comprising means for determining a first stage motion vector fora PU of a CU of a
video block from neighboring blocks of the PU as a first stage of an advanced TMVP
mode, wherein the first stage motion vector identifies a block of a reference picture
corresponding to the PU; means for partitioning the PU into two or more sub-Pls;
means for determining sccond stage motion information for each of the sub-PUs from
the block of the reference picture identificd by the first stage motion vector as a sccond
stage of the advanced TMVP mode, wherein the second stage motion information for
each of the sub-PUs includes at least one motion vector and an associated reference
idex; and means for performing motion compensation for each of the sub-PUs
separately based on the seccond stage motion information for cach of the sub-PUs.
[8812] In an additional example, this disclosure 1s directed to a computer-readable
storage medinm storing instroctions for processing video data that, when executed,
CAUsC ONe of MoYe processors (o determing a first stage motion vector for a PU of a CU
of a video block from neighboring blocks of the PU as 2 first stage of an advanced
TMVP mode, wherein the first stage motion vector identifies a block of a reference
picture corrgsponding to the PU; partition the PU into two or more sub-PUs; determine
second stage motion information for each of the sub-PUs from the block of the
reference picture identified by the first stage motion vector as a second stage of the
advanced TMVP mode, wherein the sceond stage motion information for each of the
sub-PUs includes at least one motion vector and an associated reference index; and
perform motion coropensation for cach of the sub-PUs separately based on the second
stage motion information for each of the sub-PUs,

{8613} In ancther example, this disclosure is directed to a method of processing video
data, the method comprising determining first motion information fora PU ofa Clj of a
video block from neighboring blocks of the PU according to 2 BVSP mode, wherein the
first motion information includes at least one disparity motion vector and an associated
reference view index that identifies an inter-view reference picture; partitioning the PU
ntoe twe or more sub-PUs; determining second motion information for cach of the sub-
Pls, wherein the second motion information includes at least one disparity motion
vector associated with a depth block of the inter-view reference picture corresponding to
cach of the sub-PUs; performing motion compensation to predict cach of the sub-PUs

from the nter-view reference picture based on the second moetion information; and
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storing the second motion information for each of the sub-PUs of the PU in a memory to
be used for predicting subsequent PUs.

(8614} In a further oxample, this disclosure is directed to a video processing device
comprising a memory configured to store video data, and one or more processors in
commumcation with the memory. The one or more processors are configured to
determine first motion information for a PU of a CU of a video block from neighboring
blocks of the PU according to a BVSP mode, wherein the first motion information
includes at least one disparity motion vector and an associated reference view index that
identifies an inter-view reference picture, partition the PU into two or more sub-PUs,
determine second motion information for each of the sub-Plls, wherein the second
mofion information includes at least one disparity motion vector associated with a depth
block of the inter-view reference picture corresponding to each of the sub-PUs, and
perform motion compensation to predict each of the sub-PUs from the inter-view
reference picture based on the second motion information. The memory is configured
1o store the second motion nformation for each of the sub-PUs of the PU 1o be used for
predicting subsequent PUs.

{8615} In an additional example, this disclosure 18 directed to video processing device
compristug means for determining first motion information for a PU of a CU of a video
block from neighboring blocks of the PUI according to a BVSP mode, wherein the first
motion information inchudes at least one disparity motion vector and an associated
reference view index that identifies an inter-view reference pichure; means for
partitioning the PU into two or more sub-PUs; means for determining second motion
information for each of the sub-PUs, wherein the second motion information includes at
least one disparity motion vector associated with a depth block of the inter-view
reference picture corresponding to cach of the sub-PUs; means for performing motion
compensation to predict cach of the sub-PUs from the inter-view reference picture based
on the second motion information; and means for storing the sccond motion information
for each of the sub-PUs of the PU in a memory to be used for predicting subsequent
PUs.

16616} In another example, this disclosure is directed to computer-readable storage
medium storing tostructions for processing video data that, when execuied, cause one or
more processors to determine first motion information for a PU of a CU of a video
block from veighboring blocks of the PU according to a BVSP maode, wherein the first

motion information includes at least one disparity motion vector and an associated
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reference view index that identifics an inter-view reference pictare; partition the PU to
two or more sub-PUs; delermine second motion information for each of the sub-PUs,
wherein the second motion information includes at lcast one disparity motion vector
associated with a depth block of the inter-view reference picture corresponding 1o cach
of the sub-PUs; perform motion compensation to predict each of the sub-PUs from the
mter-view reference picture based on the second motion information; and store the
second motion information for cach of the sub-PUs of the PU in a memory to be used
for predicting subsequent PUs.

16617} The details of one or more examples are set forth in the accompanying drawings
and the description below, Other features, objects, and advantages will be apparent

from the description and drawings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS

(8018} FIQG. 1 is a block diagram illustrating an example video encoding and decoding
system that may atilize the technigues of this disclosure.

18619} FIG. 2 is a conceptual diagram dllustrating cight partition modes for defining
prediction units (PUs) of a coding umit (CU).

166268] FIG. 3 1s a conceptual diagram illustrating a transform tree structure within a
CU.

(8021} FIGS. 4A and 4B are conceptual diagrams illustrating spatial neighboring
candidates for merge mode and advanced motion vector prediction (AMVP) mode,
respectively.

18622} FIG. SA is a conceptual diagram iflustrating temporal motion vector prediction
{(TMVP) candidates.

16023} FIG. 5B is a concepiual diagram ilhustrating motion vector (MV) scaling for
TMVP.

(8024} FIG. 6 is a flow diagram ilhustrating an example processing flow of 3 deblocking
filter process.

[80258] FI1G. 7 is a flow diagram illustrating an exampie operation of a boundary
strength (Bs) caleunlation for a deblocking filter process.

18026] FIG. 8 is a conceptual diagranm Ulustrating reused or referred information for a

Bs calculation at a coding tree unit (CTU) boundary for a de-blocking filter process.
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16627} FIG. 9 1s a conceptual diagram illustrating pixels involved in an on/off filter
decision and a strong/weak filter selection for a deblocking filter process.

(8028} FIG. 10 s a conceptual diagram illustrating a multiview prediction structure for
3-view cases, where V3 denotes the base view and a picture in a non-base view (i.e, V1
or VS) may be predicted from pictures in the base view of the same time instance.
[6629] FIG. 11 s a conceptual diagram llustrating spatial neighboring blocks accessed
for neighboring block-based disparity vector (NBDV) derivation, where the spatial
neighboring blocks for NBDV derivation are the same as those accessed for merge
mode and AMVP mode.

[6038] FIG. 12 15 a conceptual diagram illustrating a backward view synthesis
prediction (BVSP) mode that assiges different motion vectors for different sub-FUs of a
PU.

[80631] FIG. 13 s a conceptual diagram illostrating sub-PU level inter-view motion
prediction.

16032} FIGS. 14A and 148 arc conceptual diagrams illustrating an advanced TMVP
maode to predict sub-PUs i a PU in single layer coding.

(6033} FIG. 15 15 a block diagram illustrating an example of a video encoder that may
implement the technigques of this disclosure.

68034} FIG. 16 15 a block diagram illustrating an example of a video decoder that may
implement the techniques of this disclosure.

18435} FIG. 17 is a flowchart iltustrating an example operation of predicting a corrent
PU using a sub-PLU BYVSP mode and storing the determined sub-PU motion information
storage.,

{8036} FIG. 18 is a flowchart ithustrating an example operation of applying a deblocking
filter to each CU of a video block to filter TU boundaries and PU boundaries including
sub-PL boundaries within the CU.

(68037} FIG 19 flowchart llustrating an example operation of an advanced TMVFP

mode to predict sub-PUs of a PU in single layer coding.

BETAILED DESCRIPTION
16038} This disclosure describes tochniques for sub-prediction unit (PU} level motion
prediction for video coding using the 3D extension to the High Efficiency Video Coding

{(HEVC) standard. The 3D-HEVC extension supports the coding of multiview video



WO 2015/048459 PCT/US2014/057739

plus depth format. Tn multiview video coding, a current video picture may be predicted
by both temporal reference pictires in a same view and inter-view reference pictures in
a reference view.

(8039} In onc cxample, view synthesis prediction in 3D-HEVC may be performed using
a sub-PU backward view synthesis prediction (BVSP) mode. In the sub-PU BVSP
mode, motion information for a current PU is predicted from a disparity motion vector
and an associated reference view index that identifics an intor-view reference picture. In
the sub-PU BVSP mode, the current P is partitioned into two of more sub-PUs, and
the disparity motion vector is refined based on sub-PU motion mformation derived for
cach of the sub-PUs based on a corresponding depth block of the inter-view reference
picture. Motion compensation 18 performed to predict cach of the sub-PUs of the PU
based on the separate sub-PU motion information. Conventionally, after performing
motion compensation to predict gach of the sub-PUs, only the disparity motion vector is
stored for the current PU.

18048] According to the techniques of this disclosure, for cach PU predicted using the
sub-PU BVSP mode, a video coding device stores the separate motion information
derived for each of the sub-PUs of the current PU even after motion compensation is
performed. The additional motion jnformation stored for the current PU may then be
used to predict subsequent PUs for which the current PU is 2 neighboring block.

(808411 As another example, this disclosure describes techniques for performing an
advanced temporal motion vector prediction {TMVP) mode to predict sub-PUs of a PU
in single layer coding for which motion vector refinement may be allowed.
Conventionally, the sub-PU design is only enabled for inter-layer or inter-view motion
prediction using 2 merge inter prediction mode that does not allow fwrther refinement of
predicted motion vectors, The advanced TMVP mode includes determining motion
vectors for the PU in at least two stages to derive motion information for the PU that
melades different motion vectors and reference mdices for each of the sub-PUs of the
PU. A sub-PU within a PU can be of size NxN or NxM, whercin N and M can be any
integer sumbers. Typical sub-PU sizes can be 4x4, 8x¥, 4x8 or x4,

16042} According to the techmiques of this disclosure, a first stage motion vector is
determined for a current PU from neighboring blocks of the PU, where the first stage
motion vector identifies a block of a reference picture corresponding to the current PUL
Similar to sub-PU motion prediction in 3D-HEVC, the size of the corresponding arca

{e.g., block) of the reference picture that includes the smaller sub-PUs 15 the same as the
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size of the current PU. In this way, the sub-PUs of the current PU have corresponding
sub-PUs in the corresponding area of the reference picture identified with a unique
motion vector. The first stage motion vector may be identified based on spatial and/or
temporal neighbors, Alternatively, the first stage motion vector may be sef 1o be
constant, .g.,  or another pre-detined value, and is related to the size of the current PU.
In another alternative, each of the sub-PUs of the PU may identify its corresponding
block of the reference picture with a different motion vector.

16043] As described above, the current PU is partitioned into two or more sub-PUs, and
second stage motion information i determined for each of the sub-PUs from the
corresponding area, e.g., block, of the reference picture identified by the first stage
mofion vector, where the second stage motion mformation for cach of the sub-PUs
melades at least one motion vector and an associated reference index. Motion
compensation is performed (o predict each of the sub-PUs separately based on the
second stage motion information for cach of the sub-PUs. This advanced TMVP
process may be achieved as activating a merge candidaic anmong all the other merge
candidates, meaning a specific merge candidate is created to mdicate such a process
needs to be done for the current PU. In some examples, instead of operating purely in
the merge mede, a motion vector difference may be determined to refine the at least one
motion vector of the second stage motion information for each of the sub-PUs.

[8844] As a further example, this disclosure describes techniques related to deblocking
filter processes applied to coding units {CUs) of 3 video block that include at least one
PU with sultiple sub-PUs. Deblocking filters for the HEVC standard are not designed
to filter within a PU, 1.¢., along sub-PU boundarsies between adjacent sub-PUs of the
PU, because for HEVC blocks it is assumed that motion compensation is the same for
the entire PU. The techniques of this disclosure cnable sub-PU boundaries to be
deblocked by converting the sub-PUs to & deblocking friendly structure so that HEVC
deblocking filters may continuie to be used for 3D-HEVC blocks. The proposed
deblocking techuigues may be applicable to mulii-layer codecs, including 3D-HEVC.
16045) According to the technigues of this disclosure, prior to applying a deblocking
filter to a CU of the video block that includes the PU with the sub-PUs, the CU 15
converted in order to create artificial PU boundaries or artificial TU boondaries at the
sub-PU boundarics. In one example, a transform tree of the CU s converted in order to
associate the PU with a transform tree hierarchy and associate cach of the sub-PUs with

a T such that the sub-PU boundaries are converted to artificial TU boundaries. In
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another example, the CU is converted to a coding tree in order to associate the PU with
a CU and associate each of the sub-PUs with a PU such that the sub-PU boundaries are
converted to artificial PU boundaries. The deblocking filter may then be applied to the
PU boundarics between two adjacent PUs of the CU and/or the TU boundaries between
two adjacent TUs of the CU, including the artificial PU boundarics and the artificial TU
boundaries.

18846] Video coding standards inchude ITU-T H.261, ISGAEC MPEG-1 Visual, ITU-T
H.262 or ISOAEC MPEG-2 Visual, ITU-T H.263, ISO/AEC MPEG-4 Visual and [TU-T
H.264 (also known as ISO/IEC MPEG-4 AVC), inclading its Scalable Video Coding
{(SVC) and Multiview Video Coding (MVC) extensions. The latest joint draft of MVC
is described in ITU-T H.264, Series H: Audiovisual and Multimedia Systems,
Infrastructure of audiovisual services — Coding of moving video, Advanced video
coding for generic audiovisual services, Telecommunication Standardization Sector of
International Telecommumication Union (ITU), March 2010,

18847} In addition, the design of a new video coding standard, namely High Efficiency
Video Coding (HEVC), has been tfinalized by the Joint Coliaboration Team on Video
Coding (JCT-VC) of ITU-T Video Coding Experts Group (VCEG) and ISG/EC
Motion Picture Experts Group (MPEG). A HEVC draft specification, referred to as
“HEVC Working Draft 107 or “WD10,” described in Bross et al,, “High efficiency
video coding (HEVC) text specification draft 10 (for FDIS & Last Call},” Joint
Collaborative Team on Video Coding (JCT-VC) of ITU-T 8G16 WP3 and ISO/IEC
JTCUSC29/WG1T, 12th Meeting: Geneva, CH, 14-23 January 2013, JCTVC-
L1003v34, is available from http:/phenix.int-

evry.fr/jct/doc_end user/docaments/12 Geneva/wgl VICTVC-L1003-v34.21p.

(8648} The finalized standard docoment is published as FTU-T H.265, Series H:
Audiovisual and Multimedia Systems, [nfrastructure of audiovisual services — Coding
of moving video, High efficiency video coding, Telecommunication Standardization
Sector of International Teleconumunication Union (ITU), April 2013, A recent encoder
description of HEVC, described in 11-Koo Kim ot al,, “High Efficiency Video Coding
(HEVC) Test Model 10 (HM10) Encoder Description, Joint Collaborative Team on
Video Coding JCT-VC) of ITU-T SG16 WP3 and ISG/IEC JTCY/SC29/WGH, 12th
Meeting: Geuneva, CH, 14-23 Jan. 2013, is available from:

bttp://phevix. nt-evry ft/ict/doc_end user/documents/12_Geneva/wgl VICTVC-L1002-

v3.zip.
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16645} Two extensions of HEVC sapporting 3D services have been under development
by the Joint Collaboration Team on 3D Video coding (JCT-3Vy of ITU-T Video Coding
Experts Group (VCEG) and [SG/IEC Motion Picture Experts Group (MPEG). The two
extensions are the moultiview extension to HEVC (MV-HEVC) and the 3D extension to
HEVC (3D-HEVC).

[806568] MV-HEVC supports the coding of muthtiple textore views withowut changing the
block level design of HEVC. A draft specification of MV-HEV, referred to as MV-
HEVC Working Draft 5 (WD5) and described in Tech et al., “MV-HEVC Draft Text 5,7
Yoint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) of
ITU-T 8G16 WP3 and ISOIEC JTCH/SC29/WG1 L, 5th Meeting: Vienna, AT, 27 Foly—
2 August 2013, JCTIV-E1004v6, is available from hitp://phenix.it-
sudparis.ew/jct2/doc_end user/documents/S Vienna/wgl /JCTIV-E1004-v6.zip.

[8651] 3D-HEVC supports the coding of multiview video plas depth format and
inclades new coding tools built in addition to the HEVC coding modules. The newly
ntroduced coding tools are applicable for both texture coding and depth coding. A draft
specification of 3D-HEVC, referred to as 3D-HEVC Working Draft 1 {WD1) and
described in Tech et al., “3D-HEVC Draft Text 1,7 Joint Collaborative Team on 3D
Video Coding Extension Developmerd (JUT-3V) of TTU-T 858G 16 WP 3 and ISO/IEC
JTC 1/8C 29/WG 1, 5th Meeting: Vienna, AT, 27 Jaly-2 August 2013, JCT3V-
E1001v3, is available from htip://phenix it-

sudparis.ew/jciZ/doc_end user/documents/S Vienna/wglI/JCTIV-EI0GT-v3.zip.

16052} FIG. 1 1s a block diagram illustrating an example video encoding and decoding
system 10 that may utilize techniques of this disclosure. As shown in FIG. 1, system 10
inchudes a source device 12 that provides encoded video data to be decoded at a later
time by a destination device 14. In particular, source device 12 provides the video data
to destination device 14 via a computer-readable medium 16, Source device 12 and
destination device 14 may comprise any of a wide range of devices, including desktop
computers, notebook (i.e., laptop) computers, tablet computers, set-top boxes, telephone
handsets such as so-called “smart” phones, so-called “smart” pads, televisions, camersas,
display devices, digital media players, video gaming consoles, video streaming deviee,
or the fike. In some cases, source device 12 and destination device 14 may be squipped
for wircless communication.

{8053 Deostination device 14 may receive the encoded video data to be decoded via

computer-readable medium 16. Computer-readable medium 16 may comprise any type
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of medium or device capable of moving the encoded video data from source device 12
to destination device 14, In one example, computer-readablie medihum 16 may comprise
a communication medium to cnable source device 12 to transmit cncoded video data
directly to destination device 14 inreal-time. The encoded video data may be
moduiated according to a communication standard, such as 8 wireless commumication
protocol, and transmitted to destination device 14, The commumication medivm may
comprise any wircless or wired comumunication medivm, such as a radio frequency (RF}
spectrum of one or more physical transmission Hues. The communication medium may
form part of a packet-based network, such as a local arca network, a wide-ares network,
or a global network such as the Internet. The communication mediom may inclode
routers, switches, base stations, or any other cquipment that may be uscful to facilitate
communication from source device 12 to destination device 14,

[8054] In some examples, encoded data may be owput from output interface 22 to a
storage device. Similarly, encoded data may be accessed from the storage device by
input interface. The storage device may mnclude any of a variety of distributed or locally
accessed data storage media such as a hard drive, Blu-ray discs, DVDs, CD-ROMs,
flash memory, volatile or non-volatile memory, or any other suitable digital storage
media for storing encoded video data. In 2 further example, the storage device may
correspond to a file server or another intermediate storage device that may store the
encoded video generated by source device 12, Destination device 14 may access stored
video data from the storage device via streaming or download. The file server may be
any type of server capable of storing encoded video data and transmitting that encoded
video data 1o the destination device 14, Example file servers inclade a web server (e.g.,
for a website}, an FTP server, network attached storage (NAS) devices, or a local disk
drive. Destination device 14 may access the encoded video data through any standard
data connection, ncluding an Intormet connection. This may include a wircless channel
{e.g., 2 Wi-Fi connection), a wired connection {e.g., DSL, cable modem, etc.), or a
combination of both that is suitable for accessing encoded video data stored on a file
server. The transmission of encoded video data from the storage device may be a
strearning transmission, a download transmission, or a combination thereof.

{8653} The techniques of this disclosure are not necessarily himited to wircless
applications or settings. The technigues may be applied to video coding in support of
any of a variety of multimedia applications, such as over-the-air television broadcasts,

cable television transmissions, satellite television transmissions, Internet streaming
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video transmissions, such as dynamic adaptive streaming over HTTP (DASH), digital
video that is encoded onto a data storage medium, decoding of digital video stored on a
data storage medium, or other applications. In some examples, system 10 may be
configured to support one-way or two-way video transmission to support applications
such as video streaming, video playback, video broadcasting, and/or video telephony.
[88%6] In the example of FIG. |, source device 12 includes video source 18, depth
estimation unit 19, video encoder 20, and output interface 22. Destination device 14
ncludes mput interface 28, video decoder 30, depth image based rendering (DIBR) unit
31, and display device 32, In other examples, a source deviee and a destination device
may wnchude other components or arrangements. For example, source device 12 may
receive video data from an external video scurce 18, such as an external camera.
Likewise, destination device 14 may interface with an external display device, rather
than including an integrated display device.

18657} The illustrated system 10 of FIG. 1 is merely one example. The technigues of
this disclosure may be performed by auny digital video encoding and/or decoding device,
Although generally the technigues of this disclosure are performed by a video encoding
device, the techniques may also be performed by a video encoder/decoder, typically
reforred to as a “CODEC”" Moreover, the technigues of this disclosure may also be
performed by a video preprocessor. Source device 12 and destination device 14 are
merely examples of such coding devices n which source device 12 generates coded
video data for transmission to destination device 14, In some examples, devices i2, 14
may operate in a substantially symmetrical manner such that each of devices 12, 14
include video encoding and decoding components. Hence, system 10 may support one-
way of two-way video transmission between video devices 12, 14, e.g., for video
streaming, video playback, video broadcasting, or video telephony.

(8058 Video source 18 of source device 12 may mnclude a video capture device, such as
a video camera, 4 video archive containing previously captured video, and/or a video
feed interface to receive video from a video content provider. As a further alternative,
video source 18 may generate computer graphics-based data as the source video, or a
combination of Hve video, archived video, and computer-generated video. In some
cases, if video source 18 is a video camera, source device 12 and destination device 14
may form so-called camera phones or video phones. As mentioned above, however, the
techniques described in this disclosure may be applicable to video coding in general,

and may be applied to wireless and/or wired applications. In each case, the captured,
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pre-captured, or computer-generated video may be encoded by video encoder 20, The
encoded video information may then be output by output interface 22 onto a computer-
readable medium 16.

(8059 Video source 18 may provide multiple views of video data to video encoder 20,
For example, video source 18 may correspond 10 an array of cameras, each having a
unique horizontal position relative to a particular scene being filmed. Alternatively,
video source 18 may generate video data from disparate horizontal camcera perspectives,
¢.g., using computer graphics. Depth estimation unit 19 may be configured 1o
determine values for depth pixels corresponding to pixels in a textare image. For
example, depth estimation unit 19 may represent a Sound Navigation and Ranging
{(SONAR) unit, a Light Detection and Ranging (LIDAR) untt, or other unit capable of
directly determining depth vahies substantially simultancously while recording video
data of a scene.

18068} Additionally or alternatively, depth estimation unit 19 may be configured to
calculate depth values indirectly by comparing two or more images that were captured
at substantially the same time from different horizontal camera perspectives. By
calculating horizontal disparity between substantially similar pixel values in the images,
depth cstimation unit 19 may approximate depth of various objects o the scene. Depth
estimation unit 19 may be functionally integrated with video source 18, in some
examples. For example, when video source 18 generates computer graphics images,
depth estimation unit 19 may provide actual depth maps for graphical objects, ¢.g,,
using z-coordinates of pixels and objects used to render texture images.

16661} Computer-readable medium 16 may include transient media, such as a wireless
broadcast or wired network transmission, or storage media (that i, non-transitory
storage media), such as a hard disk, flash drive, compact disc, digital video disc, Blu-ray
disc, or other computer-readable media. In some examples, a network server (not
shown) may receive encoded video data from source device 12 and provide the encoded
video daia to destination device 14, ¢.g., via network transmission. Similarly, a
computing device of a medium production facility, such as a disc stamping facility, may
recetve encoded video data from source device 12 and produce a disc containing the
encoded video data. Therefore, computer-readable medivm 16 may be understood to
inchide onc or more computer-readable media of various forms, in various examples.
(8062} Input interface 28 of destination device 14 recetves information from computer-

readable medium 16, The information of computer-readable medivm 16 may include
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syntax information defined by video encoder 20, which is also used by video decoder
30, that inclades syntax elements that describe characteristics and/or processing of
blocks and other coded units, e.g., GOPs. Display device 32 displays the deceded video
data to a user, and may comprise any of a varicty of display devices such as a cathode
ray tube (CRT), a hquid crystal display (LCD), a plasma display, an organic light
emitting diode {OLED) display, or another type of display device. In some examples,
display device 32 may comprise a device capable of displaying two or more views
stmultancously or substantially stowmaltancously, e.g., to produce a 3D visual effect fora
viewer.

[6063] DIBR unit 31 of destination device 14 may render synthesized views using
texture and depth information of decoded views received from video decoder 30, For
example, DIBR unit 31 may determine horizontal disparity for pixel data of texture
images as 8 function of values of pixels in corresponding depth maps. DIBR unit 31
may then generate a syonthesized image by offsetting pixcls in a texture image left or
right by the determined horizontal disparity. o this manner, display device 32 may
display one or more views, which may correspond to decoded views and/or synthesized
views, in any combination. Video decoder 30 may provide precision values for depth
ranges and camera parameters to DIBR undt 31, which may use the depth ranges and
camera parameters to properly synthesize views,

{8864} Although not shown in FIG. 1, in some aspects, video encoder 20 and video
decoder 30 may each be integrated with an audio encoder and decoder, and may include
appropriatc MUX-DEMUX units, or other hardware and seftware, to bandle encoding
of both andio and video 1n a commmon data stream ot separate data streams. [f
applicable, MUX-DEMUX onits may conform to the ITU H.223 multiplexer protocol,
or other protocols such as the user datagram protocol (UDP),

[8065] Video encoder 20 and video decoder 30 may operate according to a video coding
standard, such as the High Efficiency Video Coding (HEVC) standard presently under
development, and may conform to the HEVC Test Model (HM). Alternatively, video
encoder 20 and video decoder 30 may operate according to other proprictary or industry
standards, such as the ITU-T H.264 standard, alternatively referred to as MPEG-4, Part
19, Advanced Video Coding (AVC), or exiensions of such standards, soch as the MVC
extension of ITU-T H.264/AVC.

[8066] Video encoder 20 and video decoder 30 cach mray be topiemented as any of a

variety of suitable encoder circuitry, such as one or more nicroprocessors, digital signal
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processors {D3Ps), application specific integrated circuits (ASICs), field programmable
gate arrays (FPGAg), discrete logic, software, hardware, firmware or any combinations
thereof. When the techniques are implemented partially in software, a device may storg
instructions for the software in a suttable, non-transitory computer-readable medivm and
exccute the instructions in hardware using one or more processors to perform the
techniques of this disclosure. Each of video encoder 20 and video decoder 30 may be
included in one or more enceders or decoders, either of which may be intograted as part
of a combined encoder/decoder (CODEC) in a respective device. A device including
video encoder 20 and/or video decoder 30 may comprise an integrated cireuit, 2
microprocessor, and/or a wireless commumication device, such as a cellular telephone,
(8067} Inmially, example coding techniques of HEVC will be discussed. The HEVC
W19, referenced above, presames several additional capabilities of video coding
devices relative to existing devices according to, e.g., ITU-T H264/AVC. For example,
whercas H.264 provides nine inira-prediction enceding modes, the HEVC WD may
provide as many as thirty-three angular intra-prediction encoding modes plus DC and
Planar modes.

[8068] In HEVC WD and other video coding standards, 8 video sequence typically
includes a series of pictures. Pictures may also be referred to as “frames.” A picture
may include three sample arrays, denoted Se, Scv, and Sqr. Bp 1 a two-dimensional
array (i.¢., a block) of loma samples. Scp 15 2 two-dimensional array of Ch chrominance
sampics. Sc, is a two-dimensional array of Cr chrominance samples. Chrominance
saropics may also be referred to herein as “chroma™ samples. In other instances, 2
picture may be monochrome and may only Inclade an array of huna samples.

[80669] The HEVC WD10 describes that a video frame or picture may be divided into a
sequence of coding tree units (CTUs) or largest coding units (LCU) that include both
huma and chroma samples. A CTU has a sumilar purpose as a macroblock of the H.264
standard. A slice includes a number of consecutive CTUs in coding order. A video
frame or picture may be partitioned into onc or more slices. Hach CTU may be split
ntoe coding units {Cls) according to a guadtree. For example, a CTU, as a root node of
the quadtree, may be split into four child nodes, and each child node may mturn be a
parent node and be split into another four child nodes. A final, unsplit child node, as 2
leaf node of the quadtree, comprises a coding node, i.¢., a coded video block, Syntax
data associated with a coded bitstream may define a maximuom sumber of times a CTU

may be split, and may also define a minimum sive of the coding nodes.
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1867681 A CU incluades a coding node and prediction units (PUs) and transtorm units
{TUs) associated with the coding node. A size of the CU corresponds to a size of the
coding node and must be square in shape. The size of the CU may range from 8x¥
pixels up to the size of the treeblock with a maximum of 64x64 pixels or greater. Fach
CU may contain one or more PUs and one or more TUs. Syntax data associated with a
CU may describe, for example, partitioning of the CU nto one or more PUs.
Partitioning modes may differ between whether the CU is skip or direct mode encoded,
intra-prediction mode enceded, or inter-prediction mode encoded. PUs may be
partitioned to be non-square in shape. Syntax data associated with a CU may also
describe, for example, partitioning of the CU into one or more TUs according to a
quadiree. A TU can be square or non-sguare in shape.

[8871] The HEVC WD 10 allows for wansformations according to TUs, which may be
different for different CUs. The TUs are typically sized based on the size of PUs within
a given CU defined for a partitioned CTU or LLU, although this may not always be the
case. The TUs are typically the same size or smaller than the PUs. In some exampies,
residoal samples corresponding to a2 CU may be subdivided into smaller units using a
guadtree structure known as “residual quad tree” (RQT). The leaf nodes of the RQT
may be referred to as TUs. Pixel difference values associated with the TUs may be
transformed to produce transform coefficients, which may be quantized,

{84721 In general, a PU includes data related to the prediction process. For example,
when the PU is intra-maode encoded, the PU may inclode data describing an intra-
prediction mede for the PU. As another exarople, when the PU is inter-meede encoded,
the PU may include data defining a motion vector for the PU. The data defiming the
motion vector for a PU may describe, for example, a horizontal component of the
motion vector, a vertical component of the motion vector, a resolution for the motion
vector {(e.g., one-quarter pixel precision or one-cighth pixel precision), 2 reference
picture to which the motion vector points, and/or a reference picture list {e.g., List 0 or
List 1} for the motion vecior

164731 In general, a TU is used for the transform and quantization processes. A given
CU having one or more PUs may also include one or more TUs. Following prediction,
video encoder 20 may calculate residual values corresponding to the PU. The residual
values comprise pixel difference values that may be transformed into transform
coefticicnts, quantized, and scanned using the TUs 1o produce serialized transtorm

coefficients for entropy coding. This disclosure typically uses the term “video block” to
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refer to a coding node of a CUL In some specific cases, this disclosure may also use the
term “video block™ to refer to a UTU, also referred to as a LOU, ora CU, which
inchides a coding node and PUs and TUs.

(8074} A video sequence typically includes a series of video frames or pictures. A
group of pictures {GOP) generally comprises a series of one or more of the video
pictures. A GOP may include syntax data in a header of the GOP, a header of one or
more of the pictores, or elsewhere, that describes a number of pictures included in the
GOP. Eachslice of a picture may include slice syntax data that describes an encoding
maode for the respective slice. Video encoder 20 typically operates on video blocks
within individual video shices in order to encode the video data. A video block may
correspond to a coding node within a CU. The video blocks may have fixed or varying
sizes, and may differ in size according to a specified coding standard.

(88751 As an example, the HEVC WD 0 supports prediction in varicus PU sizes.
Assuming that the size of a particular CU is 2Nx2ZN, the HEVC WD supporis intra-
prediction in PU sizes of 2ZNxZN or NxN, and mter-prediction in symmetric PLU sizes of
ZNRIN, 2NN, Nx2N| or NxN. The HEVC WD10 also supports asymmetric
partitioning for inter-prediction in PU sizes of 2NxnU, 2NxanD, nlx2N, and nRx2N. In
asynunetric partitioning, one divection of a Cl s not partitioned, while the other
direction is partitioned into 25% and 75%. The portion of the CU corresponding to the
25% partition is indicated by an “n” followed by an indication of “Up”, “Down,” “Left,”
or “Right.” Thus, for example, “ZNxnlU” refers to a 2Nx2N 1 that is partitioned
horizontally with a 2Nx0.5N PU on top and a 2Nx1.5N PU on bottom.

16676} In this disclosure, “NxN” and “N by N” may be used interchangeably to refer o
the pixel dimensions of a video block in terms of vertical and horizontal dimensions,
¢.g., 16x16 pixels or 16 by 16 pixels. In general, a 16x16 block will have 16 pixcls ina
vertical direction {y = 16) and 16 pixels in a horizontal divection (x = 16). Likewise, an
NxN block generally has N pixels in a vertical divection and N pixels in a horizontal
direction, where N represents a nonnegative integer value. The pixels in a block may be
arranged i rows and columns. Morcover, blocks noed not necessarily have the same
number of pixels n the horizontal divection as in the vertical direction. For example,
blocks may comprise NxaM pixels, where M is not necessarily equal to N

(8077} Following intra-predictive or inter-predictive coding using the PUs of a CU,
video encoder 20 may calculate residual data for the TUs of the CU. The PUs may

comprise pixel data in the spatial domain (also referred to as the pixel domain) and the
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TUs may comprise coefficients in the transform domain following application of a
transform, ¢.g., a discrete cosine transform (DCT), an mtoger transtorm, a wavelet
transform, or a conceptually similar transform to residual video data. The residual data
may correspond to pixel differcnces between pixels of the unencoded picture and
prediction values corresponding to the PUs. Video encoder 20 may form the TUs
mclading the resideal data for the CU, and then transform the TUs to produce transform
coefficienis for the CU.

16478} Following any transforms to produce transform coefficients, video encoder 20
may perform quantization of the transform coefficients. Quantization generally refers to
a process in which transform coefficients are quantized to possibly reduce the amount of
data used to represent the cocfficients, providing further compression. The quantization
process may reduce the bit depth associated with some or all of the coefficients. For
example, an #-bit value may be rounded down to an m-bit value during guantization,
where # is greater than m.

16479) In some examaples, video encoder 20 may utilize a predefined scan order to scan
the quantized transtorm coefficients to produce a serialized vector that can be entropy
encoded. In other examples, video encoder 20 may perform an adaptive scan. After
scanning the quantized transform cocfficients to form a one-dirmensional vector, video
encoder 20 may entropy encode the one-dimensional vector, ¢.g., according to context
adaptive variable length coding (CAVLC), context adaptive binary arithmetic coding
{(CABAQ), syntax-based context-adaptive binary arithmetic coding (SBAC), Probability
Interval Partitioning Entropy (PIPE} coding or another endropy enceding methodology.
Video encoder 20 may also entropy encode syntax clements associated with the encoded
video data for use by video decoder 38 in decoding the video data.

(8088} To perform CABAC, video encoder 20 may assign a context within a context
model to 2 symbol to be transmitted. The cordext may relate to, for example, whether
neighboring values of the symbol are non-zero or not. To perform CAVLC, video
encoder 20 may select a variable length code for a symbol to be transmitied.

Codewords in VLC may be constructed such that relatively shorter codes correspond 1o
more probable symbols, while longer codes correspond to less probable symbols. In
this way, the use of VLC may achieve a bit savings over, for example, using equal-
length codewords for cach symbol to be transmitted. The probability determination

may be based on a context assigned to the symbol.
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16081} Video encoder 20 may output a bitstream that includes a sequence of bits that
forms a representation of coded pictures and associated data. The bitstream may
comprise a sequence of network abstraction layer (NAL) units. Each of the NAL units
includes 2 NAL unit header and encapsulates a raw byte sequence pavioad (RBSP). The
NAL unit header may include a syntax clement that indicates a NAL unit type code.
The NAL umnit type code specified by the NAL unit header of a NAL unit indicates the
type of the NAL unit. A RBSP may be a syntax structure containing an intoger number
of bytes that is encapsulated within a NAL unit. In some instances, an RBSP meludes
7ero bits.

[6082] Different types of NAL units may encapsulate different types of RBSPs. For
example, a first type of NAL unit may encapsulate a RBSP for a picture parameter st
{PPS}, a sccond type of NAL unit may encapsulate a RBSP for a coded slice, a third
type of NAL unit may encapsulate a RBSP for Supplemental Enhancement Information
(SEI}, and so on. A PPS is a syntax structure that may confain syntax clements that
apply to zere or more entire coded pictures. NAL units that encapsulate RBSPs tor
video coding data {as opposed to RBSPs for parameter scts and SEI messages) may be
referred to as video coding layer (VCL) NAL units. A NAL unit that encapsulates a
coded shice may be referved to herein as a coded slice NAL unit. A RBSP for a coded
shce may include a slce header and shce data.

{88831 Video decoder 30 may recetve a bitsiream. In addition, video decoder 30 may
parse the bitstream to decode syntax clements from the bitstream. Video decoder 36
may reconstruct the pictures of the video data based at least in part on the syntax
clements decoded from the bitstream. The process to reconstruct the video data may be
generally reciprocal to the process performed by video encoder 20. For instance, video
decoder 30 may use motion vectors of PUs to determine predictive blocks for the PUs
of a current CU. Video decoder 30 may use a motion vector or motion vectors of Pls
to generate predictive blocks for the PUs.

18884} In addition, video decoder 30 may inverse quantize coefficient blocks associated
with TUs of the current CU. Video decoder 30 may perform mverse transforms on the
coefficient blocks to reconstruct transform blocks associated with the TUs of the current
CU. Video decoder 36 may reconstruct the coding blocks of the current CU by adding
the predictive samples of the predictive blocks for PUs of the current CU 1o
corresponding residual samples of the transform blocks of the TUs of the current CU.

By reconstructing the coding blocks for each CU of a picture, video decoder 30 may
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reconstruct the picture. Video decoder 30 may store decoded pictures in a decoded
picture baffer for outpat and/or for use in decoding other pictares.

(8085} In MV-HEVC and 3D-HEVC, video encoder 20 may geoerate a multi-layer
bitstream that comprises a series of network abstraction layer (NAL) units. Different
NAL units of the bitstream may be associated with different layers of the bitstream. A
layer may be defined as a set of video coding layer (VCL) NAL units and associated
non-VOL NAL units that have the same layer identifier. A layer may be equivalent to a
view in nulti-view video coding. In nulti-view video coding, a layer can contain all
view components of the same layer with different time nstances. Each view component
may be a coded picture of the video scene belonging to a specific view at a specific time
instance. In 3D-HEVC, a laver may contain cither ali coded depth pictures of a specific
view or coded texture pictures of a specific view. Similarly, in the context of scalable
video coding, a layer typically corresponds to coded pictures having video
characteristics different from coded pictures in other layers. Such video characteristics
typically include spatial resolution and quality level (Signal-to-Noise Ratio). In HEVC
and 1ts extensions, temporal scalability may be achieved within one layer by defiming a
group of pictures with a particelar temporal level as a sub-layer.

{8086} For cach respective layer of the bitstream, data in a lower layer may be decoded
without reference to data in any higher layer. In scalable video coding, for example,
data in a base layer may be decoded without reference to data in an enhancement layer.
WAL units only encapsulate data of a single layer. A view may be referred to as 3 “base
fayer” if video decoder 30 can decode pictures in the view without reference to data of
any other laver. The base layer may conform to the HEVC base specification. Thas,
MNAL units encapsudating data of the highest remaining layer of the bitstream may be
removed from the bitstream without affecting the decodability of data in the remaining
tayers of the bitstream. In MV-HEVC and 3D-HEVC, higber layers may inclade
additional view components.

188871 Some general features of video coding will now be discussed more detail,
Initially, motion information will be discussed. For sach block, a set of motion
nformation may be available. A set of motion information inchides motion mformation
for forward and backward prediction directions. Here, forward and backward prediction
directions arg two prediction directions of a bi-directional prediction mode and the
terms “forward” and “backward” do not necessarily have a geometry meaning; instead,

they correspond to veference picture list § (RefPicListd) and reference picture st 1
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{RetPickist) of a current picture. When only one reference picture fist is available for
a picture or slice, only RefPicListd may be available and the motion information of each
block of a slice is always forward.

{8088} For cach prediction direction, the motion information includes a reference index
and a motion vector. Tn some cases, for simplicity, a metion vector itself may be
referred to in a way that it is assumed that it has an associated reference index. A
reference index is used to identify a refercuce picture in the current reference picture list
(RetPichistd or RetPiclistl). A motion vector has a horizontal and a vertical
component,

{8689} Picture order count (POC) is widely used in video coding standards to identify a
display order of a picture. Although there arc cases where two pictures within one
coded video sequence may have the same POC value, it typically does not happen
within a coded video sequence. When multiple coded video sequences are present ina
bitstream, picturcs with a same value of POC may be closer to ¢ach other in terms of
decoding order. POC values of pictures are typically used for reference picture list
construction, derivation of a reference pictare set as in HEVC, and motion vector
scaling.

(8098} Some specific techniques in H.264/AVC will now be discussed. Initially, the
macroblock structure in AVC will be discussed. In H.264/AVC, cach inter macroblock
{MB) may be partitioned in four different ways: one 16x16 MB partition, two 16x8 MB
partitions, two 8x16 MB partitions, or four 8x8 MB partitions. Different MB partitions
in one MB may have different reference index values for each direction (RefPiclist0 or
RetPicListl). When an MB is not partitioned into four 8x8 MB partitions, it has only
one motion vector for cach MB partition in cach direction. When an MB is partitioned
into four 8x8 MB partitions, cach 8x8 MB partition can be further partitioned into sub-
blocks, each of which can have a different motion vector in each direction.

{68091} There are four different ways to get sub-blocks from an 8x8 MB partition: one
8x& sub-block, two 8x4 sub-blocks, two 4x% sub-blocks, or four 4x4 sub-blocks. Each
sub-block can have a different motion vector in each direction. Motion vectors,
thercfore, are present at a level equal to or higher than the sub-block level.

{8692} The temporal direct mode in AVC will now be discussed. In AV temporal
direct mode may be enabled at either the MB level or the MB partition level for skip or
direct modes in B slices. For cach MB partition, the motion vectors of the block co-

tocated with the current MB partition in the RefPicListi] 0 | of the current block are
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used to derive the motion vectors. Each motion vector in the co-located block is scaled
based on POC distances.

(8093} Some specific techniques in HEVC will now be discussed. In HEVC, the largest
coding voit (CU) in a slice is called a coding trec block (CTB). A CTH inchudes a guad-
tree, and the nodes of the quad-tree are CUs. The size of a CTB can range from 16x16
to 64x64 in the HEVC main profile, although technically 828 CTB sizes may be
supported. The size of a CU may range from as large as the same size as the CTB to as
small as 8x8. Each Cl is coded with one mode. When a ClJ 18 inter coded, the CU
may be further partitioned into two or four prediction units (PUS) or become just one
PU when further partitioning does not apply. When the CU is inter coded, one set of
motion information is present for cach PU of the CU. In addition, cach PU of the CU is
coded with a unique nter-prediction mode to derive the associated set of motion
mformation.

18694} FIG. 7 is a conceptual diagram illustrating cight partition modes 33A-33H
(“partition modes 337 for defining PUs of a CU. A PU 1s a region on which prediction
is apphed that 1s defined by partitioning the CU. As shown in FIG. 2, a PU is not
restricted to being square in shape, in order to facilitate partitioning of the CU to match
the boundaries of real objects in the picture. Hach CU includes one, two, or four PUs
depending on the partition mode. In some examples, when two PUs are present in one
CU, the PUs may be half-size rectangles, as in the PART 2NxN 33B and PART NxZN
33 partition modes. in other examples, when two PUs are present in one CU, the PUs
may be two rectanglies with sizes of one-quarter or three-quarters the size of the CU, as
inthe PART ZNxnl] 33E, PART 2NxnD 33F, PART nbx2N 330, and PART nRx2N
33H partition modes. The PART 2Nx2N 33A and PART NxN 33D partition modes
arg used for an intra-coded CU. The PART NxN 33D partition mode is allowed only
when the corresponding CU size is equal to the mininwum CU size.

[8095] FIG. 3 18 a conceptual diagram illustrating a transform tree structure 34 within a
CU. Each CU corresponds to one transform frge, which is a quad-tree, the leaf of which
18 a transform unit (T1)). Each of the TUs in transform tree structure 34 is a square
region on which transform and quantization processes ave applied that is defined by
quad-tree partitioning of the CU. As shown in FIG. 3, a TU is always square in shape.
A TU may be as large as 32x372 samples down to 4x4 samples. A maximum guad-tree
depth, i.e., how far the transform tree structure 34 may be split to form leat nodes, is

adjustable and specified in the slice header syntax. For an inter CU, a4 TU can be larger
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than a PU, 1.e, the TU may contain PU boundaries. For an mtra CU, however, a TU
cannot cross PU boundaries.

(8096} A syntax clement rgt_root cbf equal to 1 specifics that a ransform _free symiax
structure is present for a currend CU. The syotax clement 1qt_root_chfequalto 0
specifies that the transform_tree syntax structure is not present for the current CUL
When the syntax element rqt_root_cbf s not present, s valoe is inferred to be equal to
1. When the syniax ¢lement rqt_root_cbt is equal to 0, the transform tree only contains
one node, meaning it is not further split and a sphit_transform_flag is equal to 0. Fora
node mside the transtorm tree, if it has a split_transform_flag equal to 1, it is further
split into four nodes, and a leaf of the transform tree has a split_transform flag oqualto
8.

(8097} For simplicity, if a TU or transform tree corresponds to a block which does not
have a transform, it is still considered to be a TU or transform unit because the hierarchy
of the fransform itself still cxists oven though the transfornt is not apphied. Typically, a
transtorro skipped block corcesponds to a transform unit.

16098} A coded block flag (cbf) of a TU equal to 1 specifies that the TU contains one or
more non-zero transform coefficient lovels, 1.e., not equal to 0. A CBF of a TU equal to
 specifies that all transform coefficient levels of the TU are equal t0 0. A CBF is set
for each component of the TU, .., 8 CBF 1s set for each of lominance (Y) and
chrominance {Cb and Cr) components,

188991 In the HEVC standard, there are two inter prediction modes, named merge and
advanced motion vector prediction (AMVP) modes, for predicting motion for a current
prediction unit (PU). A skip mode is considered a special case of the merge mode. In
either the AMVP or merge mode, a motion vector (MV) candidate list is maintained that
inchides multipie motion vector predictors. The motion vectors, as well as associated
reference ndices in the merge mode, are generated for the current PU by sclecting one
of the candidates from the MV candidate Hist.

18168 In the merge mode, the MV candidate Hst includes up to five candidates. A
merge candidate may contain a set of motion information, e.g., motion vectors
corresponding to both reference picture lists (hist ¢ and hist 1) and the associated
reference indices. I a merge candidate is identified by a merge index for the corrent
PU, the motion vectors and associated reference pictures are used for the prediction of

the current FU.
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18181} In the AMVP mode, the MV candidate Iist includes only two candidates, An
AMVP candidate contains motion vectors corresponding to both reference picture lists
{(list 0 and list 1). [fan AMVP candidate is identificd by an AMVP index for the cuorrent
PU, a reference index needs to be explicitly signaled for each potential prediction
direction from cither list 0 or Iist 1 together with the AMVP index since the AMVP
candidate includes only a motion vector. In the AMVP mode, the predicted motion
vectors may be further refined by signaling a motion vector difference and performing
motion vector scaling.

18162} As described above, a merge candidate inchudes to a full set of motion
mformation while an AMVP candidate includes just one motion vector for a speeific
prediction divection and explicitly signaled refercoce jndex. The candidates for both
modes are derived similarly from the same spatial and temporal neighboring blocks of
the current PU.

14183} FIGS. 4A and 4B are conceptual diagrams illustrating spatial neighboring
candidates for the merge mode and the AMVFE mode, respectively. Spatial MV
candidates are derived from the neighboring blocks shown in FIGS. 4A and 4B, fora
current PU (PUG), although the methods for generating the candidates from the blocks
differ for the merge and AMVP maodes.

{68184} In the merge mode, up to four spatial MV candidates may be derived from the
neighboring blocks of PUQ 90 in the numbered order shown in FIG. 4A. Inthe
illustrated example of FIG. 4A, the order is as follows: left block (8), above black (1},
above right block (2}, below left block (3), and above left block (4).

16165} In the AMVP mode, up to two spatial MV candidates may be derived from the
neighboring blocks of PUO 92 in the numbered order shown in FIG. 4B, The
neighboring blocks of PUO 92 are divided into two groups: a left group including the
below left block (1) and the left block {1}, and an above group including the above right
block (2}, the above block (3}, and the above left block (4), as shown on FIG. 4B. For
cach group, a motion vector for a neighboring block that refers to the same reference
picture as the explicitly signaled reference index for PUO 92 has the highest priority of
being chosen to form a final MV candidate of the group. In some examples, it is
possible that none of the neighboring blocks have a motion vector that points to the
explicitly signaled reference picture. If such a MV candidate cannot be found, the first
available motion vector will be scaled 1o form the final MV candidate of the group. In

this case, any temporal distance differences will be compensated.
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16186} FIG. 5A 15 a conceptual diagram illustrating temporal motion vector prediction
{TMVP) candidates for a corrent PU (PUQ) 94, A TMVP candidate, if enabled and
available, is added into the MV candidate fist after the spatial MV candidaies. The
process of motion vector derivation for a TMVP candidate is the same for both the
merge mode and the AMVP modes. In the merge mode, however, the target reference
index for the TMVP candidate is always set to O

18187} The primary block location for TMVP candidate derivation is the botom right
block cutside of a co-located PU (PU1) 96 of PUQ 94, as shown 1o FIG. 54 as block T
97. Bottom right block T 97 1s selected to compensate the bias to the above and left
blocks used to generate the spatial neighboring candidates. I, however, the bottom
right block T is located outside of the current LCU 98 of PUD 94 (i.c., in position 99) or
the motion information for the bottom right block T 97 is not available, the block used
for TMVP candidate derivation is substitated with a center block T 95 of PU0 94.
13108} FIG. 5B is a concepiual diagram illustrating MV scaling for the TMVP mode for
& current PU 1006 in current picture 102, A motion vector for a TMVP candidate is
derived from a co-located PU 104 of co-located picture 106, indicated in the slice level.
Similar to temporal direct mode tn AVC, described above, a motion vector of the
TMVP candidate may be generated for current PU 100 using scaling, which is
performed to compensate the differences between the co-located temporal distance (i.e.,
the distance between co-located picture 106 and co-located reference picture 107) and
the current temporal difference (i.c., between current picture 102 and current refercnce
picture 103), as shown in FIG. 5B,

16169] Other aspects of motion vector prediction in HEVC will now be discassed. In
motion vector scaling, 1t is assumed that the value of motion vectors is proportional to
the distance of pictures in the presentation time. A motion vector associates two
pictures: the reference picture and the picture countaining the motion vector (namely the
containing picture). When a motion vector is utilized to predict another motion vector,
the distance of the containing picture and the reference pictore is calculaied based on the
Picture Order Courd (POC) values of the pictures. For a motion vector 1o be predicted,
both 1ts containing picture and associated reference picture may be different. In this
case, a new distance (based on POC) is calculated. The motion vector is scaled based
on these two POC distances. For a spatial neighboring candidate, the containing

pictures for the two motion vectors arce the same while the reference pictures are
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different. In HEVC, motion vector scaling applies to both TMVP and AMVP for spatial
and temporal neighboring candidates.

(8118} In artificial motion vector candidate generation, if a motion vector candidate list
is not complete (3.¢., less than the prescribed number of candidates arc available),
artificial motion vector candidates may be generated and inserted at the end of the hist
until the hist includes the prescribed number of candidates. In the merge mode, there are
two types of artificial MV candidates: a3 combined candidate derived only for B slices,
and zevo candidates used only for AMVE if the first type does not provide enough
artificial candidates. For cach pair of candidates that are already in the candidate hist
and have the necessary motion information, bi-directional combined motion vector
candidates are derived based on a combination of a raotion vector of a first candidate
veferring to a picture i list O and a motion vector of a second candidate referring to 2
pictare in bist L

18111} In the proning process for candidate insertion, candidates from different blocks
may happen to be the same, which decreases the efficiency of a merge/AMVP candidate
fist. A pruming process may be applied to address this problem. The pruning process
compares one candidate against the others in the current candidate list to avoid nserting
an identical candidate in certain circumstances. To reduce the complexity, ondy 2
himited number of pruning processes may be applied, instead of comparing each
potential candidate with all the other existing candidates.

18112} A deblocking filier process in HEVC will now be described. The deblocking
filter process is performed for cach CU of a video block in the same order as the
decoding process. First, vertical edges are filtered (i.e., horizontal filiering) and then
horizontal edges are filtered (i.e., vertical filtering). Deblocking filtering is applied to
block boundaries within the CU that are determined to be filtered, both for huna and
chroma components. n some examples, 8x% block boundarics are filtered while 4x4
block boundarics are not processed in order to reduce complexity., Two kinds of
boundaries are involved in the deblocking filier process: TU boundarics and PU
boundaries. CU boundaries are alse considered, since CU boundarics arc necessarily
also TU and PU boundaries.

[8113] FIG. 6 1s a flow diagram illustrating an example processing flow 108 of a
deblocking filter process. A boundary can have three filtering status valucs: no filtering,
weak filtering, and strong filtering. Each filtering decision is based on boundary

strength, Bs, and threshold valaes, B and tc.
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16114} FIG. 7 1s a flow diagram illustrating an example operation of a boundary
strength (Bs) calculation 110 for a deblocking filter process. The boundary strength
{Bs) reficcts how strong a filtering process may be needed for the boundary. For
example, a Bs value of 2 indicates strong filtering, a Bs value of 1 indicates weak
filtering, and a Bs value of ( indicates no deblocking filtering,

(8115} Let P and Q be defined as blocks that are involved in the filtering, where P
represents the block located to the left {in the vertical edge casc) or above (in the
horizontal edge case) the boundary to be deblocked, and Q reprosents the block focated
1o the right (in the vertical edge case) or above (in the horizontal edge case) the
boundary to be deblocked. The operation tHhwstrated in FIG. 7 indicates how the Bs
vakue is calculated based on the intra coding mode, the existence of non-zero transform
coefficients, reference pictures, mumber of motion vectors, and motion vector
differences.

1#116] FIG. 8 is a conceptual diagram illustrating reused or referred information for a
Bs calculation between pixels in a grid 112 at a coding tree unit (CTU) boundary 113
for a de-blocking filter process. The Bs 1s calculated on a 4x4 block basis, but 1t s re-
mapped to an 8x8 grid. The maximum of the two values of Bs that correspond to 8
pixels consisting of a line in the 4x4 grid is selectod as the Bs for boundarics in the 8x8
grid. At CTU boundary 113, mformation on every second block {on a 4x4 grid) to the
feft or above is re-used as depicted in FIG. 8, in order to reduce the line buffer memory
requircment.

18117} Threshold values " and 1" are involved in the filter on/off decision, strong and
weak filter selection, and weak filtering process. The threshold values are derived from
the value of the huma quantization parameter, 3, as shown in Table 1 below,

Tabie 1 — Derivation of threshold variables from input

Q6 112131435161 71859 1011121131 14315116117118
B0 1010610 0101010101 01010101016 1718
(L6 P 010 0 03010 0 0 001 D10 010010 ]

Q119120121 122123 424125126127 12812913031 132133134135136;37
B I 1201314115116 17118120122 1241261 28130132134136
tCi ittt i 2e 2820203130303 414141404
138139140141 142143144 145146147 148149 1501511521353

B 138140142 144146148150 152154156158 601621641 -1 -

t i3 S 6161789 0 IL I3 1416181201221 24

The variable B is dorived from § as follows:

B=R*{1 << {BitDepthy — § })
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The variable t- is derived from 127 as follows:

o=t * {1 << ( BitDepthy ~ 8 )}
(8118} FIG. 9 is a conceptual diagram illustrating pixels in P block 116 and Q block
117 mvolved in an on/off filter decision and a strong/weak filter selection for a
deblocking filter process at boundary 114, The filter on/off decision is made using four
tines of pixels that cross boundary 114, which are each grouped as a unit (shown in FIG,
9 using black outlined boxes} o reduce computational complexity. The six pixels
included in cach of the two boxes in a first set of four lines 114 are used to determine
whether the filter is on or off for first set of four hines 118, The six pixels included in
cach of the two boxes in second set of four lines 119 are used to determine whether the
filter is on or off for the second set of four lines 119,
{8118 The following variables are defined for the on/off filter decision:

dp0 = 1{pop~2%pio+ oo |

dp3 =Pz~ 2%pis + Pos |

ded =1 qzo—2¥quo+ Qoo |

dgd =i qea—2%qi3 + Qo3 |
If dp0-+dagO+dp3+dg3 <8, filtering for the first set of four lines 118 is turned on, and the
strong/weak filier sclection process is applied. If this condition is not met, no filtering
1s done for the first set of four lines 118,
[#128] Additionally, if the condition is met, the variables dE, dEp! and dEp?2 are set as
follows:

dE is set equal to 1

HWdpl +dp3 <(B+(p>> 1)) >> 3, the variable dEp! is set equal to 1

Hdgl +dg3 < (B + (B>>1})>> 3, the variable dEql is set equal to 1
A filter on/off decision is made in a similar manner as described above for the second
sot of four lines 119,
{8123} If filiering is turned on, a decision is made between strong and weak filtering,
The pixels involved are the same as those used for the filter on/off decision, as depicted
i F1G. 9. i the foliowing two sets of conditions are met, a strong filter is used for
filtering of the first set of four lines 118, Otherwise, a weak filter 15 used.
{1y  2%(dpO+dgd) <(P>>2 1 1 p30-ple !+ glo—q3s | <(B>>3 )yand | ple—qly |

<{5F g 1y
2y 2¥dp3+dg3)y < (B>>2 ) {p3s-ph{+ gl —q3: [ < ($>>3 )and | pli— qls |

< ' 5* fC -+ i ) >
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The decision on whether to sclect strong or weak filtering for the second set of four
Hnes 119 is made in a similar manner.
(8122} For strong filtering, the filtered pixel values arc obtained by the following
equations. Note that three pixels are modificd using four pixels as an input for cach of P
block 116 and Q@ block 117,

po’ = {pyt 2%p + 2Fpp A+ 2¥ge b+ 4 Y>> 3

qo’ ={p1+ 2%+ 2¥%q + 2% +qpt+4)>>3

prr={ptpiFtpotat2)>>2

g ={pptgtq gty
Q@ ={ptq+q+Ifp g

(8123} For weak filtering, the filtered pixel values are obtained by the following

P2’ = (2¥ps+ 3% patpy Fpot et 4) >3
)

+4

[

equations. Note that two pixels are modified using three pixels as an input for cach of P
block 116 and  block 117,
Delta (A) 1s defined as follows.
A=(S8*(qg-po)—-3%{qgi—-p)+8)y>4
When abs(A) is less than ic ¥10,
A=ChHp3{-tc,tc, A)
po’ = Cliplv{ po+ A}
qo” = Chplv{go-A)
1fdEpl s cqualto 1,
Ap=Clp3(-{tc >> 1) te >> L{{(patpot 1}>> 1) ~pi+A)>>13}
pr = Cliplvip + Ap)
IfdEq] is equal to |,
Aq=CHp3(-(tc > Dhte >> 1 ({({prg+1)>> 1} -q~A)>>1)
g =Cliplv{ qi + 2Aq)
{8124} The above described deblocking decisions are for filtering huma components.
The boundary strength Bs for chroma filtering is inherited from luma. If Bs > 1, chroma
filtering 1s performed. No filter sclection process is performed for chroma, since only
one filter can be applied. The filtered sample values py” and qo” are derived as follows,
A= Clip3(-tc. te, (({{(Qo—po)<<2)+pr—q+4)>>3))
po’ =Cliplc(pe+ A
Go" =Cliple{ge-A)
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161258} Some specific techniques in 3D-HEVC will now be discussed. The 3D video
extension of the HEVC standard (3D-HEVC) is under development by JCT-3V. The
3D-HEVC exiension supports the coding of multiview video plus depth format.

(8126} FIG. 10 18 a conceptual diagram tllustrating a multiview prediction structure 120
for 3-view cases, where V3 denotes the base view and a picture in a non-base view (i.e,,
V1 or V3} may be predicted from pictures in the base view of the same time instance.
Inter-view sample prediction, which uses the multiview prediction structure 120
ilustrated in FIG. 10, is supported by the multiview extension of HEVC (MV-HEVC).
Both MV-HEVC and 3D-HEVC are compatible to HEVC in a way that the base or
texture view (L.e., V31 is decodable by an HEVC decoder.

(8127} In MV-HEVC, a current picture in a non-base view (i.c., V1 or V5) may be
predicted by both pictures in the same view and pictures in a reference view of the same
time instance by including all of these pictures in reference picture lists for the corrent
picture. A refercnce picture list of the current picture, therefore, contains both temporal
reforence pictures and inter-view reference pictures. A motion vector associated with a
reference ndex corresponding to a temporal reference picture is denoted as a temporal
motion vector., A motion vector associated with a reference index corresponding to an
inter-view reference picture s denoted as a disparity raotion vector.

[8128] The 3D-HEVC extension supports all the features of MV-HEVC such that inter-
view sample prediction is also supported by 3D-HEVC. In addition, the 3D-HEVC
extension sepports more advanced texture-only coding tools and depth
related/dependent coding tools, which arc not supported by the MV-HEVC extension.
The texture-only coding tools may require the identification of the corresponding blocks
between views that belong to the same object. Disparity vector derivation, therefore, is
a basic technology in 3D-HEVC.

(8129} One key aspect of vualtiview coding techuology is to identify the corresponding
blocks of different views by precise and efficient derivation of the disparity vectors. In
3D-HEVC, Neighboring Block based Disparity Vector (NBDV} derivation is designed
in a way similar to the AMVP and merge modes in HEVC. Disparity vectors, however,
are purely derived from neighboring blocks, so no additional bits are needed for further
refinement or scaling of the disparity vectors. When inter-view sample prediction is
enabled, the motion vectors corresponding to inter-view reference pictures, namely
disparity motion vectors, are already present together with normal motion vectors,

namely temporal motion vectors, in the motion ficld for a current block. The basic idea
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of NBDV derivation 1s to make use of the disparity motion vectors in the motion field,
by checking only the spatial and temporal neighboring blocks.

[8138] FIG. 11 is a conceptual diagram illustrating spatial neighboring biocks accessed
for NBDV derivation for a current block 122, where the spatial neighboring blocks for
NBDY derivation are the same as those accessed for merge mode and AMVP mode.
The spatial neighboring biocks, AG, Al, B0, B1 and B2, accessed for NBDV are the
same as those aceessed for the AMVYP and merge modes, as shown in FIGs. 4A and 4B
and FIG. 11

18131} 1t is highly possible, however, that there is no spatial neighboring block of
current block 122 that has any asseciated disparity motion vectors. In this case, the
temporal neighboring blocks are also checked. The temporal neighboring blocks of
current block 122 are the blocks in the co-located picture, as used n the TMVP mode
and, in addition, another picture that may have a better chance to vse disparity motion
compensation, ¢.g., a random access picture of a picture that bas a lowest teraporalld.
For each tomporal picture, similar to the TMVP mode itlustrated in FI1G. 5A, the center
and bottom-right blocks are checked. All the spatial and temporal neighboring blocks
of current block 122 are checked 1n order. Once a disparity motion vector is identified,
the disparity vector of current block 122 is derived 1o be the same as the identified
disparity motion vector and the NBDV derivation process terminates. The disparity
vector of corrent block 122 1s used to identify the inter-view reference block in the
picture of the reference view, as in, ¢.g., inter-view motion prediction and inter-view
residual prediction.

16132} In 3D-HEVC, it may be possible to store some derived disparity vectors as
results of NBEYWY derivation to be further used for neighboring blocks. Such derived
disparity vectors are named implicit disparity veciors {IDVs). For example, it NEDV
derivation does not identify any disparity motion vectors from neighboring blocks, the
spatial neighboring blocks may be checked agam to identify any available IDVs of the
spatial neighboring blocks to be used to derive the final disparity vector for current
block 122, Recently, 3D-HEVC also included simplifications of the NBDY methods by
checking fower spatial and temporal neighbormg blocks.

[8133] View synthesis prediction (VSP) in 3D-HEVC is realized by two major
technical modules: Depth-Oriented NBDV (Do-NBDV) and Backward View Synthesis
Prediction (BYSP).
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16134} In Do-NBDV derivation, the disparity vector generated by the NBDV scheme
may be further retined using information in the coded depth map. In this way, the
accuracy of the disparity vector may be enbanced by taking the benefit of the
information coded in the base view depth map. The refinement steps are described as
follows:

1. Locate a corresponding depth block based on the disparity vector derived by the
NBD'V scheme for a current PU in a previcusly coded reference depth view
picture (such as in the base view) of the same access unit; the size of the
corresponding depth block is the same as that of current PU.

2. Calculate a disparity vector for the current PU from the corresponding depth
block based on the maxivwm value of the four comer pixel depth values. The
maximim value is set equal 1o the horizontal component of the caleulated
disparity vector, while the vertical component of the disparity vector is set to
ZEYO.

16138] The disparity vector from the NBDV scheme is then replaced by this newly
derived disparity vector from the Do-NBDV scheme, and the refined disparity vector
{from Do-NBDV) is ssed for inter-view motion prediction for the current PU. The
vorefined disparity vector (from NBDV), however, may be used for inter-view residual
prediction for the current PU. In addifion, the refined disparity vector may be stored as
the one motion vector of the carrent PU if it is coded in BVSP mode.

[#136] The BV SP mode s realized as a special merge mode candidate that has its
starting motion vector set 1o be a disparity motion vector. Such a candidate is called a
BVSP candidate. When a spatial neighboring block of a current PU is coded ina BVSP
muode, the associated disparity vector and reference view index from the neighboring
block are used to define an additional BVSP candidate for the current PU. The spatial
merge mode candidate derived from such a spatial neighboring block is tagged with a
BVSP tlag equal to 1.

18137} FIG. 12 is a conceptual diagram illustrating 2 BYSP mode 124 that assigns
different motion vectors for different sub-PUs of a current PU 126 in a current picture
125, Inthis disclosure, the current BVSP mode in 3D-HEVC may be referred 1o as the
sub-PU BVSP mode. In the BVSP mode, first motion nformation is determined for
current PU 126 from the spatial or temporal neighboring blocks of current PU 126, As
described above, the first motion information may be selected as a BVSP candidate in a

merge mode candidate fist. The first motion information includes a disparity motion
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vector and an associated reference view index that identifies an inter-view reference
picture 128, This first step of the BVSP mode may be substantially similar to NBDV
derivation described above.

(8138} The current PU 126 is then further partitioned into sub-regions or sub-PUs. For
example, a PU with its size denoted by NxM may be further partitioned into several
sub-regions or sub-PUs with sizes eqoal to KxL {(where K and L may be 8 or 4, but not
both 4). For each sub-region or sub-PU, second motion information is determined that
includes a scparate disparity motion vector derived by accessing a corresponding one of
depth blocks 130 m a reference depth view picture 129 associated with inter-view
reference picture 128 identified by the reference view index associated with the first
disparity vector. More specifically, for cach sub-PU of current PU 126, 3 maxinnng
value of the four comer pixels of the corresponding one of depth blocks 130 is selected
and converted to a horizontal component of the disparity motion vector for the sub-PU;
the disparity motion vector has g vertical compounent equal to zero. This second siep of
the BYSP mode may be substantially stmilar to De-NBDV derivation described above.
18139) After cach sub-region or sub-PU of current PU 126 has its motion information
predicted, the motion compensation engine of HEVC may be used to predict each sub-
region or sub-PU of current PU 126 from inter-view reference picture 128 based on the
second motion mformation for each sub-PU. In the BYSP mode, after performing
motion compensation to predict each sub-PU of current PU 126, only the first disparity
motion vector included in the first motion information selected for current PU 126 15
stored for current PU 126, and the separate disparity vectors included in the second
motion information for the sub-PUs are discarded.

[8148] With the BVSP mode, cach PU may have more than one set of motion
information, meaning that sub-PUs inside a PU may have different motion vectors.
This is different from HEVC, where cach PU only has one set of motion information.
Typically in the BYSP mode, although the sub-PUs inside a PU may have different
motion vectors, the reference index values for the sub-PUs are the same. The
complexity increase of the BV SP mode mainly les on increased power consumption,
and the worst case complexity is similar to HEVC motion compensation as long as the
size, as well as bi-prediction status, of the sab-PUs is never smaller than the size of the
motion compensation block enabled in HEVC.

(8141} In 3D-HEVC, a depth view is coded after the associated texture view, Whena

PU in the depth view is coded, the motion information of the texture view within the co-
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located region of the PU may create a merge candidate for the current PUL In this case,
the merge candidate may be referred to as the motion parameter inheritance (MPI)
candidate, which contains a fisll set of motion information.

(81421 In JCT3V-E0184, Jicheng An et al,, 3D-CHE3 hrelated: Sub-PU level inter-view
motion prediction,” Joint Collaborative Team on 3D Video Coding Extensions of ITU-T
SG 16 WP 3 and ISG/IEC JTC 1/SC 29/WG 11, 5th Mecting: Vienna, AT, 27 July - 2
Aug. 2013, use of a sub-PU level inter-view motion prediction method is deseribed for
the inter-view merge candidate, i.¢., the candidate derived from a reference block n an
inter-view reference picture,

[6143] FIG. 13 15 a conceptual diagram illustrating sub-PU level inter-view motion
prediction 131 for a current PU 134 in a current view (V1) 132, When inter-view
motion prediction mode is enabled, a carrent PU 134 may correspond to a reference area
with the same size as the current PU ideontified by the disparity vector in a reference
view {(V0} 136. In some cases, the reference area may have richer motion information
than vecded for generation of only one set of motion information for the current PU

134, A sub-PU level inter-view motion prediction (SPIVMP) method 1s therefore
proposed i which corrent PU 134 s partitioned nto multiple sub-PUs, and the disparity
vector (DV) is used identify referenee blocks 138 in reference view (VQ) 136 for cach of
the sub-PUs of current PU 134, In the SPIVMP mode, each of the sub-PUs of current
PU 134 has a full set of motion mformation copied from reference blocks 138 sach that
current PU 134 may contain multiple sets of motion information. The SPIVMP mode
may be also signaled as a special merge mode candidate, similar to the sub-PU BVSP
mode described above,

{8144} In U.S. provisional application no. 61/858,089, filed huly 24, 2013, entitied
“ADVANCED MOTION PREDICTION FOR 3D VIDEO CODING,” to Ying Chen
and Li Zhang, 1t 1s proposed that the MP1 candidate can also be extended in a way
similar to sub-PU level inter-view motion prediction. For example, if the current depth
PU has a co-located region that contains multiple PUs, the current depth PU may be
separated into sub-PUs, cach of which may bave a different set of motion information.
This method may be referred 1o as sub-PU MPL

{8145} The sub-PU designs in 3D-HEVC, including sub-PU BVSP, sub-PU inter-view
motion prediction and sub-PU MPI, described above, may experience some issues.
{8146} First, as described above, in the sub-PU BVSP mode, motion compensation is

performed to predict each of the sub-PUs of a current PU based on separate sub-PU
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motion information derived based on corresponding depth blocks of an inter-view
reference picture identified by a disparity motion vector selected for the carrent PUL
After performing motion compensation to predict each of the sub-PUs, however, only
the disparity motion vector corresponding to cach reference picture list is stored for the
current PUL In this case, when the current PU is used to predict a subsequent PU, the
sub-PUs of the current PU are viewed as having the same motion vectors such that the
sub-PU BVSP mode has littic impact on improving accuracy of motion vector
prediction.

18147} Second, the current sub-PU design is only enabled when inter-laver prediction s
enabled. The sub-PU design, however, may be applicable for improving accuracy of
mofion compensation use in single-layer prediction. In addition, the current sub-PU
design is only applicable to the merge inter prediction mode in which no further
refinement of the candidate motion vectors is allowed. The current sub-PU design,
therefore, cannot be enabled for motion prediction modes where motion refincment is
allowed, ¢.gz., AMVP mode for HEVC based codecs.

16148} Third, deblocking filters used in HEVC are typically kept unchanged in HEVC
extensions, including 3D-HEVC. The current deblocking filter design in HEVC,
however, may vot filter boundarics of the sub-PUs becaunse 1 is assumed in HEVC that
blocks in the same TU mside one PUI are motion compensated as a whole block of one
single picture. In this case, no blocking artifacts are expected {0 be present or removed
from within a PU. In order to deblock sub-PU boundaries without changing the
deblocking filter design fo the 3D-HEVC extension, this disclosure describes converting
a sub-PU to a de-blocking friendly structure before a deblocking filter process is
applied. For example, before de-blocking filtering process, each PU that otilizes the
sub-PU design may be converted {0 one or more coding trees, where cach sub-PU may
become a PU in a CU that is a node of the respective coding tree. 1o this exanple, the
coding tree structure is compatible to HEVC syntax design.

8149} However, some additional issues may cccur with the above solution. As a first
example, if a prediction unit A (PU A) has been coded with normal inter prediction, and
another prediction anit (PU B) within the same CU as PU A s coded with sub-PUs, the
PUs will be need converted into two CUs and filtering may oceur inside PU A, which s
not sub-partitioned. As a second example, when one TU applics for an entire CU,
which inchudes at least one PU with sub-PUs, the CU may be couverted to raultiple

CUs, multiple CUs with the same T is not supported by HEVC.
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181881 This disclosure describes several technigues to address the above describe

£z

issues

%

r

[8151] With respect to the first issue described above, in the sub-PU BVEP mode in
3D-HEVC, after performing motion compensation fo predict each of the sub-PUs of the
current PU based on separate sub-PU motion information derived based on
corresponding depth blocks of an inter-view reference picture identified by a disparity
motion vector selected for the current PU, only the disparity motion vector
corresponding to cach reference picture list is stored for the current PU. The single
disparity motion vector is stored for each reference picture Hst even though the motion
compensation of the PU is based on multiple motion vectors incladed in the separate
mofion information derived for the multiple sub-PUs of the current PU.

(81521 According to the techniques of this disclosure, for each PU predicted using the
sub-PU BVSP mode, a video coding device, Le., video encoder 20 and/or video decoder
30, preserves, .4, stores of nyainiains, the separate motion information derived for each
of the sub-FUs of the current PU even atier motion compensation is performed. As an
exanple, video encoder 20 and/or video decoder 30 may store the disparity motion
veetor derived for each of the seb-PUs in a memory, such as a decoded picture buffer,
with a reference pictare st that inchades the inter-view reference picture identified by a
reference view index associated with the disparity motion vector for the current PU.
{8153} The additional, richer motion information stored for the current PU may then be
used to predict subseguont PUs for which the current PU is a neighboring block. For
exarnaple, video encoder 20 and/or video decoder 30 may generate 2 moerge mode
candidate lst of motion information for predicting a subsequent PU that inchades the
stored motion information for at least one of the sub-PUs of the current PU as a sub-PU
BVSP candidate in the merge mode candidate list. In one example, if the subsequent
FPU is coded in the sub-PU BV SP mode, video encoder 20 and/or video decoder 30 may
not need to derive the seperate motion information for cach of the sub-PUs of the
subscquent PU. Instead, video encoder 20 and/or video decoder 30 may instead select
the seperate motion information as the sub-PU BVSP candidate from the merge mode
candidate lst of motion mformation for predicting the sub-PUs of the subsequent PL.
The operation of predicting a P in the sub-PU BVSP mode and storing the motion
information derived for each of the sub-PUs of the PU is described in more detail below

with respect to FIG. 17,
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18184} With respect to the second issue described above, this disclosure describes
techniques for performing an advanced TMVT mode to predict sub-PUs of a PU iIn
singie layer coding for which motion vector refinement may be allowed. Video encoder
24 and/or video decoder 30 may be configured 1o perform the advanced TMVP mode,
which mcludes determining motion vectors for the PU in at least two stages 1o derive
motion information for the PU that includes different motion vectors and reference
indices for cach of the sub-PUs of the PU.

161588] FIGS. 14A and 148 arc conceptual diagrams iHustrating the advanced TMVP
maode to predict sub-PUs i a PU o single layer coding. As illustrated in FIG. 14A, the
first stage 170 of the advanced TMVP mode determines a motion vector that identifies a
corresponding block 174 1n a reference picture for the current PU 173 in the current
picture, and the second stage 1720f the advanced TMVP mode extracts multiple sets of
motion information from sub-PUs of corresponding block 174 in the reference picture
and assigns cach of the sets of motion information to one of the sub-PUs of current PU
173 in the current picture. Fach sub-PU of the current PU 173, therefore, is motion
compensated separately. The motion vector in the first stage 170 may be derived from
spatial and temporal neighboring blocks of the current PU 173, In one example, the
first stage motion vector may be selected as a merge mode candidate among all the other
merge mode candidates, which may or may not include a candidate similar to the TMVP
candidate in HEVC. In another example, the first stage motion vector may be selected
as an AMVP mode candidate among all the other AMVP mode candidates and refined.
In this exarople, when 2 sub-PU encounters an unavailable motion vector for cach
prediction direction, a representative motion vector may be used.

[8156] Applicable to single-layer coding and sub-PU TMVP, video encoder 20 or video
decoder 30 may determine motion refinement data, ¢.g., 3 motion vector difference, for
a PU or CU that is signaled with the motion predictor indices for the MV candidate lists.
In one example, for each prediction direction, a single motion vector ditference may be
determined, and is applicable to all motion vectors of the sub-PUs or PUs. In another
exaraple, for cach prediction direction, separate motion vector ditferences may be
determined for each of the sub-FUs or PUs. In addition, for each horizontal or vertical
component, the motion vector difference valies may be transformed, and the resulting
transformed coefficients may be further quantized or truncated and coded similar to

pixel residuals in video codecs.
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18187} In ancther example, similar to HEVC, the motion refinement data for sub-PU
motion vectors may be transmitted from video encoder 20 to video decoder 30 when a
sub-PU MV candidate is added to an AMVF mode candidate list and not added to a
merge mode candidate list. in one alicrnative example, a sub-PU MV candidate may
apply only if the reference index values associated with all the motion vectors of the
sub-PUs or PUs are the same. In another alternative example, a seb-PU MV candidate
may always apply and the reference index values associated with all the motion vectors
of the sub-FUs arc explicitly transmitted. Inaddition, if quantization or transform of the
motion vector difference values applies, the motion vectors may be scaled toward one
fixed reference picture. After the motion vector differences are coliected, the
differences are added 1o the scaled motion vectors. Afterwards, the new motion vectors
are scaled back towards their respective different reference pictures identified by the
different reference index values of the sub-PUs or PUs.

14158} The following section provides example implementation details regarding the
advanced TMVP mode, described above, for cases where the reference index values
assoctated with the motion vectors of the sub-PUs or PUs are different. Identification of
the first stage motion vector will be discussed first. The first stage motion vector is
converted from the spatial neighboring blocks of the current PU, which contain
temporal motion vectors. The spatial neighboring blocks belong 1o those used for
typical motion veetor prediction, ¢.g., the blocks used in AMVP and merge for HEVC.
1#158] When the spatial neighboring biocks have candidate motion vectors that are
associated with different reference index values, one of the following decision processes
is apphed to decide which reference index is used to identify the reference picture from
which to determine the sub-PU level motion information.

1. The blocks with a smallest reference index value are chosen. Among them, the
one that is carlicr accessed 15 chosen to return the temporal motion vector to be
the “first stage vector.” It is assumed that the blocks are accessed in a8 given
order based on the relative spatial locations of the biocks.

2. The blocks with a smallest reference index value are choesen. The motion
vectors of these blocks are averaged (if more than one) to be the “first stage
vector,” alternatively a medium operation may be used.

3. The reference index with a highest frequency among the reference indices of the
neighboring blocks is chosen. Among the blocks having that reference mdex,

gither the motion vector that is first accessed is chosen, or average (e.g.,
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mediuam) of the motion vectors is used to be the “first stage vector.”

Alternatively, other mathematic functions may be applied to obtain the first

stage motion vector.

The reference index with a closest POC distance to the curvent picture 15 chosen.

Among the blocks having that reference ndex, either the motion vector that is

first accessed is chosen, or an average {e.g., medium or other mathematic

function) of the motion vectors is used to be the “first stage vector.”

A primary reference index is signaled in the slice header and blocks witha

reference index equal to the primary reference index are chosen o produce the

“first stage vector,” with methods similar to those described above. When no

block has a reference index cqual to the primary reference index, methods

described above to choose the reference index may be used.

Since the picture used for TMVP is typically fixed for cach shice, as in AVC and

HEV, the primary reference index may be the same as the reference index

indicating the TMVP,

The above reference index could be an index to either RetPiclist0 or

RetPicListl. Alternatively, a reference picture list union (RefPicListl)) may

generated by RefPicList) and RefPiclist, and the refercnce index may be the

index to the RefPicListl. Note that any pictwe identified by RefPicListt]
belongs to either RefPicListd or Refichist] or both, and there 1s no picture that
belongs to RefPicListU but not in RefPiclistd or RefPicList]l. RefPicListy does
not have two identical pictures. Alteroatively, and in addition, RetPicListl] may
only contain temporal reference pictures within the same layer or marked as
short-term pictures.

Alternatively, the reforence index and the “first stage vector” may be selected

from the merge mode candidates.

a. In one example, the reference index and the “first stage vector” are selected
from one spatial merge mode candidate derived from one relative block
position, ¢.g., left neighboring block.

b. Alternatively, the reference index and the “first stage vector” may be
selected from the first available candidate in the merge mode candidate list.

¢. Furthermore, when the selected merge candidate uses bi-prediction, the
motion vector and reference index may be sclected from one of the merged

sets of motion information.
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18168] When a reference index and the “first stage vector” are identitied, the reference
picture that is used to determine the sub-PU motion information 1s identified as well as
the region in the reference picture corresponding to the current PU. In one case, a
reference index may indicate a reference picture that is different than the picture to be
used for TMVP due to, ¢.g., the reference index being derived and the picture used for
TMVP being explicitly signaled. In this case, the reference index may be changed to
identify the picture used for TMVP, and the motion vector may be scaled towards the
picture used for TMVP based on POC distances.

16161} In the above description, the identification of the “first stage vector” only utilizes
spatial neighboring blocks. Alternatively, temporal neighboring blocks may be vsed to
identify the “first stage vecter,” where the positions of the teraporal neighboring blocks
are similar to the blocks used in NBDV. Such positions inchude a center position of the
current PU or a bottom-right position of the current PU, each being located in an
identified reference picture.

18162} Generation of sub-PU motion for TMVP will now be discussed. Each sub-PU of
a current PU may locate a corresponding sub-PU within the corresponding block of the
reference picture identified by the “first stage vector.” A set of motion information
derived from the motion information within the corresponding sub-FU of the reference
picture is generated for each of the sub-PUs in the current PU, similar to sub-PU level
mter-view motion prediction described above. If the motion mnformation of the
corresponding sub-PUs is unavailable, the “first stage vector” may be vsed for the sub-
PUs of the current PU as a substitute. Since cach sub-PU may have a different reference
ndex for each prediction direction, several techniques are proposed for sealing the
motion vectors to a target reference pictare for each reference pictare list.

18163} As illustrated in FIG. 148, the reference picture 183 identified by the motion
vector 186 inside the corresponding sub-PU 185 of the motion source reference picture
182 1s PicOri, the reference picture (1.c., motion source picture) 182 containing the
corresponding sub-PU 185 is PicT, the current picture 180 is PicCur and the target
reference picture 184 is PicTarg. [t is assumed for purposes of discussion that the
motion vector (86 is MV, and the scaled motion vector is MV’ (i.e., the motion vector
predictor 188 for predicting a sub-PU of PU 181 in aurrent picture 180, Note that when
a temporal motion vector 187 identified io the first stage of the advanced TMVP mode

is associated with a reference picture that is not the picture from which the sub-PU
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motion information is derived, scaling of motion vectors based on POC distance may be
also possible.

1. Scale the motion vector towards a fixed reference index of the current picture:
MV =MV * { POC(PicTarg) — POC{PicCur) ) / (POC(PicOr) — POC(PicT) ),
wherein the POC{ ) fimetion returns the POC value of 8 given picture. Note that
the above multiplication and deviation operations can be simplified in a way
similar as in HEVC TMVP.

a. The fixed reference index may be the same for the whole slice, ¢.g., 1 may
be set equal to 0 as m HEVC,
b. The fixed reference index may be derived from the spatial neighboring

blocks.

2. Bcale the motion vector always towards the veference picture of the
corresponding sub-PU, which is PicOri: MV’ = MV * ( POC(PicOri) -
POC{PicCur) } / { POC(PicOri) ~ POC(PicT) ).

3. Scale the motion vector always towards the co-located picture, which s PicT:

MV =MV * { POC(PicT) — POC(PicCar} ) / { POC{PicOr) — POC(PicT) ).
{8164} As indicated above, the target reference picture from each reference picture list
is set to the reference picture that has a reference index equal to O in the reference
picture hist. In another example, the target reference picture from each reference picture
Hist is set to the same reference picture identified together with the “first stage vector,”
as described above. The operation of the advanced TMVP for sub-PU level motion
vector prediction 18 described 1o more detail below with respect to FIG. 19,
18168} With respect to the third issue described above, this disclosure describes
techniques related to deblocking filter processes applied to CUs of a video block that
inchide at least one PU with nwiltiple sub-PUs. The technigues of this disclosure enable
sub-PLJ boundaries to be deblecked by converting the sub-PUs to a deblocking friendly
structure so that HEVC deblocking filters may continue to be used for 3D-HEVC
blocks. In this way, the input to the deblocking filter may change {o enable filicring of
the blocky artifacts along the sub-PUs boundaries while keeping the deblocking filter
unchanged. In this disclosure, 2 CU that is at least partially coded with sub-PUs s
referred to as an advanced CU, and a PU coded with sub-PUs within an advanced CU
ceded is referred to an advanced PU. Other PUs in the advanced CU, if any, are

referved to as normal PUSs,
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18166} Several technigues are described in this disclosure to miroduce the edges for the
sub-PUs to the deblocking filter in order to eliminate the artifacts along the sub-PU
boundaries. A sub-PU conversion process, as described in this disclosure, may be
introduced m 3D-HEVC right before a de-blocking filtering process, i.¢., after
reconstructing a video block for storage as a reference picture but before actually storing
the reconstructed video block in a decoded picture buffer of video encoder 20 and/or
video decoder 30,

163671 In a fust exaraple, right before applying a deblocking filter to the CU that
includes PUs with sub-PlUs, video encoder 20 and/or video decoder 30 may be
configured to convert each PU that utilizes the sub-PU design into one or more coding
trees such that cach of the sub-PUs may become a P in the coding uwits that are the
nodes of the coding trecs. In this exarople, the sub-PU boundaries are converted 1o
artificial PU boundaries for purposes of the deblocking filter. The coding tree structure
is preferably compatible to HEVC syntax design.

16168} In other cxamples, prior to applying a deblocking filter to a CU of the video
block that includes the PU with the sub-PUs, video encoder 20 and/or video decoder 30
may be configured to instead convert the CU in order to create artificial PU boundaries
or artificial TU boundarics at the sub-PU boundaries. In one example, video encoder 20
and/or video decoder 30 may be configured to convert a transtorm tree of the CU in
order to associate the PU with a transform tree hicrarchy and associate each of the sub-
PUs with a TU. In this example, the sub-PU boundaries are converted to artificial TU
boundaries for purposes of the deblocking filter. In another example, video encoder 20
and/or video decoder 30 may be contigured to convert the CU to a coding tree in order
to associate the PU with a CU and associate cach of the sub-PUs with a PU. In this
example, the sub-PU boundaries are converted to artificial PU boundarics for purposes
of the deblocking filter. The coding tree structure is preferably compatible to HEVC
syntax design.

18169} In any of the above examples, after converting the sub-PUs into deblocking
friendly structures, the deblocking filter may be apphied to the PU boundaries between
two adjacent PUs of the CU and/or the TU boundaries between two adjacent TUs of the
CU, including the artificial PU boundaries and the artificial TU boundaries.

(8178} For the example described above in which the transforny tree of the CU i
converted in order 1o associate the PU with a transform tree hicrarchy and associate

cach of the sub-PUs with a TU such that the sub-PU boundaries are converted to



WO 2015/048459 PCT/US2014/057739

44

artificial TU boundaries, one or more of the following decisions processes may be

applied.

1.

o

53

When the transform tree has a root with split_transform flag equal to 1, the
nodes corresponding to the normal PU (if any) of the advanced CU are not
changed.

When the transform tres has a root with split transform flag equalto 1, a node

in an advanced PU is changed to introduce a transform tree hierarchy as follows:

a. Forthe current node, if the split_transform_flag is 0, and the TU size is
{arger than the sub-PU size, set the sphit_transform_flag to 1, and for each of
the four child nodes, the following apply:

i. Setthe cbf luma, cbf ch, and ¢bf cr of the node to be the same ag that of
the parent node and split_transform_flag equal to §;
i, Set the current node to the child node, and go to step a.

b. Forthe current node, if the split_ transform_flag is 1, for cach of the fowr
child nodes, the teliowing applics: set the current node to the child node, and
20 10 step a.

Alternatively, when a transform tree hicrarchy is introduced for a PU and

cht luma, cbf cb, and ¢bf cr are set to a newly split node, the ebf hmma, cbf ¢b,

and cbf cr of the node are set to 0.

Alternatively, when a transform tree hierarchy is introduced for a8 PU and

cbf luma (or ebf cb, or cbf cr) are set to a newly split node, the cbf loma (or

cbf cb, or cbt cr) of the node is set 1o any non-zero positive integer value {c.g.,

1y if ebf huma (or ¢bf ch, or ¢btf cr) is unequal to 0, or 0 otherwise.

When the transform tree has a root with split_transform flag equalto 0, a

normal PU (if any} is split into transform units, with the following steps in order.

a. The split transform_flag of the CU is first setto 1.

b. Ifthe partition of the CU 15 NxN, the normal PU corresponds to one node. If
the partition of the CU is ZNxN or Nx2N, the normal PU corresponds to two
nodes.

¢. Each of the above nodes within a normal PU 1s set to have
split transform flag set to 0 and obf luma, cbf ¢b, and cbf cr set ogqual to
cbf huma, cbt cb, and c¢bf cr of the original fransform unit covering the

whole advanced CU,
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d. For each of the advanced PUs of the CU, 1 or 2 nodes covering the square
region of the PU are first generated, and, for each node, the transform tree
hicrarchy is introduced similar as in step 2, 3 or 4 above.

Alteroatively to step 5 above, for cach of the sbove nodes within a normal PU,

cbf luma, ¢bf cb, and cbf cr are st equalto 0.

Alternatively to step 4 above, for each of the above nodes within a normal PU,

iis cbf luma (or ebf cb or cbf cr) is set equal to any non-zero positive integer

valoe (e.g., 1) ifebf luma (or ¢bf ch, or ¢bt cr) is unequal to O, or O otherwise.

18171} For the example described above in which the CU s converted to a coding tree

in order to associate the PU with a CU and associate each of the sub-PUs with a PU

such that the sub-PU boundaries are converted to artificial PU boundaries, one or more

of the following decisions processes may be applied.

L

53

After conversion, the carrent advanced CH will become the root of the coding
tree, namely the converted root, which is a quad-tree containing at least four
coding units,

For any normal PU in an advanced CU, it s set 1o be one or more coding units.

In addition, the UBF valee of each component of the converted coding onits

converted from the normal PUs in an advanced CU is further set to be 0. This

way, the filtering within one normal inter prediction PU is avoided even if the

PU has been converted to two CUs.

a. Forany advanced PU, the CBF value of the converted coding tree or coding
unit that 1s one-level below the converted root, is set to be non-zero if the
CBF value of the current advanced CU is non-zero.

b. Furthermore, for any converted CU or PU or coding tree inside an advanced
PU, it it originally does not have a CBF valoe signaled, it is set to be the
same as the CBF value of tis parent node in the quad-tree, or to the same
Zero of non-zero status as the CBF value of its parent node in the quad-ree.

Alternatively, for an advanced CU, one unigue iransform unit cannot be applicd

for the whole CU, meaning that if a normal PU is inside the advanced CU, it

st contain a transform unit which is not shared by another PU of the CUL

a. Alternatively, or in addition, for sach advanced PU, the lgaf nodes of the
transform tree are distributed one level higher than the sub-PU or deeper,
meaning that cach of the four sub-PUs within a converted Ci has a unique

transform unit signaled.
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5. More specifically, if a CU with 2Ex2L sive contains a PU that utilizes the sub-
PU design, then the following conversion 1s performed for al PUs mthe CUL A
split flag equal to 1 is set for the current advanced CU and the following apply
and the current vode is set to be the CU:

a. For each of the one-quarter square areas of the current node in raster scan
order, the following apply:
1. Set this one-quarter area as a child node.
ii. Ifthe child node is not coded with sub-PUs, it is set 1o be a coding unit
{with sphit flag equal to 0} with 2ZNx2N partition.
L. Alternatively, or in addition, the CBF value of each component of the

child node is set 1o be (.

]

Alternatively, or in addition, the TU split flag of the coding umit 1s set

to be 0.

iii. Else, if the child node is coded with sub-PUs, and contains more than 1
sub-PU, a split flag is set to 1 for the child node (thus considered as a
coding tree) and the following apply:

I, Alternatively, in addition, if the CBF valoe is not present for the child
node, it is set equal o be the CRBF value of the higher level current
node (the parent node of this child nede).

2. Setthe child node as the current node and go to step a.

iv. Else, if the child node contains only 1 sub-PU, the child node is set to be
the leaf of the coding tree, thus a coding unit (with split flag equal 1o O},
1. Partition mode of the child node is set to be the partition mode of the

sub-PU

a. If partition mode of the sub-PU is 2Nx2N, the sub-PU contains
one 2Nx2N block and partition mode of the coding unit is set to

be ZNX2N.

b. If partition mode of the sub-PU is NxZN, the sub-PU contains
two Nx2N blocks and partition mode of the coding unit is set o
be Nx2M,

¢. Ifpartition mode of the sub-PU is 2NxN, the sub-PU contains
two ZNxN blocks and partition mode of the coding unit is set to

be INxN.
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2. Alternatively, or in addition, if the CBF value is not present for the
child node, it is set equal to be the CBF value of the higher level
current node (the parent node of this child node).

3. Ahematively, or in addition, the TU split flag of the coding unit is set

to be 0.

{81721 As another aliernative for the example described above in which the transform

tree of the CU is converted in order o associate the PU with a transform tree hierarchy

and associate each of the sub-PUs with a TU such that the sub-PU boundaries are

converted to artificial TU boundaries, one or more of the following decisions processes

may be applied for part of cach sub-PU.

1.

]

When the transform trec has a root with split_transform_flag equal 1o 1, the
normal nodes that contain only normal PUs {(or part of normal PUs) of the
advanced CU are not changed.

When the transform tree has a root with split transform flagequalto i, an

advanced node that containg any sub-PU {or part of sub-PU} is changed to

mtroduce ransform tree hierarchy as follows:

a. Forthe corrent node, if it contains any sub-PU (or part of sub-PU), and the
sphit_wransform_flag is 0, and the TU size is larger than the sub-PU size, set
the sphit transform_flag to 1, and for each of the four child nodes, the
following apply:

1. Setthe cbf luma, cbf ¢b, and c¢bf ecr of the node to be the same as that of
the parent node and split_transform_flag equal to §;
i, Set the current node to the child node, and go to step a.

b. Forthe current node, if the split_transform flag is 1, for each of the four
child nodes, the foliowing applics: set the current node to the child node, and
g0 to step a.

Alternatively, when transform tree hierarchy is introduced for a node and

cbf luma, cbf cb, and cbf crare set to a newly split node, the ¢bf iuma, ¢bf cb,

and cbf _cr of the newly split node are set 1o 0.

Alternatively, when transform tree hierarchy is fntroduced for a node and

cbf huma, cbf ch, and cbf cr are set to a newly split node, the ¢bf huma (or

cbf cb, or cbf cr) of the newly split node is set to any non-zero positive integer

valuoe (e.g., 1) ifcbf luma (or cht ¢b, or cbf cr) is unequal to 0, or O otherwise,
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When the transform tree has a root with split_transform flag equal to 0, a
normal node that contains only normal PUs {or part of normal PUs) has to be
split into transform units, with the following steps in order,

a. The split transform_flag of the CU is first set to 1.

b. 1fthe partition of the CU 15 NxN, the normal PU corresponds 1o one normal
node. If the partition of the CU is 2MNxN or Nx2ZN, the normal PU
corresponds {o two normal nodes. If the partition of the CU is 2Nxol,
INxnD, alx2N or nRx2N, the normal PU corresponds to § or 2 normal
nodes.

¢. Each of the above normal nodes 1s set to have split_transform flag set equal
to 0 and cbf luma, cbf cb, and cbf cr set equal to ¢bf luma, cbf ¢b, and
cbf er of the original transform unit covering the whole advanced CU.L

d. For each of the advanced nodes that contains any sub-PU (or part of sub-PLI}
of the CU, the transform tree hicrarchy is mtroduced similar as in step 2, 3 or
4 above.

Alternatively to step 5 above, for each of the above normal nodes, cbf loma,

chf ¢b, and ¢bf crare set equal to 0.

Alteroatively to step 4 above, for cach of the above normal nodes, its ¢bf luma

{or ¢bt c¢h orcbf cr) is set equal to any non-7ero positive integer value {e.g., 1)

if ¢bf luma (or ¢bf ¢b, or ¢bf cr) is unequal to 0, or O otherwise.

18173} Somce cxample implementation details are provided below. The text below

indicates proposed modifications to the 3D-HEVC W1 for impiementation of some of

the techniques described in this disclosure.

Becoding process

H.8.1 General decoding process

3. The processes in subclauses 8.4, 8.5, 8.6, 8.7 and 8.8 specify decoding processes

using syntax clements in all syntax structure layers. It is a requirement of
bitstream conformance that the coded slices of the picture shall contain shice
segment data for every coding tree unit of the picture, such that the division of
the picture into slices, the division of the slices into slice segments, and the
division of the slice segments into coding tree units each forms a partitioning of

the picture.
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H.8.5.3.3.2 Reference picture selection proecess

Taput to this process is a reference index refldsLX.

Output of this process is a refercnee picture consisting of a two-dimensionaf array of

loma samples refPicl.X; and two two-dimmersional arrays of clwoma samples

refPicl. Xcp and refPicl X,

The outpot reference  picture  RefPicListX[ refldxI X ] consists  of a

pic_width i iuma samples by pic bheight in fuma samples array of luma samples

refPicl Xy and two PleWidthinSanplesC by PicHeightinSamplesC arrays of chroma

sampies refPick. Xy, and refPicl. X

The reference picture sample arrays refPicl Xy, refPicl. X, and refPicl.Xe, correspond

to decoded sample arrays Sy, Sey, and 5S¢, deorived by subclause 8.7 and subclause 8.8

for a previously-decoded picture.

H.8.7 Transform {ree modification process

H.8.7.1 General

Input to this process are: split flag array of coding tree split_cu flag, partition mode

array of coding unit PartMode, split flag of transform tree split_transform_flag, sub

prediction unit flag array of coding unit subPuFlag, sub prediction unit size subPuSize.

Output of this process are the modified sphit flag array of transform trec

split_trapsform_flag.

For each coding unit, if #t is coded in inter prediction mode and it contains prediction

unit that utilizes sub prediction unit design, the split flag of ransform tree is modified to

make sub prediction unit boundary be transform unit boundary:

-~ The modification process of transform tree specified in subclause 8.7.2 1s invoked
with the hyma location { xCh, yChb ), the luma location ( xBO, yBO } set equal to
(0, G, huma ceding block size nTbS set equal to { 1 << LogZMaxCbSize ), coding
tree depth cullepth set cqual 1o O, split flag array of coding trec split_cu flag,
partition mode array of coding wnit PartMode, split flag array of transform tree
split_transform flag, sub prediction unit flag array subPuFlag and sub prediction
unit size subPuSize as inputs, and the modified split tlag array of transform tree
split_transtform_flag as output.

H.8.7.2 Transform tree madification process of coding unit that contains sub

prediction unit

Toputs to this process are:

—~ a juma location { xCh, v(Cb } specifying the top-left sample of the current luma
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coding block relative to the top-left luma sample of the current picture,

a hona location ( xB0, yBO ) specifying the top-left sample of the current huma block

relative to the top-left sample of the current loma coding block,

— luma coding block size n(ChS,

— avariable specitving coding tree depth cuDepth,

split flag array of coding tree split_cu flag,

split flag array of transform tree split transform_flag,

— sub prediction unit flag array subPuFlag,

sub prediction unit size subPudize,

Output of this process is the modified:

— split flag array of transform tree split_transform_tlag,

Depending on the value of split_cu flag] xCh + xBO §f yCh + yBO }f coDepth |, the

following applies:

— If sphit_cu_flag[ xCh +xB0 ]J{ yCb + yBO }i cubepth § is equal 1o 1, the following

ordered steps apply:

1.

b2

[ &)

The variables xB1 and yB1 are derived as follows:

— The variable xB1 is set equal to xBO + ( nChS >> 1)

- The variable yB1 is set equal to yBO + (aChS >> 1),
The modification process of transform tree as specified in this subclause is
mvoked with the luma location { xCh, yCb ), the luma location { xB0, vBO ),
fuma coding block sive nChS set equal to { nChS >> 1}, coding tree depth
cubliepth set equal to cuDepth + 1, sphit flag array of coding tree split_cu flag,
partition mode array of coding unit PartMode, split flag array of transform tree
split_transtform_flag, sub prediction unit flag array subPuFlag, sub prediction
vnit size subPuSize, as inputs, and the modified split flag array of transform tree
split_transform_flag as output.
The modification process of transform tree as specified in this subclause is
mvoked with the tuma location (xCh, yCb ), the loma location (xBI, yBO),
fuma coding block size nCbS set equal to { nChS >> 1), coding tree depth
cubrepth set equal to cuDepth + 1, split flag array of coding tree split_cu_ flag,
partition mode array of coding unit PartMode, split flag array of transform tree
split_transform flag, sub prediction unit flag array subPuFlag, sub prediction

unit size subPuSize, as inputs, and the modified split flag array of transform tree
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split_transform_flag as output.

4. The modification process of trapsform tree as specified in this sobclause is
imvoked with the loma location {xCh, yCb ), the luma location (xBO, yBl),
luma coding block size nCb3 set equal to { nChS >> 1), coding tree depth
cubDepth set equal to cuDepth + 1, sphit flag amay of coding tree split_cu_ flag,
partition mode array of coding unit PartMode, split flag array of transform tree
split_transform flag, sub prediction unit flag array subPuFlag, sub prediction
unit size subPuSize, as inputs, and the modified split flag array of transform tree
split_transform_flag as output.

5. The modification process of transform tree as specified in this subclause is
mvoked with the luma location ( xCh, yCb ), the luma location (xBi, yBL},
luma coding block size nCh3 set equal to { aChS >> 1), coding tree depth
cuDepth set equal to culiepth + 1, split flag amray of coding tree split_cu flag,
partition mode array of coding unit PartMode, split flag array of transform tree
split_transform_flag, sub prediction unit flag array subPuFlag, sub prediction
unit size subPuSize, as inputs, and the modified split flag array of transform tree
split transformflag as output.

—  Otherwise {split_cu flag] xCb +xB0O [ yCb +vBO Il cuDepth ] is equal to 0), if
nCh3 is larger than subPUSize, following ordered steps apply:

1. The variables xB1 and yB1 are derived as follows:

— Variable xB1 s sot equal to xBO + { nCbS >> 1 ).

-~ Variable yB31 is set equal to yBO + ( nChS >> { ).

2. Derive variable subPeDeblockingFlag by following order steps:

— subPubeblockingtlag is set equal 1o 0.

- It subPeFlag [ xCbh+xBO Y yCbhb+yBo|] is  equal  to 1,
subPuDeblockingFlag is set equal to 1.

- It subPuofFlag [xCh+xB1 }[ yCh+vB0 ] i8 equal 0 1
subPuDeblockingFlag is set equal to 1.

- I subPuFlag [ xCbhb+xBOHyCh+yBl] i equal to i
subPuDeblockingFlag is set equal to 1.

- It subPuFlag [ xCh+xBlH{yCh+yBi] i equal i

subPuleblockingFlag is set equal to 1.
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- It PartMode xCh +xBO [ vCh+yBO] 18 equal to PART anlxIN, or
PartMode[ xCh + xBO [ yCh +yvBG ] 15 equal to PART nR«ZN, or
PartMode[ xCh + xBO J[ yCh +yB0O ] is egual to PART ZNxalU, or
PartMode[ xCh + xBO [ yCh+yBO] 15 equal to  PART 2NunD,
subPuleblockingFlag is set equal to 0.
3. If subPuDeblockingFlag is equal to 1, the following ordered steps apply:
- if split_transform_flagl xCh + xB0 }[ yCh + yBG {cubepth] is cqual to
0, set split transform flag] xCh + xBO ][ yCh + vBO J{culepth] to be
equal to 1.
- The moedification process of transform tree specified in subelause 8.7.3 45
mvoked with the luma location { xCh, yCb ), lama location ( xBO, yBO
}, the coding tree depth cuDepth, the block size nChS, split flag array of
transform tree split_transform_flag, sub prediction unit flag array of
prediction unit subPuFlag, sub prediction unit size array of prediction
unit subPuSize as inpots, and the modified split flag array of coding
tree sphit_transform _flag as output.
H.8.7.3 Transforin free modification process of luma coding block
Inputs to this process are:
a luma location ( xCh, yCb ) specifying the top-left sample of the current huma
prediction block relative to the top-left loma sample of the corrent picture,
— aloma location { xBO, yBO ) specifying the top-left sample of the current luma block
relative to the top-left sample of the current hima coding block,
variables specifying block size nCb§,
— avariable specifying the transform tree depth trafoDepth,
— split flag array of transform tree spht transform flag,
sub prediction unit flag array subPuFlag,
sub prediction unit size subPuSize,
Output of this process is the modified:

split flag array of ransform tree split transform flag,

HaChS is larger than subPUSize, following ordered steps apply.
- The variables xB1 and yB1 are derived as follows:
The variable xB1 is set equal to xBO + { nCbS >> 1 ).

The variable yB1 is sct equal to yBO +{ nCbS >> 1 ).
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Fory in yBO, yBl
if subPuFlag] xCh + x {{ yCb+y | is equal to 1

- if sphit_transtorm_flag] xCh + x I yCb +y ][ trafoDepth + 1 | is equal to

O

sot split transform flag{ xCh + x || yCh +y | trafoDepth + 1 |
to be equal to 1.

The modification process of transform free specitied in this
subclagse is invoked with the luma location { xCh, yCh }, luma
focation { xCb + x, yCb + y ), the transform tree depth
wrafoldopth is set equal to tratoDepth + 1, the block size nChbS
is set equal to { nChS >> 1), split flag array of transform tree
split_transform flag, sub prediction unit flag array subPuflag,
sub prediction unit size subPuSize as wputs, and the moedified

split flag array of coding tree split_transtorm_flag as output.

— otherwise (if spht_transform flag] xCh + x | yCb + v [ trafoDepth + 1 ]

is cqual to 1),

The modification process of transform free specified in this
subclagse is invoked with the luma location { xCh, yCh }, luma
focation { xTb + x, yCb + y ), the transform trec depth
wrafoldopth is set equal to tratoDepth + 1, the block size nChbS
is set equal to { nChS >> 1), split flag array of transform tree
split_transform flag, sub prediction unit flag array subPuFlag,
sub prediction unit size subPuSize as inputs, and the modified

split flag array of coding tree split_transtorm_flag as output,

H.8.8 in-loop fikier process

16374} FIG. 15 s a bleck diagram illustrating an examaple of video encoder 20 that may

be configured to implement the techniques of this disclosure. Video encoder 20 may

perform intra- and inter-coding (including inter-view coding) of video blocks within

video slices, ¢.g., slices of both texture images and depth maps. Texture information

generally includes luminance (brightness or intensity) and chrominance {color, e.g., red

hues and blue hues) information. In some examples, video encoder 20 may determine

coding modes relative to fuminance shices, and reuse prediction nformation from
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coding the luminance information to encode chrominance mformation {¢.g., by reusing
partitioning information, mtra-prediction mode selections, motion vectors, or the like).
Iotra-coding relies on spatial prediction to reduce or remove spatial redundancy in video
within a given video frame or picture. Inter-coding rehies on temaporal prediction to
reduce or remove temporal redundancy in video within adjacent frames or pictures of a
video sequence. Intra-mode (I mode) may refer to any of several spatial based coding
modes. Inter-modes, such as uni-directional prediction (P mode) or bi-prediction (B
mode), may refer to any of several temporal-based coding modes.

18178} As shown in FIG. 15, video encoder 20 receives a current video block (that 1s, a
block of video data, such as a luminance block, a chrominance block, or a depth block)
within a video frame {e.g., 8 texture image or a depth map) to be encoded. Tnthe
example of FIG. 15, video encoder 20 includes mode select unit 40, video data memory
41, decoded picture buffer 64, summer S0, transform processing unit 52, quantization
unit 54, filter unit 63, and entropy encoding unit 56. Filter vonit 63 may apply a
deblocking filter process as described in this disclosure. Mode select unit 40, in turn,
mchides motion compensation unit 44, motion estimation unit 42, intra-prediction
processing unit 46, and partition unit 48. For video block reconstruction, video encoder
20 also includes foverse quantization unit 58, inverse transform processing unit 60, and
summer 62. Filter onit 63 may imclude a deblocking filter and/or an SAQ filter to filter
block boundaries to remove blockiness artifacts from reconstructed video. Additional
filters (in loop or post loop) may also be used in addition o the deblocking filter. Such
filters are not shown for brevity, but if desived, may filter the output of summmer 50 (as
an fn-loop filter).

[8176] Video data memory 41 may store video data to be encoded by the components of
video encoder 20. The video data stored in video data memory 41 may be obtained, for
example, from video source 18, Decoded picture buffer 64 may be a reference picture
memory that stores reference video data for use in encoding video data by video
encoder 20, e.g., in infra- or inier-coding modes. Video data memory 41 and decoded
picture buffer 64 may be formed by any of a varicty of memory devices, such as
dynanic random access memory (DRAM), including synchronous DRAM (SDRAM),
magnetoresistive RAM (MRAM), resistive RAM (RRAM), or other types of memory
devices. Video data memory 41 and decoded picture buffer 64 may be provided by the

same memery device or separate memory devices. In various examples, video data
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memory 41 may be on-chip with other coroponents of video encoder 20, or off-chip
relative to those components.

(8177} During the encoding process, video encoder 20 receives g video frame or slice to
be coded. The frame or slice may be divided into multiple video blocks. Motion
estimation unit 42 and motion compensation unit 44 perform inter-predictive coding of
the recetved video block relative to one or more blocks in one or more reference frames
to provide teruporal prediction. Intra- prediction processing unit 46 may alterpatively
perform fotra-predictive coding of the received video block relative 1o one or more
neighboring blocks in the same frame or slhice as the block to be coded to provide spatial
prediction. Video encoder 20 may perform meltiple coding passes, ¢.g., to select an
appropriate coding mode for each block of video data.

[8178] Moreover, partition wit 48 may partition blocks of video data into sub-blocks,
based on evahuation of previous partitioning schemes in previous coding passes. For
example, partition unit 48 may initially partition a frame or slice into LCUs, and
partition each of the LCUs info sub-Cls based on rate-distortion analysis {(e.g., rate-
distortion optimization). Mode select umit 40 may further produce a quadtree data
structure indicative of partitioning of an LCU into sub-CUs. Leafnode CUs of the
quadiree may inclode one or more PUs and one or more TUs.

(81781 Mode select unit 40 may seleet one of the coding modes, intra or inter, e.g.,
based on crror results, and provides the resulting intra- or inter-coded block to summer
50 to generate residual block data and to summer 62 to reconstruct the encoded block
for use as a reference frame. Mode select unit 40 also provides syntax clements, such as
motion vectors, intra-mode mdicators, partition information, and other such syntax
iformation, to entropy encoding unit 56.

[8188] Motion estimation unit 42 and motion compensation unit 44 may be highly
integrated, but are lustrated separately for conceptual purpeses. Motion estimation,
performed by motion estimation unit 42, is the process of generating motion vectors,
which estimate motion for video blocks. A motion vector, for example, may indicate
the displacement of a PU of a video block within a current video frame or picture
relative to a predictive block within a reference frame {(or other coded vmit) relative to
the current block being coded within the current frame (or other coded unit}.

(8181} A predictive block is a block that is found to closely match the block to be
coded, in terms of pixel difference, which may be determined by sum of absolute

difference (SAD), sum of square difference (SSD), or other difference metrics. fn some
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examples, video encoder 20 may calculate values for sub-integer pixel positions of
reference pictures stored in decoded picture buffer 64, For example, video encoder 20
may interpolate valoes of one-guarter pixel positions, one-cighth pixel positions, or
other fractional pixel positions of the reference picture. Therefore, motion estimation
umit 42 may perform a motion search relative to the full pixel positions and fractional
pixel positions and output a motion vector with fractional pixel precision.

[#182} Motion estimation unit 42 calculates a motion vector for a PU of a video block
in an inter-coded shice by comparing the position of the PU to the position of &
predictive block of a reference picture. The reference picture may be selected froma
first reference picture list (List 0) or a second reference picture Hst (List 1), cach of
which identify one or more reference pictures stored 1o decoded picture butter 64, The
reference picture lists may be constructed using the techniques of this disclosure,
Maotion estimation unit 42 sends the calculaied motion vector to entropy encoding unit
56 and motion compensation unit 44.

16183} Motion compensation, performed by motion compensation unit 44, may involve
fetching or generating the predictive block based on the motion vector determined by
motion estimation unit 42, Again, motion estimation unit 42 and motion compensation
ot 44 may be functionally integrated, in some exanmples. Upon receiving the motion
vector for the PU of the current video block, motion compensation unit 44 may focate
the predictive block to which the motion vector points in one of the reference picture
fists. Summer 50 forms a residual video block by subtracting pixel values of the
predictive block from the pixel values of the current video block being coded, forming
pixel difference values, as discussed below. In general, motion estimation unit 42
performs motion estimation relative to luma components, and motion compensation unit
44 yses motion vectors calculated based on the luma components for both chroma
components and fuma componenis. In this manner, motion compensation unit 44 may
reuse motion nformation determined for hnma components to code chroma components
such that motion cstimation unit 42 need not perform: a motion search for the chroma
components. Mode select unit 40 may also generate syntax clements associated with
the video blocks and the video slice for use by video decoder 30 in decoding the video
blocks of the video slice.

{8184} Intra- prediction processing unit 46 may intra-predict a current block, as an
alternative to the inter-prediction performed by moetion estimation vnit 42 and motion

compensation unit 44, as described above. In particular, intra- prediction processing
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unit 46 may deternuine an intra-prediction mode to use to encode a current block. In
some examples, intra- prediction processing unit 46 may encode a corrent block using
various intra-prediction modes, ¢.g., during separate encoding passes, and intra-
prediction processing unit 46 {or mode select unit 40, in some examples) may select an
appropriate intra-prediction mode to use from the tested modes.

[8185] For example, intra- prediction processing unit 46 may calculate rate-distortion
values using a rate-distortion analysis for the various tested intra-prediction modes, and
select the intra-prediction mode having the best rate-distortion characteristics among the
tested modes. Rate-distortion analysis generally determines an amount of distortion {(or
error) between an encoded block and an original, unenceded block that was encoded to
produce the encoded block, as well as a bit rate (that is, a number of bits) used to
produce the encoded block. Intra- prediction processing unit 46 may calculate ratios
from the distortions and rates for the various encoded blocks to determine which intra-
prediction mode exhibits the best rate-distortion value for the block.

16186} Afier sclecting an indra-prediction mode for a block, intra- prediction processing
unit 46 may provide mformation indicative of the selected intra-prediction mode for the
block to entropy encoding unit 56, Entropy encoding unit 56 may encode the
information mdicating the selected imtra-prediction mode. Video encoder 20 may
melade in the transmitted bitstream configuration data, which may include a plurality of
mtra-prediction mode index tables and a phirality of modified intra-prediction mode
index tables {also referred to as codeword mapping tables), definitions of encoding
contexts for various blocks, and mdications of a most probable intra-prediction mode,
an intra-prediction mode ndex table, and a modificd intra-prediction mode mdex table
to use for cach of the contexts.

{8187} Video cncoder 20 forms a residual video block by subtracting the prediction data
from mode select unit 40 from the original video block being coded. Summer 50
represents the component or components that perform this subtraction operation.
Transform processing unit 52 applies a transformy, such as a discrete cosine transform
(DCTY or a conceptually similar transform, to the residual block, producing a video
block comprising residual transform coefficient values. Transform processing vnit 52
may perform other transforms which are conceptually similar to DCT. Wavelet
transforms, integer transforms, sub-band transforms or other types of transforms could
also be used. In any case, transform processing unit 52 applics the transform to the

residual block, producing a biock of residual transtorm coefficients.
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16188} The transform may convert the residual mformation from a pixel value domain
to a transform domain, such as a frequency domain. Transform processing unit 52 may
send the resulting transform coefficients to quantization unit 54, Quantization unit 54
quantizes the transtorm coefficients to further reduce bit rate. The quantization process
may reduce the bit depth associated with some or all of the coefficients. The degree of
guantization may be modified by adjusting a quantization parameter. In some
examples, quantization unit 54 may then perform a scan of the matrix inclhading the
quantized transform cocfficicnts. Aliornatively, entropy encoding unit 56 may perform
the scan.
[6189] Following quantization, entropy encoding unit 56 entropy codes the quantized
transform cocfficients. For example, entropy cncoding unit 56 may perform context
adaptive variable length coding (CAVLC), context adaptive binary arithmetic coding
{CABACQ), syntax-based context-adaptive binary arithmetic coding (SBAC), probability
interval partitioning entropy (PIPE) coding or another entropy coding technique. In the
case of context-based entropy coding, countext may be based on neighboring blocks.
Feollowing the entropy coding by entropy encoding umit 56, the encoded bitstream may
be transnitted to another device (e.g., video decoder 30) or archived for later
transmission of retricval,
[8188] Inverse quantization unit 58 and inverse transform processing unit 60 apply
mverse quantization and inverse transformation, respectively, to reconstruct the residoal
block in the pixel domain, ¢.g., for later usc as a reference block. Motion compensation
unit 44 may calculate a reference block by adding the residual block to a predictive
block of one of the reference pictures stored in decoded picture buffer 64. Motion
compensation unit 44 may also apply one or more interpolation filters to the
reconstructed residual biock to calculate sub-integer pixel vahues for use in motion
estimation. Summer 62 adds the reconstrocted residual block to the motion
compensated prediction block produced by motion compensation unit 44 to produce a
reconstructed video block for storage in decoded picture buffer 64, The reconstracied
video block may be used by motion estimation unit 42 and motion compensation unit 44
as a reference block to inter-code a block 1n a subsequent video frame,
(81911 Video encoder 20 may encode depth maps in a manner that substantially
esemables coding techuigues for coding luminance components, aibeit without
corresponding chrominance comaponents. For example, intra- prediction processing unit

46 may intra-predict blocks of depth maps, while motion estimation unit 42 and motion
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compensation unit 44 may inter-predict blocks of depth maps. However, as discussed
above, during inter-prediction of depth maps, motion compensation unit 44 may scale
{that is, adjust) values of reference depth maps based on differcoces in depth ranges and
precision values for the depth ranges. For example, if different maximum depth values
m the current depth map and a reference depth map correspond to the same real-world
depth, video encoder 20 may scale the maximuom depth valae of the reference depth map
to be equal to the maximum depth valoe in the current depth map, for purposes of
prediction. Additionally or alternatively, video encoder 20 may use the updated depth
range values and precision values to generate a view synthesis picture for view synthesis
prediction, e.g., using techniques sabstantially similar to tnter-view prediction.

(8192} Video encoder 20 represerds an exampile of a video encoder that may be
configured to perform any of the techniques described in this disclosure, alone or in any
combination. For example, video encoder 20 may be configured to perform techniques
for sub-PU level motion prediction for video coding in 3D-HEVC.

163193] In one example, video encoder 20 may be configured to perform a sub-PU
BVSP mode to predict a PU that includes two or more sub-PUs, In the sub-PU BVSP
mode, motion compensation umit 44 of video encoder 20 determines first motion
information for a curcerd PU that includes at least one digparity motion vector and an
associated reference view index that identifies an inter-view reference picture. Motion
compensation unit 44 then partitions the current PU into two or more sub-PUs, and
determines second motion information for each of the sub-PUs that includes at least one
disparity motion vector associated with a depth block of the inter-view reference picture
corresponding to each of the sub-PUs, Motion compensation unit 44 performs motion
compensation to predict each of the sub-PUs of the PU based on the second motion
information for each of the sub-PUs. According to the techniques of this disclosure, for
cach PU predicted using the sub-PU BVEP mode, video encoder 20 stoves the second
motion information derived for each of the sub-PUs of the current PU even afier motion
compensation is performed. The second motion information may be stored in decoded
picture buffer 64, The additional motion information stored for the current PU may then
be used to predict subsequent PUs for which the current PU 1s a neighboring block.
[8194] In another example, video encoder 20 may be configured to perform an
advanced TMVP mode to predict sub-PUs of 3 PU in single layer coding for which
mofion vector refinement may be allowed. To the advanced TMVP mode, motion

compensation unit 44 of video encoder 20 determines a first stage motion vector for 4
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current PU that identifies a block of a reference picture corresponding to the current PU.
Motion compensation unit 44 then partitions the current PU into two or more sub-PUs,
and determines second stage motion information for cach of the sub-PUs from the block
of the reference picture identificd by the fivst stage motion vector, where the second
stage motion information for each of the sub-PUs inchides at least one motion vector
and an associated reference index. Motion compensation unit 44 performs motion
compensation to predict cach of the sub-PUs separately based on the second stage
motion information for cach of the sub-PUs. In some examples, motion compensation
unit 44 may determine a motion vector differcnee to refine the at least one motion
veetor of the second stage motion information for each of the sub-PUs.

(8195} In another example, video encoder 20 may be configured to perform techniques
related to deblocking filter processes applied to CUs of a video block that include at
feast one PU with multiple sub-PUs. According to the techuniques of this disclosure,
prior o applying a deblocking filter to a CU of the video block that includes the PU
with the sub-PUs, filter unit 63 of video encoder 20 converts the CUJ in order to create
artificial PU boundaries or artificial TU boundaries at the sub-PU boundaries. In one
example, filter umit 63 converts a transform tree of the CU in order to associate the PU
with a transtorm tree hicrarchy and associate cach of the sub-PUs with a TU such that
the sub-PU boundaries are converted to artificial TU boundaries. In another exanple,
filter unit 63 converts the CU to a coding tree in order to associate the PU witha CU
and associate cach of the sub-PUs with a PU such that the sub-PU boundarics are
converted to artificial PU boundaries. Filter untt 63 then applies the deblocking filter to
the PU boundaries between two adjacent PUs of the CU and/or the TU boundaries
between two adjacent TUs of the CU, inclading the artificial PU boundaries and the
artificial TU boundarics.

(8196} FIG. 16 1s a block diagram illustrating av example of video decoder 30 that may
mplement the technigues of this disclosure. In the example of FIG. 16, video decoder
30 includes an entropy decoding unit 70, video data memory 71, motion compensation
unit 72, intra prediction processing unit 74, inverse quantization unit 76, inverse
transform processing unit 78, decoded picture buffer 82, filter unit 83, and summer 80,
Video decoder 30 may, in some examples, perform a decoding pass generally reciprocal
to the encoding pass described with respect to video encoder 20 (FIG. 15). Motion
compensation unit 72 may generate prediction data based on motion vectors received

from entropy decoding unit 70, while intra- prediction processing unit 74 may generate
¥ g 5 S
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prediction data based on intra-prediction mode indicators received from entropy
decoding unit 70,

(8197} Video data memory 71 may store video data, such as an encoded video
bitstream, to be decoded by the components of video decoder 30, The video data stored
m video data memory 71 may be obiained, for example, from computer-readable
mediom 16, e.g., from a local video source, such as a camera, via wired or wireless
network communciation of video data, or by accessing phyical data storage media.
Video data memory 71 may form a coded picture buffer (CPB) that stores encoded
video data from an encoded video bitstream. Decoded picture buffer 82 may be a
reference picture memory that stores reference video data for use in decoding video data
by video decoder 30, ¢.g., i intra- or uter-coding modes. Video data eemory 71 and
decoded picture buffer 82 may be formed by any of a variety of memory devices, such
as dynamic random access memory (DRAM), inchuding synchronous DRAM
{(SDRAM), magnctoresistive RAM {MRAM), resistive RAM (RRAM), or other types of
memory devices. Video data memory 71 and decoded picture buffer 82 may be
provided by the same memory device or separate memory devices. In various examples,
video data memory 71 may be on-chip with other components of video decoder 30, or
off-chip relative 1o those components.

[8198] During the decoding process, video decoder 30 recetves an encoded video
bitstream that represents video blocks of an encoded video slice and assoctated syntax
clements from video encoder 20, Entropy decoding unit 70 of video decoder 30 entropy
decodes the bitstream to generate quantized coctficients, motion vectors or infra-
prediction mode indicators, and other syntax elements. Entropy decoding unit 70
forwards the motion vectors to and other syntax elements to motion compensation unit
72. Video decoder 30 may receive the syntax ¢lements at the video slice level and/or
the video block level.

(68199} When the video slice is coded as an intra-coded (I} shice, ntra prediction
processing unit 74 may generate prediction dats for a video block of the corrent video
slice based on a signaled intra prediction mode and data from previously decoded blocks
of the current frame or picture. When the video frame 15 coded as an inter-coded (i.e., B
or Py shce, motion compensation unit 72 produces predictive biocks for a video block of
the current video shice based on the motion vectors and other syntax clements received
from entropy decoding vnit 70, The predictive blocks may be produced from one of the

reference pictures within one of the reference picture lists, Video decoder 30 may
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construct the reference frame Hsts, List 0 and List 1, using the techmiques of this
disclosure based on reference pictures stored in decoded picture buffer 82, Motion
compernsation unit 72 determines prediction information for a video block of the current
video slice by parsing the motion vectors and other syntax elements, and uses the
prediction information to produce the predictive blocks for the current video block
being decoded. For example, motion compensation unit 72 uses some of the received
syntax ciements to determine a prediction mode (e.g., intra- or inder-prediction) used to
code the video blocks of the video slice, an inter-prediction slice type (e.g., Bsliccor P
shice), construction information for one or more of the reference picture Lists for the
slice, motion vectors for each inter-encoded video block of the slice, inter-prediction
status for each inter-coded video block of the slice, and other information to decode the
video blocks in the current video shice.

[8268] Motion compensation anit 72 may also perform interpolation based on
interpolation filters. Motion compensation unit 72 may usc interpolation filters as used
by video encoder 20 during encoding of the video blocks to calculate interpolated vales
for sub-integer pixels of reference blocks. In this case, motion compensation unit 72
may determine the interpolation filters used by video encoder 20 from the received
syntax clements and use the interpolation filters to produce predictive blocks.

(82811 Inverse quantization unit 76 inverse quantizes, 1.¢., de-guantizes, the quantized
transform coefficients provided in the bitstream and decoded by entropy decoding unit
70. The tnverse quantization process may nclode use of a quantization parameter QPy
calculated by video decoder 390 for cach video block in the video shice to determine a
degree of quantization and, Hkewise, a degree of inverse quantization that should be
applied. Inverse transform processing unit 78 applies an inverse transform, ¢.g., an
inverse DCT, an inverse integer transform, or a conceptually similar inverse transform
process, to the fransform cocfficients in order to produce residual blocks in the pixel
domain.

18282} After motion compensation unit 72 generates the predictive block for the current
video block based on the motion vectors and other syntax elements, video decoder 30
forms a decoded video block by summing the residual blocks from inverse transtorm
processing unit 78 with the corresponding predictive blocks generated by motion
compensation unit 72, Summer 90 represents the component or components that
perform this sunumation operation. Filter unit 63 may apply a deblocking filter process.

Filter umit 63 may include a deblocking filter and/or an SAQ filter to filter block
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boundaries to remove blockiness artifacts from reconstructed video.  Additional filters
{int loop or post loop) may also be used in addition to the deblocking filter. Such filters
are not shown for brevity, but if desired, may filter the output of summer 890 {as an n-
loop filter). The decoded video blocks in a given frame or picture are then stored in
decoded picture buffer 82, which stores reference pictures used for subsequent motion
compensation, Decoded picture buffer 82 also stores decoded video for later
presentation on a display device, such as display device 32 of FIG. 1,

16243} Video decoder 30 may decode depth maps in a manner that substantially
resembles decoding technigues for decoding huminance components, albeit without
corresponding chrominance components. For example, intra- prediction processing unit
74 may intra-predict blocks of depth maps, while motion compensation unit 72 may
mter-predict blocks of depth maps. However, as discussed above, during inter-
prediction of depth maps, motion compensation unit 72 may scale (that is, adjust) values
of reference depth maps based on differences in depth ranges and precision values for
the depth ranges. For example, if different maximoum depth values in the current depth
map and a reference depth map correspond to the same real-world depth, video decoder
30 may scale the maximuun depth value of the reference depth map to be equal to the
maximum depth value in the current depth map, for purposes of prediction.
Additionally or alternatively, video decoder 30 may use the updated depth range values
and precision valies to gencrate a view synthesis picture for view synthesis prediction,
¢.g., using techuigques substantially similar to inter-view prediction.

16264] Video decoder 30 represents an example of a video decoder that may be
configured to perform any of the techmiques described m this disclosure, alone or in any
combination. For example, video decoder 30 may be configared to perform technigues
for sub-PLU level motion prediction for video coding in 3D-HEVC.

[68285] In onc cxample, video decoder 30 may be configured to perform a sub-PU
BVSP mode to predict a PU that includes two or more sub-PUs. In the sub-PU BVSP
mode, motion compensation unit 72 of video decoder 30 determines first motion
information for a current PU that jncludes at least one disparity motion vector and an
associated reference view index that identifies an inter-view reference picture. Motion
compensation unit 72 then partitions the current PU into two or more sub-PUs, and
determines second motion information for cach of the sub-PUs that includes at lcast one
disparity motion vector associated with a depth block of the inter-view reference picture

corresponding to each of the sub-Pls. Motion compensation unit 72 performs motion
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compensation to predict each of the sub-PUs of the PU based on the second motion
information for each of the sub-Pls. According to the techniques of this disclosure, for
cach PU predicted using the sub-PU BVSP mede, video decoder 30 stores the second
mofion information derived for each of the sub-PUs of the currerd PU even after motion
compensation is performed. The second motion information may be stored in deceded
picture buffer 82. The additional motion information stored for the current PU may then
be used to predict subsequent PUs for which the current PU is a neighboring block.
16266] In another example, video decoder 30 may be configured to perform an
advanced TMVP mode to predict sub-PUs of a PU in single layer coding for which
motion vector refinement may be allowed. In the advanced TMVP mode, motion

~
/

compensation unit 72 of video decoder 30 determines a first stage motion vector for a
current PU that identifies a block of a reference pictare corresponding to the current PU,
Motion compensation unit 72 then partitions the current PU into two or more sub-PUs,
and determines second stage motion information for each of the sub-PUs from the block
of the reference picture identified by the first stage motion vector, where the second
stage motion information for each of the sub-PUs includes at least one motion vector
and an associated reference index. Motion compensation unit 72 performs motion
compensation to predict cach of the sub-Pls separately based on the sccond stage
motion information for each of the sub-PUs. In some examples, motion compensation
unit 72 may determing a motion vector difference to refine the at least one motion
vector of the second stage motion information for cach of the sub-PUs.

162671 In another cxarople, video decoder 30 may be configured to perform techniques
related to deblocking filter processes applied to CUs of a video block that fnclude at
least one PU with multiple sub-PUs. According to the techniques of this disclosure,
prior to applying a deblocking filter to a CU of the video block that includes the PU
with the sub-PUs, filter unit 83 of video decoder 30 converts the CU in order 1o create
artificial PU boumdaries or artificial TU boundaries at the sub-PU boundaries. In one
exaraple, filter unit 83 converts a transform iree of the CU in order to associate the PU
with a transform tree hicrarchy and associate cach of the sub-PUs with a TU such that
the sub-PU boundaries are converted to artificial TU boundaries. In another example,
filter unit 83 converts the CU to a coding tree in order to associate the PU witha CU
and associate cach of the sub-PUs with a PU such that the sub-PU boundaries are
converted to artificial PU boundaries. Filter unit 83 then applics the deblocking filter to

the PU boundaries between two adjacent PUs of the CU and/or the TU boundaries
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between two adjacent TUs of the CU, inclading the artificial PU boundaries and the
artificial TU boundaries.

18268} FIG 17 is a fowchart illustrating an example operation of predicting a current
PU using a sub-PU BVSP mode and storing the determined sub-PU motion information
storage. The illastrated operation is described n this disclosure with respect to video
decoder 30 of FIG. 16, In other examples, the illustrated operation may be performed
by video encoder 20 of FIG. 15, or any other encoding or decoding device that operates
according to the 3D-HEVC standard.

182891 Video decoder 30 receives an encoded video bitstream that represents video
blocks of an encoded video slice and associated syntax clements. Entropy decoding unit
70 of video decoder 30 decodes the bitstream to generate quantized transform
coefficients, motion mformation and prediction mode indicators, and other syntax
elements. Entropy decoding unit 70 sends the decoded quantized transform coefficient
to inverse quantization unit 76 and inverse transform processing unit 78 {0 reconstruct
residual blocks of the video blocks to be decoded. Entropy decoding unit 70 sends the
decoded motion information and inter prediction mode indicators to motion
compensation unit 72.

(68218} Motion compensation unit 72 predicts each PU of each CU of the video blocks
to be decoded according to the indicated one of the merge or AMVP inter prediction
modes. For example, in the merge mode, motion compensation unit 72 may generate a
merge mode candidate list of motion information that includes motion information, Le.,
motion vectors and associated reference indices, of spatial and temporal neighboring
blocks of the current PU. In this case, the decoded motion information may inchude a
merge index that indicates one of the sets of motion information in the merge mode
candidate list for predicting the current PU. In the BV SP mode, the merge mode
candidate list includes a special BV SP candidate having motion information that
melades a disparity motion vector and an associated reference view index, and depth
information is used o refine the motion information.

16211} According to the technigues of this disclosure, motion compensation unit 72
determines first motion information for a current PU from neighboring blocks of the PU
according to the BVSP mode in which the first motion information includes at least one
disparity motion vector and an associated reference view index that identifics an inter-
view reference picture (140). As described above, motion compensation unit 72 may

select the first motion miormation for the current P as the BVSP candidate from the
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merge mode candidate list. In some cases, the first motion fnformation for the current
PU may inchide a disparity motion vector corresponding to cach of the first and second
reference picture lsts.

16212} Motion compensation unit 72 then partitions the current PU into two oy more
sub-PUs (142}, Motion compensation unit 72 determines second motion information
for each of the sub-PUs in which the sccond motion information inchudes at least one
disparity motion vector associated a depth block of the inter-view reference picture
corresponding to cach of the sub-Pls (144). For example, motion compensation unit 72
may select a maxinuim value of the four corner pixels for the depth block of the nter-
view reference picture corresponding to each of the sub-PUs, and convert the maximum
value to a horizontal componerd of the disparity motion vector for cach of the sub-FUs.
The vertical component of the disparity motion veetor for cach of the sub-PUs 15 equal
to zero. In some cases, the second motion information for cach of the sub-PUs may
include a disparity motion vector corresponding to cach of the first and second reference
picture Hsts.

16213} Motion compensation vnit 72 performs motion compensation 1o predict each of
the sub-PUs of the cusrent PU from the inter-view reference picture based on the second
mofion information (146). After performing motion compensation, video decoder 30
stores the second motion information for each of the sub-PUs of the cinrent PU in a
memory, ¢.g., decoded picture buffer 82 of video decoder 30, to be used for predicting
subscquent PUs (148). For example, video decoder 30 may store the disparity motion
vector derived for each of the sub-PUs in decoded picture butfer 82 associated with a
reference picture list that includes the inter-view reference picture identified by the
reference view index of the first motion information for the PU. After generating 2
predictive block for each of the sub-PUs of the PU during motion compensation, video
decoder 30 generates a reconstructed version of the video block based ona
reconstructed version of a corresponding residual biock and the predictive block for
cach of the sub-PUs.

16214} Conventionally, in the BVEP mode of 3D-HEVC, after performing motion
compensation to predict each of the sub-PUs, only a single disparity motion vector
corresponding to cach reference picture list is stored for the current PU. The single
disparity motion vector is stored for each reference picture list even though the motion
compensation of the PU is based on multiple motion vectors for the multiple sub-PUs of

the PU. In this case, when the current PU is used to predict a subsequent PU, the sub-
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PUs of the current PU are viewed as having the same motion vectors such that the sub-
PU BVSP mode has Little impact on improving accuracy of motion vector prediction.
18215} According to the techniques of this disclosure, for cach PU coded in the sub-PU
BVEP mode, video decoder 30 stores the second niotion information devived for each of
the sab-PUs of the current PU, even after motion compensation is performed. The
additional motion information stored for the current PU may then be used to predict
subsequent PUs for which the current PU is a neighboring block. For example, motion
compensation unit 72 mway generate a maerge mode candidate fist of motion information
for predicting a subsequent PU that includes the second motion information for at least
one of the sub-PUs of the PU stored in decoded picture buffer 82 as a sub-PU BVSP
candidate in the merge mode candidate list. In one example, if the subsequent PU is
coded in the sub-PU BVEP mode, motion compensation unit 72 may not need to derive
the second motion information for each of the sub-PUs of the subsequent PU. Instead,
motion compensation unit 72 may instead select the second motion information as the
sub-PU BVSP candidate from the merge mode candidate list of motion information for
predicting the sub-PUs of the subsequent P

{8216} FIG 18 is a flowchart illustrating an example operation of applying a deblocking
filter to each CU of a video block to filter TU boundaries and P boundaries including
sub-PU boundaries within the CU. The deblocking filter is applied afier reconstructing
the video block and before storing the video block in a decoded picture buffer as a block
of a reference picture. The tlustrated operation is described in this disclosure with
respect to video decoder 30 of FIG 16, In other examples, the illustrated operation may
be performed in the video block reconstruction loop of video encoder 20 of FIG 15, or
any other encoding or decoding device that uses a sub-PU design and deblocking filters.
18217} Video decoder 30 generates a reconstructaed version of a video block based on a
reconstructed version of a corresponding residual block and a predictive block (150},
The video block inchudes at least one CU, and the CU may include at least one PU that
18 partitioned mto two or more sub-PUs. As described above with respect to FIG. 17,
motion compensation unit 72 of video decoder 30 may generate a predictive block
during video compression for cach of the sub-PUs of the PUL Deblocking filters for the
HEVC standard are not designed to filter within a PU, t.e., along sub-PU boundaries,
because for HEVC blocks it is assumed that motion compensation is the same for the

entire PU. This disclosure describes techniques for converting a PU with sub-PUs to a
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deblocking friendly structore so that HEVC deblocking filters may continue to be used
for 3D-HEVC blocks.

[8218] Prior to applying a deblocking filter to the CU of the video block that includes
the PU with the two or more sub-PUs, filter umit 83 of video decoder 30 converts the
CU 1o create artificial PU boundaries or artificial TU boundaries at sub-PU boundaries
between two adjacent sub-PUs of the PU (152}, In one example, filter unit 83 converts
a transform free of the CU in order to associate the PU with a transform trec hierarchy
and associate cach of the sub-PUs with a TU such that the sub-PU boundaries are
converted to artificial TU boundaries. In ancther example, filter unit 83 converts the
CU to a coding tree in order to associate the PU with a CU and associate each of the
sub-PLs with 2 PU such that the sub-PU boundaries are converted to artificial PU
boundaries.

(68219} Filter unit 83 then applies the deblocking filter to the PU boundaries between
two adjacent PUs of the CU and/or the TU boundaries between two adjacent TUs of the
CU, mmcluding the artificial PU boundaries and the artificial TU boundaries (154). Afier
filtering each of the CUs of the reconstructed version of the video block, filter unit 83
storgs the video block in decoded picture baffer 82 as a block of a reference picture
{156).

(68226} G 19 flowchart llustrating an example operation of an advanced TMVP mode
to predict sub-PUs of a PU in single layer coding. The illustrated operation is described
in this disclosure with respect to video decoder 30 of FIG. 16, In other examples, the
illustrated operation may be performed by video encoder 20 of FIG 15, or any other
encoding or decoding device that uses a sub-PU design.

(8223} Video decoder 30 receives an encoded video bitstream that represents video
blocks of an encoded video slice and associated syntax clements. Entropy decoding vmit
70 of video decoder 30 decodes the bitstream to generate quantized transform
coefficients, motion mformation and prediction mode indicators, and other syntax
clements. Entropy decoding unit 70 sends the decoded quantized transform coefficient
1o jnverse quantization vntt 76 and inverse fransform processing unit 78 1o reconstruct
residual blocks of the video blocks to be decoded. Entropy decoding unit 70 sends the
decoded motion information and inter prediction mode indicators to motion
compensation unit 72,

68222} Motion compensation unit 72 predicts each PU of each Cl of the video blocks

to be decoded according to the indicated one of the merge or AMVP inter prediction
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modes. For example, in the merge mode, motion compensation unit 72 may generate a
merge mode candidate list of motion information that includes motion information, i.¢.,
motion vectors and associated reference indices, of spatiaf and temporal neighboring
blocks of the current PU. In this case, the decoded motion fnformation may include a
merge index that indicates one of the sets of motion information m the merge mode
candidate hist for predicting the current PU. In another example, in the AMVP mode,
motion compensation unit 72 may generate an AMVP mode candidate list that only
ncludes motion vectors of the spatial and teraporal neighboring blocks of the current
PUL 1In this case, the decoded motion information may inchade an AMVP index that
indicates one of the motion vectors in the AMVP mode candidate kist, and also inchide
an expliciily signaled reference index and any motion vector difference to refine the
selected motion vector for predicting the current PU.

18223} Conventionally, the sub-PU design is only enabled for inter-layer or inter-view
prediction using the merge inter prediction mode. This disclosure describes an
advanced TMVF mode to predict sub-PUs of a PU in single layer coding for which
motion vector refinement may be allowed. In one example, to mdicate performance of
the advanced TMVP mode to predict the current PU, motion compensation unit 72 may
generate an advanced TMVP candidate in the merge mode candidate list for the PU,
where selection of the advanced TMVP candidate indicates performance of the
advanced TMVP mode to predict the PU.

18224} According to the techniques of this disclosure, motion compensation unit 72
determines a first stage motion vector for a current PU from neighboring blocks of the
PUI that identifies a block of a reference picture corresponding to current PU (160). As
one example, motion compensation unit 72 may derive the first stage motion veetor
from the spatial ncighboring blocks and/or the temporal neighboring blocks of the
current PU. As another exanple, motion compensation unit 72 may sclect the first stage
motion vector from a merge mode candidate list for the carrent PU. In other examples,
the first stage motion vector may be set to be a constant or pre-defined value.

16228} Motion compensation untt 772 then partitions the current PU into two ot more
sub-PUs {162). Motion compensation unit 72 determines second stage motion
information for each of the sub-PUs from the block of the reference picture identified by
the first stage motion vector, where the second stage motion information for each of the
sub-PUs mncludes at least one motion vector and an associated reforence index (164). In

some cases, the second stage motion mformation for each of the sub-PUs may inclade
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motion vector corresponding to each of the first and second reference picture hists. In
the case where at least gne of the motion vectors of the second stage motion information
for one of the sub-PUs is unavailable, motion compensation unit 72 may use a
representative motion vector, such as the first stage motion vector, for the one of the
sub-PUs.

[8226] In some examples, instead of operating purely in the merge mode, motion vector
refinement similar to the AMVYP mode may be enabled. For example, motion
compensation unit 72 may deteroine motion refinement data for the current PU
predicted using the advanced TMVP mode. In one case, motion compensation unit 72
may determine a motion vector difference applicable to the second stage motion
imformation for one or more of the sub-PUs. As described above, the motion vector
difference may be signaled in the motion nformation included in the encoded video
bitstream. In this example, to mdicate performance of the advanced TMVP mode using
the motion refinement data to predict the current PU, motion compensation unit 72 may
generate an advanced TMVP candidate i the AMVP mode candidate list for the PU,
where selection of the advanced TMVP candidate indicates performance of the
advanced TMVP mode using the motion refinement data to predict the PUL

168227} Motion compensation unit 72 performs metion compensation to predict cach of
the sab-PUs separately based on the second stage motion information for each of the
sub-PUs (166). After generating a predictive block for each of the sub-PUs of the PU
during motion compensation, video decoder 30 gencrates a reconstructed version of the
video block based on a reconstructed version of a corresponding residual block and the
predictive block for each of the sub-Pls.

{8228} In one or more examples, the functions described may be implemented in
hardware, software, firmware, or any combination thereof. If implemented in software,
the functions may be stored on or transmitted over, as onc or more fnstructions or code,
a computer-readable medium and executed by a hardware-based processing unit.
Computer-readable media may include computer-readable storage media, which
corresponds to a tangible medium such as data storage media, or communication media
mchiding any mediom that facilitates transfer of a computer program from one place to
another, e.g., according to a communication protocol. In this manner, computer-
readable media generally may correspond to (1) tangible computer-readable storage
media which is non-transitory or {2) a communication mediw such as a signal or

carrier wave. Data storage media may be any available media that can be accessed by
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ONE OF THOTE COMPULETS OF ONE OF MO Processors to retrieve mstractions, code and/or
data structures for implementation of the technigues described in this disclosure. A
computer program product may inchide a computer-readable mediom,

168229} By way of exaraple, and not Hoitation, such computer-readable storage media
can comprise RAM, ROM, EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage, or other magnetic storage devices, flash memory, or any other medium that
can be used to store desired program code in the form of mstructions or data structures
and that can be accessed by a comaputer. Also, any connection 1s properly termed a
computer-readable medium. For example, if instructions are transmitied from a
website, server, or other remote source using a coaxial cable, fiber optic cable, twisted
pair, digital subscriber Hue (DSL), or wircless technologies such as infrared, radio, and
microwave, then the comxial cable, fiber optic cable, twisted pair, DSL, or wireless
technologies such as infrared, radio, and microwave are incloded in the definition of
medivm. 1t should be understood, however, that computer-readable storage media and
data storage media do not include connections, carrier waves, signals, or other transient
media, but are instead directed to non-transient, tangible storage media. Disk and dise,
as used herein, includes compact disc (CD), laser disc, optical disc, digital versatile disc
(DVD), floppy disk and Blu-ray disc, where disks usually reproduce data magnetically,
while dises reproduce data optically with lasers. Combinations of the above should also
be included within the scope of computer-readable media.

18238 Instructions may be executed by one or more processors, such as one or more
digital signal processors (IDSPs), general purpose microprocessors, apphcation specific
mntegrated circuits (ASICs), ficld programmable logic arrays (FPGAS), or other
equivalent integrated or diserete logic circuitry. Accordingly, the term “processor,” as
used berein may refer {0 any of the forcgoing structure or any other structure suitable for
implementation of the techniques described horein. In addition, m some aspects, the
functionality described herein may be provided within dedicated hardware and/or
software modules configured for encoding and decoding, or incorporated in a combined
codec. Also, the techniques could be fully implemented in one or more crenits or logic
clements.

{6231} The techuigques of this disclosare may be implemented in a wide variety of
devices or apparatuses, including a wireless handset, an integrated circuit (IC) or a set of
ICs {e.g., a chip set). Various cormponents, modules, or units are described in this

disclosure to emphasize functional aspects of devices configured to perform the
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disclosed techniques, but do not necessarily require realization by different hardware
units, Rather, as described above, various units may be combined in a codec hardware
unit or provided by a colicction of interoperative hardware units, including one or more
processors as described above, in conjunction with suttable software and/or furoware.
{82321 Various examples have been described. These and other examples are within the

scope of the following claims.
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WHAT IS CLAIMED 1S:

1. A method of processing video data comprising:

determining a first stage motion vector for a prediction unt (PU} of a coding
umit (CU) of a video block from neighboring blocks ot the PU as a first stage of an
advanced temporal motion vector prediction {TMVP) mode, wherein the first stage
motion vector identifies a block of a reference picture corresponding to the PU;

partitioning the PU into two or more sub-PUs;

determining second stage motion information for each of the sub-PlUs from the
block of the reference picture identified by the first stage motion vector as a second
stage of the advanced TMVP mode, wherein the second stage motion information for
each of the sub-PUs includes at least one motion vector and an associated reference
index; and

performing motion compensation for each of the sub-PUs separately based on

the second stage motion mnformation for each of the sub-Pls.

2. The method of claim 1, wherein determining the first stage motion vector for the
PU comprises deriving the first stage motion vector from one or more of spatial

neighboring blocks or temporal neighboring blocks of the PU.

3. The method of claim 1, wherein determining the first stage motion vector for the
PU comprises sclecting the first stage motion vector from a merge mode candidate Hst

for the PU.

4. The method of claim i, forther comprising generating an advanced TMVP
candidate in a merge mode candidate kist for the PU, wherein the advanced TMVP

candidate indicates performance of the advanced TMVP mode to predict the PU.

5. The method of claim 1, further comprising, based on the at least one motion
vector of the second stage motion mformation for one of the sub-PUs being unavailable,

using a representative motion vector for the one of the sub-PUs,

6. The method of claim 1, further comprising deternining motion refinemernt data

for the PU predicted using the advanced TMVP mode.
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7. The method of claim 6, wherein determining the motion refinement data
comprises determining a single motion vector difference for the PU that is applicable to

the second stage motion information for cach of the sub-PUs of the PU.

5. The method of claim 6, wherein determining the motion refinement data
comprises determining a different motion vector difference for the second stage motion

information for each of the sub-PUs.

9. The method of claim 6, further comprising generating an advanced TMVP
candidate in an advanced motion vector prediction {AMVP) mode candidate list for the
PU, wherein the advanced TMVP candidate indicates performance of the advanced

TMVP mode using the motion refinement data to predict the current PU.

14 The method of claim 1, further comprising:

generating a predictive block for each of the sub-PUs of the PU based on the
second motion information;

generating a residual biock based on the video block and the predictive block for
cach of the sub-PUs; and

encoding the residual block and an mdicator of at least the first motion stage

motion vector for the PU in a video bitstream.

1t The method of claim 1, further comprising:

decoding a residual block and an ndicator of at least the first stage motion
vector for the PU from a received video bitstream;

generating a predictive block for each of the sub-PUs of the PU based on the
second motion information; and

generating a reconstructed version of the video block based on the residual biock

and the predictive block for each of the sub-PUs.
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12, A video processing device comprising:

a memory configured to store video data; and
ONC OF MOYC Processors in commumication with the memory and configured to:

determine a first stage motion vector for a prediction unit (P of a
coding unit {CU) of a video block from neighboring blocks of the PU as a first
stage of an advanced temporal motion vector prediction (TMVP) mode, wherein
the first stage motion vector identifics a block of a reference picture
corresponding to the PU,

partition the PU into two or more sub-PUs,

determine sccond stage motion information for each of the sub-PUs from
the biock of the reference picture identified by the first stage motion vector as a
sccond stage of the advanced TMVP mode, wherein the second stage motion
information for cach of the sub-PUs includes at least one motion vector and an
associated reference index, and

perform motion compensation for cach of the sub-PUs separately based

on the sccond stage motion information for each of the sab-PUs.

13, The device of claimn 12, wherein the one or more processors are configured to
derive the first stage motion vector from one or move of spatial neighboring blocks or

temporal neighboring blocks of the PU.

14, The device of claim 12, wherein the one or more processors at configured to

select the first stage motion vector from a merge mode candidate st for the PUL

18, The device of claim 12, wherein the one or more processors are configured to
generate an advanced TMVP candidate in a merge mode candidate hist for the PU,
wherein the advanced TMVP candidate indicates performance of the advanced TMVP

mode to predict the PUL

16. The device of claim 12, wherein, based on the at least one motion vector of the
second stage motion information for one of the sub-PUs being unavailable, the one or
more processors are configured 1o use a representative motion vector for the one of the

sub-Pis.
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17. The device of claim 12, wherein the one or more progessors are contfigured to
determine motion refinement data for the PU predicted using the advanced TMVP

maode.

18, The device of claim 17, wherein the one or more processors are configured to
determine a single motion vector difference for the PU that is applicable to the second

stage motion information for cach of the sub-PUs of the PU.

19, The device of claim 17, wheremn the one or more processors are configured to
determine a different motion vector difference for the second stage motion mformation

for each of the sub-PUs,

24 The device of claim 17, wherein the one or more processors are configured to
generate an advanced TMVP candidate in an advanced motion vector prediction
(AMVP) mode candidate list for the PU, wherein the advanced TMVP candidate
mndicates performance of the advanced TM VP mode using the motion refinement data to

predict the current PUL

21 The device of claim 12, wherein the video processing device comprises a video
encoding device, and wherein the one or more processors are configured to:

generate a predictive block for cach of the sub-PUs of the PU based on the
second motion information;

generate a residual block based on the video block and the predictive block for
cach of the sub-PUs; and

encode the residual block and an indicator of at least the first motion stage

maotion vector for the PU in a video bitstream.

22, The device of claim 12, wherein the video processing device comprises 2 video
decoding device, and wherein the one or more processors are configured to:
decode a residual block and an indicator of at least the first stage motion vector

for the PU from a received video bitstream;
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generate a predictive biock for each of the sub-PUs of the PU based on the
second motion information; and
generate a reconstructed version of the video block based on the residual block

and the predictive block for cach of the sub-PUs.

23. A video processing device comprising:

means for determining a first stage motion vector for a prediction unit (PU)Y of 8
coding unit (CU) of a video block from neighboring blocks of the PU as a first stage of
an advanced temporal motion vector prediction (TMVP) mode, wherein the first stage
motion vector identifies a block of a reference picture corresponding to the PU;

means for partitioning the PU inte two or more sub-PUs;

means for determining second stage motion information for each of the sub-PUs
from the block of the reference picture identified by the first stage motion vectoras a
second stage of the advanced TMVP mode, wherein the second stage motion
information for each of the sub-PUs includes at least one motion vector and an
associated reference index; and

means for performing motion compensation for each of the sub-PUs separately

based on the second stage motion information for each of the sub-PUs,

24. A computer-readable storage medium storing instructions for processing video
data that, when exccuted, cause one or more Processors to:

determing a first stage motion vector for a prediction unit {PU) of a coding unit
(CU) of a video block from neighboring blocks of the PU as a fivst stage of an advanced
temporal motion vector prediction (TMVP) mode, wherein the first stage motion vector
identifies a block of a reference picture corresponding to the PUL

partition the PU into two or more sub-Pls;

determine second stage motion information for each of the sub-PUs from the
block of the reference picture identified by the first stage motion vector as a second
stage of the advanced TMVP mode, wherein the second stage motion information for
each of the sub-PUs includes at least one motion vector and an associated reference
index; and

perform motion compensation for cach of the sub-PUs separately based on the

second stage motion information for cach of the sub-PUs.
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