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(57) Abstract: A digital message (m) is signed and, if a request is approved, receives a time stamp (T). The request is computed as a first function of the message and a current one of a sequence of passwords (σ1, ..., z) computed such that each password corresponds to an index unit. The request (σ) is submitted to a signature server (500). If the request is approved, the signature server returns a current time stamp (T). Each of the passwords may be computed as a function, such as a hash function, pseudo-random function, or encryption function, of the subsequent password. At least one hash tree uses at least a subset of the passwords as inputs to a hash tree used to verify the passwords.
TITLE: SYSTEM AND METHOD FOR SEQUENTIAL DATA SIGNATURES

PRIORITY CLAIM:

FIELD OF THE INVENTION
[0002] This invention relates to a system and method that provides digital signatures for data sets.

BACKGROUND
[0003] Keys are the most vulnerable components of conventional digital signature solutions. Key exposure is dangerous not only to the key owner but also to the parties that rely on digital signatures as potential evidence to protect their rights. The validity (integrity) of digital signatures that use traditional public key-based mechanisms depends on assumptions that some private keys are secure. On one hand, instant revocation of keys is necessary to protect the signer. On the other hand, the possibility of instant revocation makes the signature verification procedure complex, because one has to prove that the key was not revoked at the time of creating the signature. Additional confirmations such as Online Certificate Status Protocol (OCSP) responses, time-stamps, etc., must therefore typically be added to the signature.

[0004] If instant revocation is possible, the signature key can be revoked immediately after signing; hence, verification mechanisms must be very precise in determining the chronological order of the signing and revocation events. Due to the evidentiary function of signatures, this order may also need to be provable to third parties long after the document has been signed. The public-key time-stamping solutions such as the one proposed in RFC3161 do not eliminate this problem because the validity of time-stamps also depends on the validity of (some) keys.

[0005] Traditional electronic signature schemes, such as public-key systems like RSA, are also vulnerable to quantum-computational attacks. Quantum attacks...
are becoming more and more practical and it is therefore reasonable to take them into account when designing long-term solutions for digital signatures.

[0006] In light of these two considerations (secret-independent integrity and quantum immunity), so-called hash function-based digital signatures are becoming increasingly important. The history of such signature schemes goes back to early 1980’s - hash function-based signatures were first studied by Lamport in 1979 and Merkle in 1980.

[0007] Lamport one-time signatures were designed for signing a message bit-wise: for each bit of the message, two secret random numbers \( r_p \) and \( r_l \) are chosen and their one-way images \( f(r_p) \) and \( f(n) \) published as the public key. For signing the corresponding bit \( b \in \{0, 1\} \) of the message, the random number \( r_{b} \) is revealed and the other number \( r_{i,b} \) is destroyed. The key pair \( f(r_p) \) and \( f(n) \) can be used only once and must be immediately revoked after the use. The signature can be made more efficient if the message is hashed before signing and the bits of the hash are signed. Merkle proposed the use of hash trees for more efficient publishing and verifying the public keys of the Lamport signature.

[0008] In 1981, Haber and Stornetta showed how to use hash functions for time-stamping such that the validity of the time-stamps does not depend on any secrecy assumptions, thereby providing the Lamport scheme with a key-independent revocation check mechanism. It has been proven (by Buldas and Saarepera in 2004, and more efficiently by Buldas and Niitsoo in 2010) that such hash function-based time-stamps cannot be back-dated if the hash function used is collision-resistant.

**BRIEF DESCRIPTION OF THE DRAWINGS**

[0009] Figure 1 illustrates a system for generating digital signatures.

[0010] Figure 2 illustrates a Merkle hash tree.

[0011] Figure 3A illustrates a hash calendar at a time 6.

[0012] Figure 3B illustrates the computation of a publication.

[0013] Figure 3C illustrates a calendar hash chain at a time 5.

[0014] Figures 4A and 4B illustrate, respectively, a key hash sequence in a standard Merkle tree arrangement and in a secure variant according to one aspect of the invention, respectively.
[0015] Figure 4C illustrates a reduced hash tree allowing verification of a subset of a sequence of passwords generated using an iterative hash computation scheme.

[0016] Figure 5 illustrates a hash sequence traversal that updates the hash chains, proving the leaves to the root of the hash tree.

[0017] Figure 6 illustrates a password generation arrangement with both upper and lower hash sequences.

[0018] Figure 7 illustrates various layers of a generalized digital record verification and signing infrastructure.

DETAILED DESCRIPTION

[0019] For ease of comparison, various aspects of the invention are described below in conjunction with further discussion of existing systems. One aspect is the use of server-based signatures, where signatures are created with assistance of at least one signature server 500 (see Figure 1) which may (but need not) be configured as third parties that, on request by at least one client 200, create signatures in the name of clients. In using a signature server, a preferably (but not necessarily) publicly available server participates in the electronic signature creation process, since this allows for a reliable publication process.

[0020] In contrast, prior art solutions based on public-key cryptography assume that users may sign their documents off-line, without any communication with servers. For many reasons, server-based signatures are preferable. For example, they can reduce the computational cost of creating digital signatures, and make it easier to detect possible abuses of signature keys.

[0021] Many different forms of server-based signatures exist. For example, Lamport signatures are server based, as are the so-called on-line/off-line signatures first proposed in 1989 by Even, Goldreich and Micali (and in 2008 generalized by Catalano, di Raimondo, Fiore and Gennaro) in order to speed up the signature-creation procedure, which is usually much more time-consuming than verification. So-called Server-Supported Signatures (SSS) proposed by Asokan, Tsudik and Waidner in 1997 delegate the use of time-consuming operations of asymmetric cryptography from clients (ordinary users) to a server, whereby clients use hash sequence authentication to send their messages to a signature server in an
authenticated way and the server then creates a digital signature by using an ordinary public-key digital signature scheme. In SSS, signature servers are not considered Trusted Third Parties because the transcript of the hash sequence authentication phase can be used as evidence. In SSS, servers cannot create signatures in the name of their clients. The so-called Delegation Servers (DS) proposed in 2002 by Perrin, Burns, Moreh and Olkin reduce the problems and costs related to individual private keys. In their solution, clients (ordinary users) delegate their private cryptographic operations to Delegation Servers that, after authenticating the clients, sign messages on their behalf.

[0022] To understand the improvements provided by different aspects and embodiments of the invention, it is helpful to understand in a bit more detail some of the features and shortcomings of traditional signature solutions.

Traditional Signature Solutions

[0023] In a traditional signature system, each user has a private key $d$, and a public key $e$ that is made available to all potential verifiers. To sign a message $m$, which may be any defined body of digital information, the signer computes the signature $\sigma$ as the result of applying a signature function $S(d;m)$. To verify a digital signature, one applies a verification function $V(e;m;o)$, which indicates verification if and only if the signature is correct.

[0024] These prior art systems require some way to distribute the public keys that is assumed to be reliable - this is typically a trusted Certification Authority (CA). The CA also has a private key that is used to sign public key certificates, which are statements that bind public keys to the identities of users. The certificate is usually added to the signature for reliable verification of the key-identity relationship.

[0025] These traditional solutions also foresee that users may need to revoke their keys (certificates), for example, in case the keys are suspected of being compromised. They therefore typically also need time stamps in order to prove that the signature was created before the key was revoked. Conventional PKI signature schemes rely on a trusted Time Stamping Authority (TSA) for this purpose. Time-stamping is a mechanism to prove that certain data was created at (or before) a certain time - in the context of signatures it helps to determine whether the key was valid (not revoked) at the time of creation of the signature. In PKI, the time-stamping
service is usually provided by third parties who are assumed to be trustworthy and who simply sign a hash of the data (sent by a client) together with current time reading.

[0026] In practice, PKI-based signature solutions typically require even more trusted parties: Usually there are also the so-called On-line Certificate Status Protocol (OCSP) responders, whose duty is to confirm the validity of public key certificates. The OCSP-responders in turn also use private keys to sign the validity statements; moreover, the OCSP responses must be reliably dated. In essence, using these schemes, even if a user were not to trust the integrity of the keys, he would then still have to trust the authority that issued the underlying certificate - the requirement for trust remains, but just at a different level.

[0027] Due to the complicated structure of trusted third parties that are necessary in the traditional signature solutions, the structure of a signature is complicated, comprising the signature itself, the certificate, the time-stamp of the signature, the OCSP-response, etc. Still, in spite of its complexity, PKI signatures fail to provide a complete answer to the fundamental question of what happens if the keys of the trusted third parties become compromised. One must therefore add another layer of time-stamps, OCSP-responses, etc., that are signed by higher-level trusted third parties, and so on. Such traditional, PKI-based signature solutions therefore suffer from a kind of "chicken and egg" problem. There are, moreover, other fundamental threats to traditional digital signatures, such as the fast-developing field of quantum computation.

Quantum Computing

[0028] Quantum computing was envisioned in early 1980’s by Manin and Feynman. In 1997, Shor presented the first quantum algorithm for factoring integers, which means that if a practical quantum computer can be built, many traditional cryptographic signing algorithms like RSA will become totally insecure. Hash functions, however, appear to be able to remain secure even in the presence of functional quantum computers. In 1996 and 2001 Graver presented quantum algorithms for searching a record from an /V-element unsorted database in time \( O(V^{1/2}) \). In 1998, Brassard, H0yer and Tapp presented an efficient collision-search algorithm, which they claimed is capable of finding collisions for n-bit hash functions
in time $2^{n/2}$, whereas, in ordinary computers, it would take $2^{n/2}$ steps. In practice, this would simply mean that one should use about 1.5 times larger hash functions. In 2009, Bernstein called their practical implication into question such that, for now, collision search on ordinary computers is at least as fast as it would be in quantum computers, which means that hash functions seem to be quantum-immune.

In sum, traditional electronic signatures use trapdoor one-way functions, such as RSA, and they will be insecure if and when quantum computers become a practical reality. Despite the discussion here of the advantage of quantum immunity, this is not a requirement for any of the embodiments of the invention, although it is of course a "side-benefit" of the use of hash chains and hash trees whose importance may grow with time.

**Hash-Tree Digital Signature Schemes**

Hash functions therefore seem to remain secure; accordingly, there already exist signature schemes that are based entirely on hash functions. The first such scheme was proposed in 1979 by Lamport. The Lamport signature scheme is, however, inefficient because of its signature size (a few hundred hash values) and the public key size (two hash values for every signed bit). In 1980, Merkle proposed using hash-trees to efficiently publish a large public key. The Lamport signature scheme and its more efficient modification by Merkle have a fundamental weakness inherent in secret keys — the secrecy of keys is still a necessary assumption not only for the security of signing but also for the security of verification. If the key is compromised, all signatures become unreliable. So, the revocation problem still affects Lamport-Merkle-type solutions.

**Data Signatures using Merkle Trees**

A data signature is a mechanism to protect the integrity of data, that is, to prevent or at least detect unauthorized modification of data. A hashing and publishing mechanism may be used for that purpose: Data is hashed using public and standard cryptographic one-way hash functions and the hash is then published in some widely witnessed way such as in a newspaper, etc. Such a signature infrastructure is disclosed in U.S. Patent No. 8,719,576 (Buldas, et al., "Document verification with distributed calendar infrastructure") ("Buldas '576").
In the figures, circles represent computation of a hash function, that is, "leaves" of a hash tree or nodes in a hash sequence, with in-arrow(s) indicating the input parameter(s) of immediately subordinate "child(ren)" being hashed together and the out-arrows indicating the hash value output. See Figure 2. Many hashes may be combined and published together by using a Merkle hash tree. The lowermost leaves of the tree, representing hashes of respective data records \( (x_1; \ldots; x_d) \) are paired and hashed repeatedly "upward" to compute a root hash \( r \) of the tree.

A data signature (of a data record) is a proof that the data record took part in creating the global hash tree (for a certain time unit). The later proof is a "path" through the global tree (a hash chain) that consists of the data that is necessary to re-compute the root of the global hash tree. For example, the path for \( x_i \) in Figure 2 consists of \( x_2 \) (for re-computing \( r_{12} \)) and \( r_{14} \) (for re-computing from \( r_{12} \)), as well as any other configured parameters such as order, etc. Such data signatures are compact, because in the case of \( N \) leaves, their size is only \( (\log N) \). Such a hash-tree scheme has been proven to be secure against back-dating attacks, assuming collision-freeness and other security properties of hash functions. Note that, in this disclosure, the logarithm function "log", unless otherwise indicated, is assumed to be the binary logarithm, that is, the logarithm to the base 2.

**Hash Calendar**

A hash calendar, as disclosed in Buldas '576 is a special kind of hash tree. At any given moment, the tree contains a leaf node for each second (or other chosen calendar period) since some pre-determined initial time, such as 1970-01-01 00:00:00 UTC. The leaves may, for example, be numbered left to right starting from zero and new leaves are always (every second, or other chosen calendar period) added to the right (Figure 3A). The internal nodes of the tree can be computed only if the corresponding predecessor nodes have been computed. For example, at time 6, Figure 3A shows three sub-trees computed: one for the leaves \( x_0-x_5 \), one for leaves \( x_4-x_5 \) and a singleton tree for \( x^6 \). Note that, in Figures 3A-3C, the notation \( x_{jk} \) indicates a node that represents the repeated pair-wise hashing of "leaf" nodes \( x_{j-1}-x_k \).

See Figure 3B. To compute the published hash value at time 6 (assume by way of example this is the publishing time), first a temporary hash value \( x = h(x_{d5}; x_6) \) is computed, where \( x_{d5} \) is the root of the tree with leaves \( x_4 \), \( x_j \), and \( x_6 \) is
the 6th leaf, and finally the published hash \( R \) is computed as \( R = h(x_{0} \mid x) \), where \( x_{0,3} \) is the root hash of the tree with leaves \( x_{0} \mid x_{1} \mid x_{2} \). The published hash \( R \) is computed as \( R = h(x_{0} \mid x) \), where \( x_{0,3} \) is the root hash of the tree with leaves \( x_{0} \mid x_{1} \mid x_{2} \).

[0036] Figure 3C illustrates the calendar hash chain for the 5th leaf, which has a right link as the first link with sibling hash \( x_{6} \), a left link structure with sibling hash \( x_{6} \) as the second link, and right link structure with sibling \( x_{6,3} \) as the third and final link.

[0037] Since the calendar tree is built in a deterministic manner, the shape of the tree for any moment can be reconstructed knowing just the number of leaf nodes in the tree at that moment, which is one more than the number of seconds (or other chosen periods) from the beginning of the calendar (1970-01-01 00:00:00 UTC in our example) to that moment. Therefore, given the time when the calendar tree was created and a hash chain extracted from it, the time period that corresponds to the leaf node is uniquely determined.

Hash Calendar "in action"

[0038] A publicly available hash calendar can be used as an audit mechanism in order to prevent malicious behavior of the server. Real-world publishing mechanisms are usually not efficient enough to publish every hash in the calendar immediately after creation, so during the time period between creating a calendar hash and publishing it the server may try to reorder the calendar hash values. To prevent that from happening, the signing server therefore preferably replies promptly after creating a new calendar hash so that the reply contains a unique representation of the whole previous calendar. For example, when creating \( x_{6} \) (Figure 3C), the server has to reply with two root hash values: the root of the sub-tree with leaves \( x_{0} \mid x_{1} \mid x_{2} \mid x_{3} \) and the sub-tree with the leaves \( x_{4} \mid x_{5} \). If the server still tries to reorder the calendar hash values, then it has to reply inconsistently to the clients, which will be detected sooner or later.

BLT Signatures

[0039] Disclosed here are different embodiments of a new type of hash function-based signature scheme in which the signature process involves a signature server 500 (Figure 1). For simplicity, this scheme is referred to below as the "BLT" solution, the "BLT" signature scheme, or simply "BLT", after the initials of the inventors.
[0040] In one embodiment, for every time unit $t$, the client 200 has a one-time, pseudo-random password $z_t$ and the passwords are computed as a sequence $C(z)$ using the relationship $z_i = f(z_{i+1})$, where $f$ is a one-way (hash) function. As used herein, a function $f$ is said to be "one-way" if, given an output $f(x)$ of a randomly chosen input $x$, it is hard to find $x_0$ such that $f(x_0) = f(x)$. In the following, additionally, a somewhat non-standard one-wayness concept is adopted: if $f$ and $h$ are functions with equal domains, then $h$ is said to be $f$-one-way if, given an output $h(x)$ of a randomly chosen input $x$, it is hard to find $f(x)$.

The last element $z_o$ of the one-way sequence $C(z)$

$$z_0 \xleftarrow{f} z_1 \xleftarrow{f} z_2 \xleftarrow{f} \cdots \xleftarrow{f} z_t$$

is the public key of the signer. To sign a message $m$ at time $t$, the signer: (1) combines $m$ with a one-time password $z_t$ that is dedicated for signing messages at time $t$; and (2) sends a hash $x = H(m, z_t)$ to the server to obtain a time-stamp $T_{i}(x)$ for $x$. The signature $(x, z_t, T_i(x))$ is considered valid only if $t = t'$ and $z_t$ is verified to be the $t$-th element of the sequence. This can be done by iterating $f$ (exactly $t$ times) on $z_t$ and comparing the result with $z_0$ (the public key).

[0041] A "message" may be any set of digital information (1's and 0's) that is, or can be formatted or otherwise transformed to be, in a form suitable as an input to the chosen hash function. The client, that is, the software module(s) within the client that process the message according to any embodiment of this invention, may "receive" the message from an external hardware or software entity, or from a hardware or software entity or process within the client itself.

[0042] The server 500 may determine the time-stamp in any known way, such as internally within the signature server 500 according to an internal clock 556. It may, however, alternatively request a time-stamp from an external system 700. One advantageous example of such a system is the distributed, hash tree-based Guardtime signature infrastructure described in more detail below.

[0043] For signing messages during the next time unit $(t + 1)$, the pre-image $z_{i+1}$ of $z_i$ must be found and released. As the hash function cannot be inverted, the
only way to do this, however, is to compute $z_{i+t}$ from the previously saved hash values $z_j$ with $j > t + 1$ (the so-called "pebbles", as defined below).

[0044] There needs to be some way to efficiently and gradually release the pre-images of the one-time passwords. Some methods involve using hardware devices. Secure memory is, however, a relatively costly resource in hardware devices such that even a slight decrease in memory consumption is valuable. Trivial solutions are (1) to store the whole sequence $C(z)$ (that is, use $\mathcal{O}(\ell)$ memory) and hence make the traversal possible in $\mathcal{O}(\ell)$-time; or (2) to store only $z_j$ (that is, use $\mathcal{O}(1)$ memory) and compute the next password in $\mathcal{O}(\ell)$ time. The best traversal algorithms by Jakobsson (2002), and Coppersmith and Jakobsson (2003) and Schoenmakers (2014) require $(\log \ell)$ memory and $(\log \ell)$ traversal steps.

[0045] Note, however, that "pebbling" solutions such as those described by Jakobsson, Schoenmakers and others are efficient only if the signature device is constantly up and running, which is not usually the case for devices such as the smart-cards that are often used as personal digital signature devices. (Other embodiments are described that deal with this problem.)

[0046] Proposed here and discussed below is therefore also an embodiment of the BLT scheme for devices that have no power supply and are not regularly connected to computers. Many such devices, such as general-purpose cryptographic smart cards, also have many restrictions that limit the use of hash sequence signatures. For example, their hashing speed is typically relatively low, only up to about 500 hashing steps per second; moreover, their secure memory is of limited size, etc. This, combined with possibly irregular usage patterns, may render the usefulness of hash sequence-based signatures questionable. This invention therefore provides embodiments with a type of hash sequence signature that is more suitable for such a purpose.

Server-Based Signatures and Non-Repudiation

[0047] BLT-type signatures are server-based, that is, a (preferably publicly available) server participates in the electronic signature creation process, since this provides a reliable publication process. In contrast, prior art solutions based on public-key cryptography assume that users may sign their documents off-line, without any communication with servers. For many reasons, server-based signatures
are preferable. For example, they can reduce the computational cost of creating
digital signatures, and make it easier to detect possible abuses of signature keys.

[0048] One commonly desired property of digital signatures is non-repudiation,
that is, the potential ability to use the signature as evidence against the signer.
Solutions in which trusted third parties are (technically) able to sign on behalf of their
client are not desirable for non-repudiation because clients may use that argument to
(fraudulently) call their signatures into question. Therefore, solutions that presume
clients having their personal signature devices, or some other hardware or software
mechanism that is uniquely associated with clients, are preferable to those relying
entirely on trusted parties.

One-Time Hash-Password Schemes
[0049] As mentioned above, the main idea behind iterated hash sequence
authentication (first proposed by Lamport in 1981) is that the client first generates a
sequence of hash values (with reverse order of indices). Let \( t \) be the number of
possible authentication sessions (that is, the number of one-time passwords). Then
\( z_t \) is a random seed, and \( z_i = f(z_{i+1}) \) for all \( i < t \). The last element \( z_0 = f(z_i) \) in the
sequence is the so-called public key, which is published and also given to the server.
Now, the client will use \( z_i \) in the first authentication session. The server does not
know \( z_t \) before the client uses it, but as it knows \( z_0 \) (the public key) it is possible to
verify the password by checking the relation \( z_0 = f(z_i) \). After the first session, the
server already knows \( z_t \) and hence it is possible for the server to check \( z_2 \) used by
the client (by the relationship \( z_2 = f(z_1) \)), etc.

Time-Dedicated Passwords
[0050] The indices \( i \) may also be related to time, that is, \( z_i \) may be assumed to
be published by the client not before time \( t_0 + i \), where \( t_0 \) is a certain initial time that is
also published together with the public key \( z_0 \). If now, for example, a message \( m \) and
a \( z_i \) are time-stamped together, this may be considered as a signature of \( m \). The
signature is correct only if the date of the time stamp is not later than \( t_0 + i \). The
signature cannot be forged because all published passwords \( z_t, z_2, \ldots, z_i \) are useless
for creating signatures after \( t_0 + i \) as no suitable time-stamps can be obtained any
more (at least if the time-stamps are not back-dated by the time-stamping authority).
[0051] In the context of authentication, this idea was first used in the so-called TESLA protocol in Perring, Canetti, Tygar and Song in 2002. However, as described by the authors of TESLA, the scheme is not suitable for digital signatures because of inefficiency of off-line verification - TESLA was designed to authenticate parties who are constantly communicating with each other. This is typically not the case for digital signatures, however, but even if one were to convert TESLA to autonomous digital signatures, their size would grow to $O(\ell)$.

**Efficiently Verifiable Hash Sequences**

[0052] For some applications, especially for signatures, it should be possible to verify whether the one-time password $z_i$ that was just used is indeed the $i$th element of the sequence. One way to do it is to iterate $z_i$ exactly $i$ times and compare the result with the public key $z_0$. For long hash sequences, however, this may take a lot of time. Therefore, an additional hash-tree structure may be used to speed up the process. Let $r = \mathcal{H}(z_1, ..., z_i)$ be the root hash of a hash tree $\mathcal{H}$, created with a hash function $h$. The public key is then a pair $(z_0, r)$. If the one-time password $z_i$ is used, a hash chain from $z_i$ to $r$ can be presented to show that $z_i$ is in the right place of the sequence. The proof is of size $(\log i)$, and one only needs $(\log \ell)$ steps (instead of $(\ell)$) to verify it.

[0053] See Figure 4A, which illustrates a hash sequence with an additional hash tree structure (dashed). The computational nodes (circles) for this additional hash tree structure contain the letter "h" to indicate that it may apply a different hash function ($h()$) than the one ($f()$) used to compute $z_i$. One way to avoid premature disclosure of one-way passwords - If the tree and the sequence were computed with the same one-way hash function, then the hash chain for $z_i$ would contain $z_2$ and hence $z_2$ would be prematurely disclosed.

[0054] Figure 4B illustrates an extension of the hash tree structure shown in Figure 4A that overcomes the need to use two different hash functions to avoid premature disclosure of "future" hash values. Rather than including $z_2$ "raw" in the hash chain for $z_1$, for example, a hash of $z_2$ is, and only this hash is published in the hash chain for $z_1$. In other words, in this embodiment, $r_{12} = f(z_1, r_2) = f(z_1, f(z_2))$. Because of the essentially insurmountable difficulty of inverting the hash function $f()$,
at the stage when \( z_1 \) is disclosed, it will not be possible to determine \( z_2 \); at the stage when \( z_3 \) is disclosed, it will not be possible to determine \( z_4 \); etc.

Figure 4C shows the computational arrangement of Figure 4B for eight passwords \( z_0 \rightarrow z_7 \). Compared with the configuration in Figure 4B, the additional hash tree in the configuration of Figure 4C is relatively sparser, inasmuch as only every other password is hashed "upwards" into the hash tree to form the \( r \) value. In Figure 4C, only the odd-numbered passwords are hashed and then these hash values are in turn hashed pairwise and repeatedly upward to form the current \( r \) value. In this sparser configuration, the passwords that aren't hashed into the verification tree (the tree "above" the password sequence) may still be used, but be confirmed using single backwards hashing \( (z_i \rightarrow f(z_{i+1})) \). It would even be possible to make the hash tree even sparser by "skipping" more passwords, for example, by hashing only every third, or fourth, etc., password node into the verification tree, using the backwards "count" of hash computations to confirm the validity of a "non-tree" password backwards to the preceding password node that is hashed into the verification tree. The more password nodes that are used in the tree to form each current \( r \) value, the greater will be the computational efficiency, but at the cost of a larger data structure to maintain.

In the following, the basic procedures of the BLT signature scheme are explained, as well as some additional procedures related to secure client-side implementations of the BLT solution.

**Key Generation**

As Figure 1 illustrates, the client, for example using a software module 270, generates a random seed \( z_1 \) and a key-hash sequence \( C(z) = z_1, z_2, ..., z_\ell \) by using the relationship \( z_{i-1} = f(z_i) \) (for all \( i = \ell \ldots 1 \)). Every \( z_i \) is a one-time password for a particular time. The client also computes, for example, in a software module 272, the key hash-tree (Figure 4A) and its root hash \( r \). In this embodiment, the client's public key consists of \( z_0 = f(z_i) \) and \( r \).

**Public Key Certificates**

A public key certificate \( \Sigma \) for a client 200 (Figure 1) may, for example, be a 5-tuple \( \Sigma = (I D_c, z_0, r, t_0, \varphi) \), where \( I D_c \) is an identifier of the client, \( (z_0, r) \) is the...
public key, $t_0$ is the time when the certificate becomes valid (that is, $z_i$ is intended to
sign documents at time $t_0 + t$, $\frac{3}{4}$ is for signing at $t_0 + 2$, etc.), and $\Pi_{\frac{3}{4}}$ is an identifier of
the signature server 500 that is authorized to serve the client. Note that the identity
parameters are not necessary, but have the advantage of clearly tying a request to a
given client and signature server, which allows revocation of the client certificate by
disabling particular clients' access to designated signature server $ID_S$. The certificate
is compiled and sent, for example, by a certificate software module 220, to the
signature server 500, in particular, to a software module 520 configured to receive
and verify it, and may also be published in a way that is not controlled by the
signature server so that the server cannot create or change clients' certificates
without easy detection. To revoke the certificate, the client or other authorized party
may send the server a revocation note, after which the server denies access to this
particular client.

**Signing a Document**

[0059] To sign a document/message $m$ (or a hash of a message) at time $t > t_0$
(where $t = t_0 + i$), the client computes $x = h(m, z)$ and sends $x$ together with its identity
$ID_c$ as a request to the signature server 500. The server, for example in the module
520, checks that the certificate of the client has not been revoked (no revocation
note has been received) and, if not, creates a hash-tree time-stamp $S_i$ for the pair $(x, ID_c)$, and sends $S_i$ back to the client. The signature for $m$ is then $\langle ID_C, i, z_i, C_i, S_i \rangle$.
where $C_i = C(z_i)$ is the hash chain which proves that $z_i$ is the $i$th element of the key-
hash sequence. Note that it would be possible to sign more than one message $m$ in
the same time period, using the same password - using the preferred signature
scheme, the respective signatures will still be unique.

**Verifying a Signature:**

[0060] To verify the signature $\langle ID_C, i, z_i, C_i, S_i \rangle$ on the message $m$ with the
certificate $\langle ID_c, z_i, r, t_0, \Pi_{\frac{3}{4}} \rangle$, for example, in a verification module 274, checks the
following:

- Client identities in the certificate and in the signature coincide.
- The key $z_i$ and the hash chain $C_i$ lead to the root hash value $r$, or that $f_i$
iterated on $z_i$ exactly $i$ times, leads to $z_r$.
- $S_i$ is a valid time-stamp on $\langle h(m, z_i), ID_c \rangle$. 


- Time $t$ extracted from $S_t$ satisfies $t = t_0 + i$, that is, the correct key was used.
- Server identities in $S_t$ and the certificate coincide, that is, the server was authorized by the client to create the signature.

Note that the verifying entity may (but need not) be different from the entity that originally requested the signature.

**Security**

[0061] The security of the signature scheme benefits from the fact that if $\frac{3}{4}$ is used right before $t_0 + i$ (when $z_i$ expires), then it is impossible to abuse $z_i$. If $z_i$ is used too early (sufficiently long before $t_0 + i$), then $z_i$ can be abused by anyone who has the signature with $z_i$. So, for the security of the scheme, the signer preferably verifies the signature before disclosing it to other parties. This guarantees, due to the condition $t = t_0 + i$, that $z_i$ is safe to disclose. Note that this is a significant advantage relative to prior art schemes that use hash chaining: in prior art systems, knowing the current and, possibly, past values of the hash sequence is sufficient to defeat the security of the system, or at best to make it dependent on trust of the signature server. In contrast, to defeat the security of embodiments of this invention, one would also have to correctly predict the next password $z_{i+1}$, as well. This would be equivalent of being able to determine $f^{-1}(z_i)$, which, given the known nature of cryptographic hash functions and currently available computational power and known algorithms, is practically impossible, even for an attacker with a hypothetical quantum computer at his disposal. In other words, prior art solutions can be defeated by knowing the present and past, but the embodiments of this invention would also require knowing the future. Signatures are considered valid only if $t = t_0 + i$, where $t$ is the time indicated by the data signature (time-stamp) $S_t$ obtained from the service.

[0062] In practical implementations, the value of $t$ in $S_t$ depends on the service delay. Hence, $t$ may vary but the values $t_0$ and $i$ are fixed before sending the signature request to the server. Therefore, the equality $t = t_0 + i$ does not necessarily hold. The service can be organized so that the delay is predictable, however, and is no more than a few seconds. The client may then send several requests in parallel using $i, i+1, i+2, ..., i + \Delta$, where $\Delta$ is the maximum accepted service delay. Hence,
there is always $V \in \{0, ..., A\}$ for which $t = t_0 + i'$. The client keeps the signature with such $V$ and deletes the rest.

**Hash Calendar Traversal**

[0063] As mentioned above, Jakobsson, Schoenmakers and others have proposed "pebbling" methods to enable more efficient traversal of hash sequences. In simple terms, a few elements in a sequence are marked as "pebbles"; their values are stored, and these pebbles can then be used as "intermediate" starting points. In other words, instead of having to compute a sequence all the way from the initial value, one needs to compute only from the nearest pebble. This reduces the computational burden, but at the cost of needing to store the pebble values. For example, if $N$ static pebbles are evenly distributed (and stored), then, in the worst case, $O(\ell/N)$ hash calculations will be needed per key.

[0064] Embodiments of this invention may modify a pebbling arrangement for hash sequence traversal (such as in Jakobsson) for use in hash calendar traversal in which, in addition to consecutively revealing pre-images, the hash chains that prove to the global root are also revealed. By suitably placing the pebbles, the preimage computation time in a hash sequence can be reduced from $O(\ell)$ to $O(\ell \log \ell)$. While, in the original algorithm of Jakobsson, a pebble consists of one hash value, in this modified arrangement a hash chain to the global root hash (comprising of $^\ell \log \ell$ hash values) is added. With $^\ell \log \ell$ pebbles, the memory requirement will be $O(\ell \log^2 \ell)$. Note that pebbles need not remain in static positions. For example, a pebble can be moved to the left (viewed as in Figures 4A, 4B, 4C, and 5), whereupon a new hash chain is created for the moved pebble. It can be shown that this can be done with $^\ell \log \ell$ hash computations per move. Hence, each traversing step will require $O(\ell \log^2 \ell)$ hash steps, which holds for hash trees of any shape.

[0065] See Figure 5. The new traversal procedure extends the hash sequence traversal algorithms (Jakobsson, etc.) in the following way:

- A hash tree structure is added to hash (password) sequence.
- Let the left/right "containing subtree" of a leaf $x$ be the maximum subtree of the hash tree in which $x$ is rightmost/leftmost leaf.
- Let the left/right "cut" of \( x \) be all the left/right siblings in the chain from \( x \) to the root of the tree. Observe that the left/right cut of \( x \) always includes a chain from \( x \) to the root of its left/right containing subtree. This means the left/right cut is sufficient to compute the root hash value of the left/right containing subtree in \( \ell^\log i \) hash computations.

- In this embodiment, for each pebble \( v \) in the original scheme, the system may record its right cut \( (r_1, r_2 \text{ in Figure 5}) \) and whenever the original routine calls for moving \( v \) to the left, for example, to \( v' \), the right cut may also be updated based on the observation that the right cut of \( v' \) does not include any other nodes except those in the right cut of \( v \) and the root of the right containing subtree of \( v \) (\( r \) in the figure).

- The system additionally records the most recently released leaf node \( w \) and its left cut and whenever the original algorithm reveals the right neighbor of \( w \) as the left neighbor \( v' \) of some pebble \( v \), the right cut of \( v' \) can be computed from the right cut of \( v \) as usual, but also the left cut of \( v' \) from the left cut of \( w \) \( (l_1 \text{ in the figure}) \) and the root of its left containing subtree \( (\ell \text{ in the figure}) \) by observations symmetrical to the ones in the previous point.

- The right neighbor of \( w \) is then given, along with its left and right cuts and can therefore reveal the chain from it to the root of the tree and also update \( w \) and its left cut to match the new most recently release value.

[0066] The pebbling procedure that may be used in embodiments of the invention may otherwise proceed as with hash sequence traversal. If Jakobsson's algorithm for placing pebbles is used, there will be \( \ell^\log i \) pebbles. For each one-time password revealed, the system may move some of these pebbles to the left, by \( (\log i) \) steps in total. Updating the hash tree cuts for each step costs \( \ell^\log i \) hash computations and hence, the computational cost of every new one-time password will be measured by \( \ell^\log 2i \), as will be the size of protected memory needed to keep the pebbles and their cuts. For example, if certificates are issued once per year, with SHA-256, and there is one hash value per second, then the size of memory needed will be less than 20 K bytes.

**Use of Pseudorandom Functions**

[0067] Above, the sequence of passwords is generated using repeated
application of a cryptographic hash function, with a hash-tree structure included for efficient verification. Keeping the hash-tree structure for the purpose of verification, it would also be possible to generate the one-time passwords using other pseudo-random functions instead, in which case it would also not be necessary to generate the passwords iteratively. (Note that a hash function can be considered a form of pseudo-random function. All such functions - hashing or otherwise - may be collectively referred to as "cryptographic functions") One example of an embodiment that includes such pseudo-random password generation, with reduced storage requirements, may proceed as follows:

- A signer picks a random, secret seed $s$;
- For each of a plurality of index values $i$, such as time, order, etc., $z_i$ is generated by hashing the seed $s$ and the index $i$: $z_i = h(s, i)$;
- The hash tree is computed as previously, and root $r$ is certified.

One advantage of this scheme is that it enables efficient, parallel generation of the keys (and corresponding computation of the hash tree). Note that even other types of functions may be used instead of hash functions and pseudo-random functions, such as encryption functions (symmetric as well as asymmetric) although, for known reasons of security, these functions should be adequately collision-resistant and non-invertible.

**Hardware Implementation**

[0068] For better protecting the keys $z_i$, in one embodiment, the keys are held in a hardware personal signature device 600 (Figure 1) such as a dongle or other separate device capable of computation and communication such as a smart phone or tablet computer with suitable connectivity to the client's computer, as long as such a device could fulfill the requirements listed below. Alternatively, the personal signature device may be implemented as a software module in a more general hardware device, although this implementation may be less secure, or require additional security features to ensure adequate security.

[0069] The personal signature device will include, or at least be able to pass, executable code to a processor and, depending on the implementation, will include any other conventional supporting components and circuitry such as at least some form of active or passive processing circuitry 650, some form of control code 655
(which, in the case of a dongle, may be rudimentary but sufficient, implemented as firmware or fixed in hardware) that controls the operation of the processing system and volatile and/or non-volatile memory or other storage 660. The personal signature device may be connected to the client's computer in any known manner, such as through a USB port (illustrated) or a wireless interface.

[0070] To avoid premature disclosure of keys, there should preferably be a mechanism that prevents malware from abusing the personal signature device, that is, from making the device disclose future keys. Two ways to do this include:

[0071] Independent time source, such as a hardware clock 656, that is within the signature device 600, or that can transmit a time value to the device, and that cannot be externally adjusted and prevents the use of zₗ earlier than \( t₀ + i (l-S) - Δ \), where \( Δ \) is the maximum expected clock drift per time unit and \( Δ \) is the maximum acceptable service delay. The shortcoming of this approach is that ordinary quartz clocks may drift a few seconds per day, such that the yearly drift can be about 10 minutes. More precise clocks might be too expensive for personal signature devices, but may be used in less cost-sensitive implementations.

[0072] Secure channel between the server and the signature device that enables the server to securely announce precise time to the signature device, so that there is no need to have a clock in the signature device itself; security of the channel thus prevents an adversary from sending an incorrect time signal and trick the system into believing, for example, that the time is \( t₀ + i \) when the real time is less, causing early release of zₗ. One way to implement such a secure channel would be for the device and the server to share a secret key \( K \) that is not known to any programs (and hence, also to malware) running in the client's computer. To sign a hash (or other pseudo-random or encryption function) of a message \( m \), the client sends \( m \) to the device together with an index \( i \) (of the key \( zᵢ \)). The device does not reveal \( zᵢ \) directly, but only the request \( x = h(m, zᵢ) \) that will be sent to the signature server. Together with the signature \( Sᵢ(x, IDᵢK) \), the server also sends to the client a Message Authentication Code \( MAC_K(x) \). The signature device does not reveal \( zᵢ \) and \( Cᵢ \) before having seen a correct \( MAC_K(x) \) such that \( t₀ + i < t \), that is, after \( zᵢ \) has already expired. Assuming that there is no co-operating malware both in the server and in the client's computer, this guarantees that the keys \( zᵢ \) are never prematurely exposed.
In addition to the features listed above, the personal signature hardware device (or software module in a more general hardware device) preferably has as many of the following properties as possible:

- A source of precise time - two options are mentioned above, namely, using either an internal clock or receiving time signals over a reliable channel.
- In response to the input of a request that consists of a hash \( m = h(M) \), and index \( i \), the device computes \( x = h(m;i) \) and outputs \( x \).
- In response to the input of a request that consists of an index \( i \), the device outputs the hash chain \( C_z \) from \( z \) to the root hash \( r \), but not earlier than \( t_0 + i(\cdot - \delta) \cdot \Lambda \), where \( \delta \) is the maximum expected clock drift per time unit and \( \Lambda \) is the maximum service delay; if this condition is not fulfilled, an error message is preferably given that may, for example, contain the number of time units after which the condition is expected to be fulfilled.

There might optionally be a restriction that only a certain number of messages can be signed per time unit. This feature may be included to limit the risk of abusing the signature device if a client's computer is compromised.

The device may have a pre-shared secret authentication key, such as the secret key \( K \), with the server 100 and an activation password known only by the client 200. This means that the signature is created by the server only if the request is properly authenticated by the device, and the device does not create any requests without having entered a correct activation password. Such a signature device, if included, would then guarantee at least the same level of security as currently found in smartcard implementations of traditional digital signature mechanisms like RSA. For creating a signature, the method of the invention described here may typically (as example only) require about one thousand hash operations (assuming the system implements the hash calendar traversal routine described in the previous section), which is close to the requirements of a single RSA decryption.

The service delay \( \Delta \) can be determined using known methods in advance for each system configuration, and it can then be fixed, at least for some period, especially if it is to be programmed into several personal signature devices. If the personal signature devices 600 are configured to receive data from client systems 200, then the service delay can be updated in the devices, such as...
periodically. As a further extension, to "tighten" the gap during which passwords are valid, the personal signature device 600 or the client could periodically "ping" the signature server to determine a current service delay, increase this by some predetermined relative or absolute margin, and then apply that dynamically determined service delay until the next service delay is determined.

Memory Consumption Problem

[0077] For signing messages during the next time unit \((t+1)\), the pre-image \(zt+i\) of \(z_t\) must be found and released. As the hash function \(f\) cannot be inverted, the only way is to compute \(z_{t+1}\) from any previously saved hash values \(z_j\) (the pebbles, if included) with \(j > t + i\). Secure memory is a relatively costly resource in hardware devices and therefore even a slight decrease in memory consumption is valuable. Below, an embodiment is disclosed that can reduce the memory consumption.

[0078] In embodiments described here, however, the hash sequence has an additional hash tree structure in order to make the verification procedure more efficient (from \((\epsilon)\) to \((\log f)\) hashing operations), which means that not only the hash values in the sequence must be released but also the verification (authentication) hash chains from particular hashes to a root hash value (which is included into the signer's certificate). As discussed above, using the hash-calendar traversal procedure, with pebbling, requires \((\log^2 f)\) units of memory and \((\log f)\) time per one pre-image. This means that for the signing key that is valid for one year (that is, \(t \approx 2^{25}\) key-hash sequence elements, assuming one-second time resolution), the device needs to store about \(25^2 = 625\) hash values, which, for the SHA-256 hashing algorithm, means about 20 KB of secure memory.

Hierarchical Approach

[0079] In this section several embodiments are described that reduce memory consumption. The main idea is to use an internal certification hierarchy within the signature device, so that there is a master key (that is, a hash sequence) that is used to certify short-term (for example, about five minutes) signing keys. A signature thus consists of a "short term certificate", which is a hash chain in the master hash tree (used to authenticate \(z_t\) in the master hash sequence), and a hash chain that is used to authenticate a particular hash value \(z_i\) in the sequence. Figure 6 illustrates a hierarchical hash sequence embodiment, with a lower hash sequence \(C_{lower}\) and an
upper hash sequence $C_{\text{upper}}$ that is preferably augmented with the hash tree shown in Figure 4C (but which could also have the structure of the hash tree in Figure 4A or Figure 4B instead). In this embodiment, the validity period of $t$ seconds is divided into $t$-second sub-periods. There are therefore $p = t/A$ such periods. A different password sequence $\zeta_{a_1}z_{a_2}, \ldots, \zeta_{a_4}(a=1, \ldots, p)$ is then generated for each period using respective, independently generated random seed values:

\[
\begin{align*}
&\quad z_{a_1} \leftarrow z_{a_2} \leftarrow z_{a_3} \leftarrow \cdots \leftarrow z_{a_4} \\
&\quad z_{\beta_1} \leftarrow z_{\beta_2} \leftarrow z_{\beta_3} \leftarrow \cdots \leftarrow z_{\beta_A}
\end{align*}
\]

where $z_{a_4}$ is a random element in the domain of $/$. Only one period (each comprising a "buffer") is active at any moment of time. For efficiency, at the same time, the next period may be in the phase of key generation. When a period $a$ ends, the next period $\beta = a + 1$ is activated by:

- Generating a new $A$-second password sequence (if it hasn't already been generated during the previous period), substantially as before:

\[
\begin{align*}
&\quad z_{\beta_1} \leftarrow z_{\beta_2} \leftarrow z_{\beta_3} \leftarrow \cdots \leftarrow z_{\beta_A}
\end{align*}
\]

- Signing the last hash value of the new sequence by using the upper or so-called "master" hash sequence $C_{\text{upper}}$ of length $\ell/A$. Thus, $z_1$ is used to sign $z_{a_1}$, $z_2$ is used to sign $z_2$, $z_3$ is used to sign $z_3$, etc., which is indicated by the dashed ellipses surrounding the respective value pairs in Figure 6.

### Buffer without Pipelining

[0081] Assume the use of the $\log^2$ pebbling method for both sequences $C_{\text{lower}}$ and $C_{\text{upper}}$. The memory requirement (the number of stored passwords) can be shown to be about 10 kB for a one-year certificate validity period, a one-second time resolution, and a 256-bit $j$"(that is, 32 output bytes).

### Buffer with Pipelining

[0082] Assume again the use of the $\log^2$ pebbling algorithm for both sequences. In addition, to avoid delays during the new sequence generation phase, the system may generate the new sequence in parallel with using the current one, which means additional memory buffering of size $\log^2 A$. The memory requirement
(the number of stored passwords) can then be shown to be about 13 kB, with the same assumptions as in the previous example.

**Simple Buffer**

[0083] It would be possible to use a lower-level buffer that is relatively short and without the supporting hash tree structure. This solution would thus use the \( \log^2 \) pebbling algorithm only for the upper sequence \( C_{upper} \). The memory requirement (the number of stored passwords) can in that case be shown to be about:

\[
\log^2 \{UA\} = \log^2 A + 2 \log A \cdot \log t + \log^2 t = x^2 - 2x + \lambda^2
\]

where \( x = \log A \) and \( \lambda = \log \ell \). In this case, the memory size is smaller the larger \( A \) is chosen to be. Hence, one should specify what value of \( A \) is reasonable in a given implementation. For example, if one is willing to accept one-second delays and the device used is capable of computing 500 (about \( 2^9 \)) hashes per second, then a reasonable choice for \( A \) would be \( 2^9 = 512 \). Then for \( \ell = 2^{25} \) and \( \lambda = 25 \), and 256-bit;/ the memory size would be about \((25 - 9)^2 \cdot 32 \approx 8.2 \) KB.

**Typical Use Cases of Digital Signatures**

[0084] To lower the memory requirements, one may use the hierarchical scheme, discussed above, which also solves the irregular usage problem. Every time the client wants to sign a message, the signature device may immediately generate a short-term (for example, five-minute) certificate that can then be used to sign messages with the ordinary BLT-scheme. Note that the time-lists need contain only the times at which the short-term certificates were signed, as there is no need for time lists in the ordinary BLT signature method.

[0085] The choice of a suitable configuration of a BLT-signature solution depends on the particular usage scenario. Three different use cases of digital signatures are discussed here by way of example and it is shown that there are suitable solutions for all of them. The example use cases are:

[0086] **Personal Digital Signatures**: In this case, the signature is typically used not every day and no more than a few times a day, which means that the signature is rarely used more than 500 times a year. Typically, this usage pattern will be irregular and the signature device 600 will mostly not be connected to client's computer 200. In this case, the basic embodiment is not quite suitable and the new solution can
help. For example, if assuming the simple buffer scheme described above, with \( A = 2^9 \) (that is, with 8.5-minute certificates), \( t = 2^{25} \) (one-year validity period), size of a signature is 2 KB, and the device being used 500 times, then the required memory size for the device is about 12 KB (8 KB for pebbles + 2 KB for time-lists + 2 KB for the stored signature). If the device is capable of computing 500 hashes per second, then the signing time is about two seconds: one second for the generation of a one-time certificate and one second for obtaining a signature from the server.

[0087] **Employee's Digital Signatures:** In this example, many signatures are created in one day and the signature device is regularly connected to an employee’s computer (during every working day). Still there may be long time periods during which there is no connectivity, which is why the basic embodiment is still not quite suitable. Due to the regular connectivity, a hierarchical combination of the new scheme (for the upper sequence) and the original BLT-scheme can be used. The certificates can be relatively long-term (for one day), such that the time-lists will not be large (for example, no more than 365 time values per year), which is about 1.5 KB. If a dual version of the simple buffer scheme (see above) is used with the new scheme (without trees) in the upper sequence and the original BLT-solution in the lower sequence (with trees) and choose \( A = 2^{18} \), then the memory consumption is about 11.5 KB (8 KB for pebbles + 1.5 KB for time-lists + 2 KB for the stored signature). For devices capable of computing 500 hashes per second, short-term keys may be generated in 1-2 minutes, which is not a problem as may be done just once in the beginning of the working day.

[0088] **Device Signatures:** In this example, signatures are created automatically by a computer and the signature device is constantly connected to the computer. In this case, the original BLT-solution or the buffer with pipelining solution (see above) with memory consumption about 13 KB can be used.

**Irregular Usage Problem**

[0089] The solutions above are most efficient if the signature device is constantly powered and running. This is a reasonable assumption in case of device signatures such as client servers that frequently request and use signatures, but not necessarily in the case of personal signatures - personal signature devices are
typically not used very often, and so most of the one-time passwords in the sequence will never be used.

Even accepting that, two problems still remain. First, most hash sequence traversal solutions are not intended for irregular usage patterns and may become inefficient if there is a need to catch up. The time needed for catching up is \(O(t)\). Secondly, the Certificate Authority signatures must be created at the seconds intended for that. These seconds are \(t_0 + i \cdot A\), where \(A\) is the length of the sub-period in seconds. If the validity of the certificates is, as one example, 10 minutes (that is, \(A = 600\)), and the signature device is connected to the client’s computer right after \(t_0 + i \cdot A\), then for about 10 minutes, there would be no valid certificates for signing, and the client would not be able to sign for almost 10 minutes.

New Hash Sequence Signature Scheme

To overcome the irregular usage problem, in one embodiment, there is no predetermined schedule for using the one-time passwords \(Z\), that is, \(Z\) is used to sign \(Z\)th message and there is no direct relationship between \(i\) and the current time. The challenge is ensuring that \(Z\) will not be abused by third parties (to sign more messages) after having been made public. To this end, in this embodiment, the signatures themselves are used as (server-signed) revocation notes of \(Z\): the signature request also contains the index \(i\) of \(Z\), which is included into the signature. The server is not allowed to sign two messages with the same index. In case it uses \(i\) (possibly co-operating with a malicious adversary) twice, the client is thus able to prove the forgery by showing the original (older) signature with \(Z\).

The main advantage of this scheme is that clients can use the one-time passwords whenever they want to. A signature counter mechanism on the server side may then prevent malicious verifiers (third parties that verify signatures) from abusing the already-used passwords. Even if a malicious verifier co-operates with a malicious server, clients will still capable of defending themselves with the list of already created signatures or the re-confirmed time-lists (see below).

Key Generation

In this embodiment, the client generates a random seed \(Z\) and a key-hash sequence \(Z, Z_2, ..., Z_l\) by using the relationship \(Z_i = ffa)\) (for all \(i = t \ldots l\)). This is as in the embodiments described above. Every hash value is then a one-time
password. The client also computes the key hash-tree and its root hash $r$, again as above. The client's public key consists of $z_0 \neq (z_1)$ and $r$.

**Public Key Certificates**

[0094] A public key certificate for client contains the identity $ID_C$ of the client, the public key $(z_0, r)$, the validity period $t_0...t_i$, and the identity $ID_C$ and connection parameters of the signature server that is authorized to serve the client. The certificate is sent to the signature server and is also published in a way that is not controlled by the signature server, that is, the server cannot create or change clients' certificates. To revoke the certificate, it is sufficient to send the server a revocation note.

**Signing a Document**

[0095] Assume that there is a shared secret authentication key between the server and the client. This key may then be used to authenticate the messages sent between them. For every client, the server may also store the number of signatures already created by this client. To sign the $j$th message $m$ (or a hash of a message):

[0096] The client (with identity $ID_C$) computes $x = h(m, z_j)$ and sends $(x, ID_C, i)$ as a request to the signature server.

- The server checks that $i$ is consistent with the stored signature count and that the certificate of the client has not been revoked.
- If the checks were successful, the server obtains a time-stamp $S_f(x, ID_C, i)$ for $(x, ID_C, i)$, and sends $S_f(x, ID_C, z_j)$ back to the client.
- The client stores all the signatures $S_f(x, ID_C, 1), S_f(x, ID_C, 2), ...$ he ever creates. This is necessary for later disputes where the client has to deny forgeries created by a malicious server.
- The signature for $m$ is $\Sigma = \langle ID_C, i, z_j, c_j, S_j \rangle$, where $c_j$ is the tree hash chain which proves that $z_j$ is the $j$th element of the key hash sequence.

**Verifying a Signature**

[0097] To verify a signature $\Sigma = \langle ID_C, i, z_j, c_j, S_j \rangle$ with a certificate $\langle ID_C, z_0, r, t_0, t_i, ID_C \rangle$ the following is checked:

- Client identities in the certificate and in the signature coincide.
- The key $z_j$ and the hash chain $c_j$ lead to the root hash value $r$, that is, the correct key was used.
- \( S_t \) is a valid time-stamp on \((h(m, z), ID_O, i)\)
- Server identities in \( h \) and the certificate coincide, that is, the server was authorized by the client to create the signature.

**Denying a Forgery**

[D098] Dishonest third parties in co-operation with the signature server may try to abuse the one-time keys \( z_i \) that are already used and public. Let \( S_t'(x', ID_O, z) \) (where \( x' = h(m', z) \)) is a new signature created with \( z_i \) at time \( t' > t \).

[D099] The client can in that case show the stored signature \( S_t(x, ID_O, z) \) and prove thereby that \( S_t'(x', ID_O, z) \) is a server-assisted forgery. The service provider is then fully responsible for the consequences.

[D100] In this solution, the client should store all the signatures that have been created. For later availability of the signatures, it is desirable to store the signatures inside the signature device or to any other medium that is not controlled by the signature server. Note that the memory in which the signatures are held need not be secret, in which case the price of storing the signatures may be acceptable.

**Storing Time-Lists Instead of Signatures**

[D101] To save storage, the scheme can be modified by using hashed time-lists. For example, instead of storing two signatures \( S_t(i(x, ID_O, t), S_{t'}(x', ID_O, 2)) \), the client may store only the second one, assuming the server 500 signs \( \{t_i, x, ID_O, 2\} \) at \( t_i \) confirm that the previous signature was created (and the previous password \( z_i \) revoked) at \( t_i \). To develop this idea further, assume that (when signing the \( z \)th message \( m \)), the server signs \( (y_{i,j}, x_{i,j}, ID_O, z) \), where \( y_{i,j} \) is the incremental hash of the time-list \( t_i, t_2, \ldots, t_{i,j} \) computed by the recurrent scheme \( y_{i,j} = h(y_{i,j-1}, x_{i,j}) \) \( y_0 = \sigma \), where \( 0 \) indicates a "null" or "empty" or other "initial" value. After creating the signature \( S_{y_{i,j}}(y_{i,j}, x_{i,j}, ID_O, n) \), the server computes \( y_i = h(y_{i,j}, t_i) \) and stores \( y_i \). The previous value \( y_\sigma \) is no longer needed.

[D102] The client has to store the time-list \( t_i, t_2, \ldots, t_{i,j} \) and the last signature \( S_t(y_{i,j}, x_{i,j}, ID_O, z) \), which indirectly confirms that \( z_i, z_2, \ldots, z_{i,j} \) were revoked at \( t_i, t_2, \ldots, t_{i,j} \), respectively. If the size of the signature is 3 KB, the time values are 32-bit integers, and the client generates 500 signatures, then the storage required on the client side for the time-list and the signature can be shown to be about 5 KB.
A modification of this scheme may be that the server 500 is made responsible for storing the time-list $t_1, t_2, \ldots$, while the client only stores and updates the hash $y_{i,l}$ of the list and keeps only the last signature. It may be presumed that once the server signed $(y_{i,l}, x_i, ID_i)$, it must be able to present a time list with $i-l$ elements that hashes to $y_{i,l}$. This further reduces the memory requirements on the client side.

**Hash tree**

Figure 7 illustrates the hash tree infrastructure (the "Guardtime signing infrastructure") illustrated in, which has been developed by Guardtime As of Tallinn, Estonia, and which is disclosed in U.S. Patents Nos. 8,347,372, 8,312,528 and 7,698,557 (all Buldas, et al., "System and method for generating a digital certificate") as well as U.S. Patent No. 8,71 9,576 (also Buldas, et al., "Document verification with distributed calendar infrastructure"). In short, the hash tree infrastructure of Buldas '576 may be used to function not only as the time-stamping system 500, but also, optionally, to sign other information from the client 200 and/or server 500 and/or the signature device 600 as well. This Guardtime signing infrastructure may optionally be used to create the signatures $\Sigma$, and/or to compute the $r$ value given a set of passwords $z_i$ by replacing $r$ with a digital signature for the set of passwords (or any subset thereof) that have been used up to the current time. Just for the sake of completeness, the main features of the Guardtime signing infrastructure are summarized here, with reference to Figure 7.

The general infrastructure has several different layers: a client layer 2000 comprising a number of client systems; a layer of gateways 3000; a layer including one or more aggregation systems 4000; and an uppermost layer 5000 that includes a "core". Typically, the gateways, aggregators and the core will be servers, with known network connections and network communication hardware and software. The client systems may also be servers, but, depending on the implementation, some or all may also be more individualized workstations, laptop, personal or other mobile computing devices, etc. Although Figure 7 shows the various layers as being separate and distinct, some implementations of the main principles of the infrastructure might consolidate or do without some of the layers or might need to add additional layers for administrative or other purposes.
In the illustrated arrangement, a client is the system where digital records are prepared and entered into the verification/signature system. A digital record may be any set of binary data that one later wishes to verify has not changed since initial registration and signing using the infrastructure. In the context of the various embodiments of the invention, one or more of the passwords zi may be submitted as the digital records to receive signatures, in which case the signature may be used as the r value. A client 2000 may be any system where a representation of any type of information is input, created or otherwise presented (with or without human involvement) in digital form such that it can be processed and registered using the infrastructure according to the invention; in the context of this invention, the client 200 may be one of the client systems 2000.

A gateway in the layer 3000 will typically be a computer system such as a server with which one or more of the clients communicates so as to receive requests for registration of digital records that its clients submit. An aggregator in the aggregation layer 4000 will similarly be a computer system such as a server intended to receive registration requests that have been consolidated by respective gateways. The distinction between aggregators and gateways will often depend on which entities control each, but this is not necessary and in some implementations there is no control or functional differences between the two types of systems.

In Figure 7, various clients are represented as 2010-1, ..., 2010-n; gateways are represented as 3010-1, 3010-2, ..., 3010-m; and two aggregators are shown as 4010-1, 4010-k. An aggregator will typically communicate into each of the lowest level hash tree nodes within the core, as described in more detail below. Only two aggregators are shown in Figure 7 for the sake of simplicity.

Each client system 2000 that wishes to use the verification infrastructure may be loaded with a software package or internal system routines for convenient or even automatic communication and submission "upwards" of digital information. In the context of this invention, in which the client system 2000 may be the client 200, the digital information may be one or more passwords zi, the value r, or both. The software package may include some application program interface (API) 2014 that transforms submitted digital records into a proper form for processing. A digital record 2012 is then submitted by way of the API 2014 to a software module.
2016 that uses the digital data from the record 2012 as at least one argument in a transformation function such as a hash function.

[001 10] The data structure of a binary hash tree is illustrated within the gateway 3010-2. The lowest level nodes of the gateway hash tree will correspond to the transformed dataset 2018 submitted as a request REQ from a client, along with any other parameters or data used in any given implementation to form a request. As illustrated, the values represented by each pair of nodes in the data structure form inputs to a parent node, which then computes a combined output value, for example, as a hash of the two input values from its "children" nodes. Each thus combined output/hash value is then submitted "upward" as one of two inputs to a "grandparent" node, which in turn computes a combined output/hash value for these two inputs, and so on, until a single combined output/hash value is computed for the top node in the gateway.

[001 11] Aggregators such as the system 401 0-1 similarly include computation modules that compute combined output values for each node of a hash tree data structure. As in the gateways, the value computed for each node in the aggregator's data structure uses its two "children" nodes as inputs. Each aggregator will therefore ultimately compute an uppermost combined output value - a "root hash value" - as the result of application of a hash function that includes information derived from the digital input record(s) of every client that submitted a request to a gateway in the data structure under that aggregator.

[001 12] In many cases, the core 5000 is maintained and controlled by the overall system administrator. Within the core, a hash tree data structure is computed using the root hash values of the aggregators as lowest level inputs. In effect, the hash computations and structure within the core form an aggregation of aggregation values. The core will therefore ultimately compute a single current uppermost core hash value at the respective tree node 5001 at each calendar time interval t0, t1, ..., tn. This uppermost value is referred to herein alternatively as the "calendar value" c or "current calendar value" for the time interval ti. If calendar values are computed according to precisely determined time values, such as one calendar value each 1.0 s, then each calendar value will also be a precise representation of time.
[001 13] Note that the uppermost tree node 5001 represents the root node of the entire tree structure of nodes junior to it. This will change upon recomputation of a new uppermost core hash value at the end of the next period of accumulating requests and generating signature vectors (also referred to as "data signatures") containing recomputation parameters. In one configuration of the Guardtime signature infrastructure, the core system 5000 combines the sequence of calendar values cn using a Merkle hash tree to form a combined uppermost hash value, which will encode information from every calendar value, and thus every digital input record, ever submitted to the infrastructure for signature. Periodically, the combined uppermost hash value may then be published in some substantially unalterable medium, such as a newspaper, publicly accessible database or web site, etc., such that, once the value is published, it would be practically impossible to fraudulently alter what was published; for example, it would in practice be impossible to retrieve and change every copy of a newspaper that has been distributed to the public.

[001 14] In Figure 7, certain ones of the hash tree nodes in the gateway 301 0-2, the aggregator 401 0-1, and the core 5000 are marked with an "X". Notice if one traverses the various tree paths upward from the value 2018 in the client 2010-1, it is possible to compute every value upward in the tree structures all the way to the most current uppermost core value 5001 given the values in the X-marked tree nodes (the "siblings" of the nodes in the direct recomputation path) and a knowledge of the hash functions applied at each successive parent node. In short, if a signature is associated with the digital record 201 2 that includes all of the "X-marked" values, and assuming predetermined hash functions, then re-computation of the hash values upward through all of the tree structures will yield the same value as in the current calendar value, but only if the starting input value representing the original digital record is in fact identical in every respect to the original. Even the slightest alteration to the digital input record or even a change of a single bit in any of the values of the signature associated with a record 201 2 will lead to a re-computed calendar value that is not identical to the one in node 5001. Note also that each uppermost computed value in the core - the current calendar value - contains information derived from every digital input record that is input into the system during the current calendar time interval.
The set of sibling hash values, along with any other information such as order (such as "leftVright", since most cryptographic hash functions are not commutative, that enable recomputation of the corresponding calendar value, may then be returned to the client system as the signature for the digital input. This signature may later be extended with the sibling values within the core's Merkle hash tree that allow recomputation all the way up through the infrastructure to the uppermost hash value of the core 5000.

Assume now by way of example that some entity later wishes to verify that a digital record in question - a "candidate digital record" - is an identical copy of digital record 2012. Applying the same transformation function 2016 to the candidate digital record and recomputing upward using the corresponding data signature, the entity should compute to the exact same calendar value that resulted from the original digital record's request.

Implementation of methods

The various computational and interfacing software modules/components (220, 270, 272, 274; 520; etc.) within the client 200, the signature server 500 and, if included, the signature device 600, will typically be embodied as processor-executable code stored in memory/storage devices 260, 560, 660, such as RAM, flash memory, disks, etc., some or all of which may be local and/or remote (in the "cloud"), may be volatile and/or non-volatile, and will generally be non-transitory. Each server or system component, such as the signature device 600 (if included), will, accordingly, have either one or more processors 250, 550, 650, as well as some form of system software, such as an operating system or other similar code 255, 555, 655 to submit the processor-executable code to the respective processor(s). To provide timing, the client will preferably include or be connected to some form of clock circuit 256; the signature server will typically similarly have some access to clock circuitry 556, and, depending on the implementation, the signature device may also include such clock circuitry 656.
CLAIMS

1. A method for signing a digital message ($m$), CHARACTERISED BY:
   computing a password sequence ($z_1, \ldots, z_i$) comprising a plurality of passwords such that each respective password corresponds to an index unit ($t, i$);
   receiving the message;
   submitting a current request ($x$) to a signature server (500), said current request being computed as a first function of the message and a current one of the passwords; and
   if the request is approved, receiving from the signature server a current time-stamp ($T$) for the current request and forming a signature ($\Sigma$) for the message to include at least the current time-stamp.

2. The method of claim 1, further CHARACTERISED BY computing each of the plurality of passwords as a second function of a respective subsequent password ($zt+i, ¾+i$), said sequence terminating with an initial password ($z_0$) that forms a public key parameter for the password sequence.

3. The method of claim 2, CHARACTERISED IN THAT the second function is a cryptographic function such as pseudorandom function, a hash function or an encryption function having, as at least one as at least one input parameter, a respective one of the index units.

4. The method of any of claims 1-3, CHARACTERISED IN THAT the current password is verified only if its position in the password sequence correctly corresponds to the index unit during which the current request is submitted, whereby the signature for the message is valid and verifiable only if the corresponding password used in the computation of the current request is verified.

5. The method of any of claims 1-4, further CHARACTERISED BY computing for the password sequence a verification hash tree comprising a plurality of leaf nodes and a single root node, such that the lowest-level leaf nodes include at least a subset of the passwords of the sequence in order, each node above the lowest-level nodes being computed as a hash of the values of two immediately lower-level nodes, and
the uppermost node being the root node, which has a root hash value \( r \) that forms a public key parameter for the password sequence,

6. The method of any of claims 1-5, CHARACTERISED IN THAT:
   each of the plurality of passwords is computed as a function of the subsequent password; and
   the current password is valid if, as determined by backwards computation of the password sequence, it is in the correct index order relative to one of the subset of passwords in the password sequence that, used as input to a lowest level node of the verification hash tree, and given sibling node values in the verification hash tree, re-computes upward through the verification hash tree to the root hash value.

7. The method of any of claims 1-6, further CHARACTERISED BY:
   generating a public key certificate including a client ID, identifying a client entity that submits the request, and a server ID, identifying a signature server authorized to receive requests from the client entity;
   along with the request, including the client ID; and
   whereby the time stamp is received only if the public key certificate has not been revoked for the client entity identified by the client ID.

8. The method of claim 7, CHARACTERISED IN THAT the signature further includes at least two of the values chosen from the group consisting of: the client ID, a position indicator indicating the position of the current password in the password sequence, the current password, re-computation parameters enabling re-computation of the root hash value from the current password, and the time-stamp.

9. The method of claim 4, further CHARACTERISED BY revealing the current password only after verifying the corresponding signature, whereby the subsequent password in the password sequence is set as the current password for a subsequent request.

10. The method of claim 9, further CHARACTERISED BY estimating a response delay from the signature server and adjusting a validity time of the current password as a function of the estimated response delay.
11. The method of any of claims 1-10, CHARACTERISED IN THAT the current password, after the signature is formed, forms a self-revocation notice to the signature server such that the current password can no longer be used to request another signature.

12. The method of any of claims 1-11, further CHARACTERISED BY:
   dividing the password sequence into a plurality of validity time periods;
   for each time period, generating a respective secondary password sequence $(z_{a1}, z_{a2}, \ldots, z_{a\delta})$; and
   signing a public key parameter of each secondary password sequence using a respective one of the passwords in the password sequence.

13. The method of claim 12, further CHARACTERISED BY generating the respective secondary password in the sequence by applying a hash function recursively backwards from a respective final secondary password value until reaching an initial secondary password value.

14. The method of any of claims 1-13, further CHARACTERISED BY:
   computing for the password sequence a verification hash tree comprising a plurality of leaf nodes and a single root node, such that the lowest-level leaf nodes include at least a subset of the passwords of the password sequence in order, each node above the lowest-level nodes being computed as a hash of the values of two immediately lower-level nodes, and the uppermost node being the root node, which has a root hash value;
   for each of a plurality of the passwords in the password sequence, computing a secondary password sequence $(z_{a1}, z_{a2}, \ldots, z_{a\delta})$ such that each secondary password in the sequence is computed as a hash of a subsequent secondary password, each secondary password sequence terminating with an initial secondary password; and
   signing each initial secondary password with a respective one of the passwords in the password sequence.
15. The method of any of claims 1-14, further CHARACTERISED BY forming the signature by:
   creating a digital input record including the message and current password;
   submitting the digital record as part of a request for digital signature to a hash tree-based, keyless signature infrastructure; and
   receiving from the signature infrastructure a digital signature for the digital record;
   in which the digital signature encodes a signature time; and
   in which a purported copy of the digital record is identical to the digital record only if iterative, pairwise hashing of the purported copy with sibling hash values within the digital signature leads to recomputation of a calendar value for a calendar period in which the digital signature was created, said calendar value being an uppermost current hash value of the hash tree-based, keyless signature infrastructure.

16. The method of claim 1, further CHARACTERISED BY:
   submitting the message from a client server to a signature device (600) along with a corresponding index unit value; and
   receiving the request back to the client server from the signature device;
   said passwords being computed within the signature device, whereby the passwords remain unknown to the client server.

17. The method of claim 16, further CHARACTERISED BY receiving from the signature device a hash chain \( (C_i) \) corresponding to a hash tree computation path from at least a subset of the passwords to a verifying root value, said subset of passwords including previously used passwords and a current password, but only within a predetermined period relative to the submitted index unit value.

18. A system for signing a digital message, CHARACTERISED BY:
   a processor (250);
   a memory (260);
   a password module (270) that computes a password sequence \( (z_1, ..., z_I) \) comprising a plurality of passwords such that each respective password corresponds
to an index unit; and computes a current request as a first function of a message \((m)\) and a current one of the passwords; and

a certificate software module (220) that submits the current request to a signature server (500) and, if the request is approved, receives from the signature server a current time-stamp \((T)\) for the current request and forms a signature for the message to include at least the current time-stamp.

19. The system of claim 18, CHARACTERISED IN THAT the password module computes each of the plurality of passwords as a second function of a respective subsequent password, said sequence terminating with an initial password that forms a public key parameter for the password sequence.

20. The system of claim 25, CHARACTERISED IN THAT the second function is a cryptographic function such as pseudorandom function, a hash function or an encryption function having, as at least one as at least one input parameter, a respective one of the index units.

21. The system of any of claims 18-20, further CHARACTERISED BY a verification module (274) that indicates that the current password is verified only if its position in the password sequence correctly corresponds to the index unit during which the current request is submitted, whereby the signature for the message is valid and verifiable only if the corresponding password used in the computation of the current request is verified.

22. The system of claim 21, further CHARACTERISED BY a hash tree module (272) that computes for the password sequence a verification hash tree comprising a plurality of leaf nodes and a single root node, such that the lowest-level leaf nodes include at least a subset of the passwords of the sequence in order, each node above the lowest-level nodes being computed as a hash of the values of two immediately lower-level nodes, and the uppermost node being the root node, which has a root hash value that forms a public key parameter for the password sequence.
23. The system of claim 22, CHARACTERISED IN THAT the current password is valid if, used as input to a lowest level node of the verification hash tree, and given sibling node values in the verification hash tree, re-computes upward through the verification hash tree to the root hash value.

24. The system of any of claims 18-23, CHARACTERISED IN THAT each of the plurality of passwords is computed as a function of the subsequent password; and the current password is valid if, as determined by backwards computation of the password sequence, it is in the correct index order relative to one of the subset of passwords in the password sequence that, used as input to a lowest level node of the verification hash tree, and given sibling node values in the verification hash tree, re-computes upward through the verification hash tree to the root hash value.

25. The system of any of claims 18-24, CHARACTERISED IN THAT the password module generates a public key certificate including a client ID, identifying a client entity that submits the request, and a server ID, identifying a signature server authorized to receive requests from the client entity; and includes the client ID along with the request; and whereby the time stamp is received only if the public key certificate has not been revoked for a client entity identified by the client ID.

26. The system of claim 25, CHARACTERISED IN THAT the signature module includes, in the signature, at least two of the values chosen from the group consisting of: the client ID, a position indicator indicating the position of the current password in the password sequence, the current password, re-computation parameters enabling re-computation of the root hash value from the current password, and the time-stamp.

27. The system of claim 21, CHARACTERISED IN THAT the current password is revealed only after verifying the corresponding signature, whereby the subsequent password in the password sequence is set as the current password for a subsequent request.
28. The system of claim 27, further CHARACTERISED BY estimating a response
delay from the signature server and adjusting a validity time of the current password
as a function of the estimated response delay.

29. The system of any of claims 18-28, CHARACTERISED IN THAT the current
password, after the signature is formed, forms a self-revocation notice to the
signature server such that the current password can no longer be used to request
another signature.

30. The system of any of claims 18-29, CHARACTERISED IN THAT:
the password sequence is divided into a plurality of validity time periods;
for each time period, a respective secondary password sequence \( z_{a1}, z_{a2}, \ldots, z_{aA} \) is generated; and
a public key parameter of each secondary password sequence is signed
using a respective one of the passwords in the password sequence.
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