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HOST-ROUTER MULTIPLE TUNNEL MANAGEMENT

CLAIM OF PRIORITY
This application claims the benefit of ULS. Provisional Application Serial No.
61/638,084 filed on Apnl 25, 2012, The contents of this document are hereby

mcorporated by reference heretn,

TECHNICAL FIELD

The present invention relates to a virtual tonnel method implemented by a host
and next hop routers to address a problem related to synchromzing active tunnel(s) and
active link(s}) between the host and next bop routers. Furthermore, the present invention
relates to the host and next hop routers which implement the virtual tunnel method. In
addition, the present mvention relates to a multiple tunnel management method
unplemented by @ host to address the problem related to synchronizing active tunnel(s)
amgl active link(s) between the host and multiple next hop routers.  Moreover, the present

tnvention relates to the host which implements the multiple tonnel management method.

BACKGROUND
The following abbreviations and terms are herewith defined, at least some of
which are referred to within the following description of the state of the art and the

present mvention,

3GPP 3" Generation Parinership Project
ACL Access Contro} Last

BFD Bidirectional Forwarding Detection
CS Circuit Switch

DA Destination Address

ICMP Internet Control Message Protocol
IMS IP Multimedia Subsystem

IM-MGW IP Multimedia Media Gateway Function

P Internet Protocol
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PLx IP Level x

Pva IP version 4

IPv6 IP version 6

IS0 International Organization for Standardization
LSP Label Swatch Path

MGW Media Gateway

MPLS Multi-Protocol Label Switching
MSCS Mobile-Services Switching Center
NHR Nexi Hop Router

NUD Network Unreachability Detection
OSI QOpen Svystem Interconnect

REC Request for Comment

SA Source Address

TS Technical Specification

TTL Time To Live

Next Hop Router (NHRY:  The first router in the path from the host to the destination

network.

IMS Network-—IPvd and IPvo

The IP Maltimedia Sabsystem (IMS) originally specified the use of the new IP

version 6 (IPv6) technology and later allowed the legacy IP version 4 (IPvd), but the
intent is to move forward with IPvé communications. Hence, the network providers are
requiring IPvo interfaces with their IMS networks. However, the access nodes from the

previous non-IMS techoologies, e.g

. Call Server, ¢.2., Mobile-Services Switching Center (MRCS)
» Media Gateway {MGW)

may or may not support native [Pv6, and often do not. Thus, the €5's MSCS s having
capabilities shown as MGCF added so it can interface with the IMS network. Likewise,
the CS’s MGW is having capabilities shown as IM MGW added so it can support the
IMS Mn and Mb interfaces. FIGURE 1 (PRIOR ART) 1s a diagram that iHlustrates the

logical interfaces €S 102a and 102b respectively between the IMS network’s
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IMS-MGW 104 and MGCF 106 and the CS network’s MGW 108 and MSCS 110--this
diagram is part of TS 23.228 3GPP; TS Group Services and System Aspects; IP
Multmedia Subsystem {IMS); Stage 2 (Release 1), 201112 (the contents of which are
incorporated herein by reference).  In this case, IMS components, such as the
Serving-Call Session Control Functions (S-CSCF) 112 and the Media Resource Function
Processor (MRFP) 114 respectively communicate with the MGCF 100 and the
IMS-MGW 104 using the IPv4 andfor IPv6 (preferred) protocols. These IP capable host
devices—S-CSCF 112MGCEF 106 and MRFP 114/IMS-MGW 104+ will communicate
with each other over an IP capable network infrastructure composed of IP routers which
are not shown m FIGURE 1 because they are associated with phivsical connections rather
than logical connections.

The IMS-MGW 104 and the MGCF 106 both require IPyv4 and {Pv6 capabilities
and so that these devices can utilize the existing direct-connected 1IPvd infrastructure
they both implement an 1Pv4 to IPv6 transition technique knows as tunneling. FIGURE
2 (PRIOR ART) iHlustrates the IMS-MGW 104 and MGCF 106 which function gs hosts
interacting with their next hop routers 202 and 204 which are associated with the IMS
subsystem 1Pv6 206 utihizing tunneling where IPv6 is tunneled over IPv4 so that the
existing host IPvd infrastructure does not change and the [Pv6 is managed at the bost’s
application end point. The next hop routers 202 and 204 are part of the aforementioned
IP network ifrastructure. The next bop routers 202 and 204 are capable of tnnehng
over IPvd the native IPv6 traffic between the IMS components —S-CSCF H2/MGCF
106 and MRFP 114IMS-MGW 104,

The Internet Protocol (IP) may uthize tunneling techniques to transport

mnformation for vanous reasons:

. Security
. IPvd to IPv6 Transtion
» [Pv6 to 1Pvd Transition

Packet Encapsulation

FIGURE 3 {PRIOR ART) illustrates how tnneling is realized by encapsulating a
packet 300 with its origmal IP header 302 and data 304 within a new P header 306 1o

form an encapsulated packet 308, The IP headers 302 and 306 may be any combination
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of IPv4 or IPv6. For instance, the original IP header 302 15 an IPv6 IP header and the new
P header 306 is an IPv4 IP header, or the original IP header 302 is an IPvd 1P header and
the new IP header 306 is an IPv6 1P header, or the original IP header 302 is an 1Pv4 IP
header and the new IP header 306 is an IPv4 IP header, or the oniginal P header 302 1s an

IPu6 1P header and the new IP header 306 is an IPv6 1P header

Tunnel Endpoints

FIGURE 4 (PRIOR ART) illustrates a tunnel 400 {(which includes the
encapsulated packet 308) wiath two tunnel end points 402a and 402b each represented by
an IP address associated with each IP laver. For example, an IPv6 over [Pvd tunnel 400
would have both an IPv6 address (IP Level 2} 404a and 404b and an IPv4 address (IP
Level 1) 406a and 406b at each tunpel endpoint 402a and 402b. In particular, the tunmel
endpoint 4024 would have an IP address L2, 404a and an IP address L1, 406a while the
tunnel endpoint 404b would have 1P address L2y, 404b and IP address L1, 406b. The IP
addresses 406a and 406b gre used 1o route between a host {e.g., MGCF 106) and a router
{e.g., router 204} as they are used in the cutside new [P header 306 And, the 1P addresses
4042 and 404b are used to route between the host and the far end device (see FIG. 6).
The word “level” 13 used herein to distinguish the different stacked IP headers and 15 not
to be confused with the term “layer™ which 1s used m the International Organization tor

Standardization (150) Open System Interconnect (OS] 7-layer Reference Model.

Tunnels vs. Links

Tunnels may exist between g host and routers (host-routers) or between the
routers themselves (vouter-router). An algorithm for tunneling IPv6 over IPv4 between a
host-and-rowters and betwesn routers-and-routers is described in RFC 4213 “Basic
Transition Mechanisnws for IPv6 Hosts and Routers” Qctober 2005 (the contents of
which are incorporated by reference herein). The IP protocol operates at the Network
Layer, or Layer 3, of the 1580 OSI Reference Model. This implies that the tunnel
operation is also at Laver 3.

As shown in FIGURE § (PRIOR ART]}, the host 500 when connecting to next
hop routers 502, and 502, {only two shown) usaally utilizes redundant paths 506, and

506; to the adjacent routers 302, and 502, to ensure connectivity even if there is a single



WO 2013/160858 PCT/IB2013/053253

iU

o
LA

20

point of failure (see also FIG. 2). The host 500 has an algorithm $10 which determines
which link or links are wtilized when commuynicating vig its adjacent routers 502, and
302; 1o the far end device 504, This algorithm 310 will therefore determine the physical
path(s) 5306, and 506; used for communicating via the adjacent router(s) 502y and 502- to
the far end device 304, Note: the physical paths 500, and 506, along with their
associated data link protocel operate at the Data Link {Layer 2) and the Physical (Layer
1) of the OS] model and are therefore segregated from the tunneling which operates at
Laver 3.

The host 500 to sarvive a single pownt of farlore needs a munimum of two paths
506y and 500; connected to the two routers 502, and 502, Altbough more paths and
routers may be utilized, the two-path algorithim is generally deployed. The adjacent
routers 502y and 502: generally have an inter-router link 512 {the hok inter-connecting
gach of the adjacent routers 502, and 502;) to provide alternative path routing for both
mgress traffic and egress traffic with respect to the host 500 and the network (far end
device 504).

As shown in FIGURE 6 (PRIOR ART), there 15 a host-router configuration in
which the host 500 inter-connects to its adjacent or next hop router 302; {for example)
asing one network protocol “A7, e.g., IPv4, while an application 602 on the bost 500
needs to conmmunicate with another application 606 on the far end device 504 using a
different network protocol B, e.g., IPv6. Thus, to allow the host 560 10 commumicate
with the far end device 504 there is established a host-router tunnel 604, which uses
network protocol “A” with network protocol "B embedded therem.

As shown in FIGURE 7 (PRIOR ART), if g host-router tunnel 15 utilized, then the
host 508 will need a tunnel 604, 604,604, 10 cach of ity adiscent routers 502,
502;...502,. Note: that a tunnel, and iz taffic, between two end points may utilize

different physical paths over time.

Twaneling and Rouling

Host-to-Bouter Divection

In the host 500 to router 302 {for example) packet flow direction, the original 1P

header contamns:
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. Destination [P Address - Far end device’s address
. Source IP Address - Host's address

The host 500 will encapsulate the onginal IP packet with a new IP header. The
new IP header contains:
» Destingtion IP Address - Router’s Tunnel Endpomt Address

. Source 1P Address- Host’s Tunnel Endpoint Address

Once the packet is removed from the tunnel by the router 53024, the external IP

header is removed and the original 1P header is then used 1o route the packet.

Router-to-Host Direction

In the vouter 302, (for example) to host 300 packet How direction, the original IP

header contains:

. Destination 1P Address - Host addrass
» Source IP Address - Originator ot the IP packet {far end device 504)

The router 502, will encapsulate the onginal packet with the tonnel header. The

new IP header contains:

. Destination 1P Address - Host™s Tunnel Endpoint Address
. Source IP Address - Router’s Tunnel Endpoint Address

Tunnel Integrity Check

Tunnels 604, 604, 604, (for example) are effectively managed by software and
are therefore subject to fatture. The host 300 {for example) could check the tummel’s
mtegrity by running heartbeat messages at the tunnel level. Examples of such a heartbeat

mechanism 0% inchude:

Bidirectional Forwarding Detection (BFD):

» RFC $880-- Bidirectional Forwarding Detection (BFD), Standard, June 2010,
. RFC S881--Bidirectional Forwarding Detection (BED) for IPv4 and IPv6 (Single

Hop), June 2010.
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. RFC 5882--Generic Application of Bidivectional Forwarding Detection (BFD),
June 2010,
. REC 5883--Bidirectional Forwarding Detection (BFD) for Multibop Paths, June

2010,
. RFC 5884--Bidirectional  Forwarding Detection (BED} for MPLS Label
Switched Paths (LSPs), fune 2010

Internet Control Message Protocol (ICMP):

. RFC 792--Internet Control Message Protocel, September 1981,
» RFC 4443--Internet Control Message Protocol (JOMPv6) for the internet

Protocol Version 6 (IPv6) Specification, March 2006,

Network Unreachability Detection (NUDY:

. RFC 4R61-~Neighbor Discovery for 1P version 6 (IPv6) , September 2007,

Note: The contents of these eight documents are hereby incorporated by reference herein.

Time To Live {TTL) and Hop Limii

There is a field in the 1Pv4 header, Time To Live (TTL), and in the IPv6 header,
Hop Limit, which ensures that a packet caught in a ronting loop will eventually be
discarded. Plus, when a router 502, 502;.. 302, {for example) receives an [P packet, the
router 502;, 502,...502, decrements the TTL/Hop Limat field. If the result is zevo (03,

then the packet is discarded.

Problems

The host 500 (for example) which has mudtiple tunnels 604, 6045, .604, one to
each of its adjunct routers 502, 502,...502, must know the operational status of each and
every tunnel 604;, 604,.. 604, Furthermore, the tunnels 604, 604, 604, which are
utitized for comumunications would depend on the Laver 1/2 active path{s) 306,
506;...506; to gan the most efficient routing,  This aphies that the host’s Layer 3
function would need 1o be cognizant of the Laver 172 functions which 15 not the mtent of
the ISO O8I Reference Model. This situation can be problematic because some tunnels

604y, 604....604, may be intended to be active while others are standby, while some
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links 500y, 506;...500, may be intended 1o be active while other links are standby. And,
if the active tunnels 804, 604, 604, and the active links 506, 306;...506, do not align,
then less efficient routing will ocour. Referring to FIGURES 8A-8D (PRIOR ART),
there are shown two cases—FIGS. 8A and 8B--which lead to efficient routing and two
cases—FIGS. 8C and 8D--which fead to less efficient routing. In FIGURE 8A | the host
500 and routers 502; and 502; have active wnnels 604, and 604, and active links 506,
and 506, which are synchronized resalting in efficient rovting of packets. In FIGURE
8B, the host 300 and router 502, have an active tunnel 604, and an active link 306, which
are synchronized resulting m efficient routing of packets. In FIGURE 8C, the host S00
has an active tunnel 604, and an active link 506, with router 502, and the host 500 has an
active tunnel 802 but no active link with router 502; which results in less efficient
routing. In FIGURE 8C, assuming that one tunnel is all that is needed by the host 500,
then the active tunnel 604, associated with the active link 800, should be used which
avoids the extra hop between the pair of routers 502 and 502,. In FIGURE 8D, the host
500 has an active link 506, but no active tunnel with rowter 502, and at the same time the
host 500 has an active tunnel 802 but no active Hok with router 502, which resulis in less
efficient routing. Accordingly, there is a need to address these shortcomings and other

shortcoming assoctated with the state-of-the-art.

SUMMARY

A host, a next hop router, a virtual tunnel method, and a muoltiple tonnel
management method which address a problem related to synchronixing active tunnel(s)
and active hink(s) between the host and next hop routers is described in the independent
claims of the present application. Advantageous embodiments of the host, the next hop
router, the virtual tunnel method, and the multiple tunnel management method have been
described in the dependent claims of the present application.

In one aspect, the present mvention provides a host {and a virtual tunnel method
mmplemented thereby) which interfaces with at {east one of a plurality of next hop routers
to communicate with a far end device. The host comprises an input interface, an ouiput
interface, and a tunnel management device, The tunnel management device 1s arranged
to provision a single tunnel to transmit a packet {destined for the far end device) from the

output interface to one of the next hop routers, The single tunnel may terminate at
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anyone of the next hop routers. The single tunnel is configured to transmit the packet
which contains an original IP header which is encapsulated within a new IP header. The
packet also contains data. The original IP header comprises: a source [P address
fndicative of an IP address of the host: and a destination IF address indicative of an IP
address of the far end device. The new 1P header comprises: a source P address
mdicative of a tunnel endpoint 1P address of the host; and & destination 1P address
mdicative of a tannel endpoint IP address for all of the next hop routers. The host by
implementing the virtual tunnel method has many advantages when compared to prior art
solutions such as (for example): (1) simplicity; (2} less provisioning — a single tunnel is
established at the bost as opposed to multiple tunnels: (3) no dependency between tunnel
managenent and link management; {4) efficient routing via sutomatic synchronization
of the active tunnel and the active link; and (5) not dependent upon a wnnel integrity
verification.

In another aspect, the present invention provides a next hop router {and a virual
tunnel method implemented thereby) which interfaces with a host and one or more other
next hop routers. The host communicates with a far end device through at least one of the
next hop ronter and the one or more other next hop routers. The next hop router
comprises an input interface, an output mterface, and a tunnel management device. The
tunnel management device arranged to provision a tunnel to forward g packet originated
by the far end device and destined for the host. The tunnel is configured to transmit the
packet which contains an original [P header encapsulated within a new IP header. The
packet also contains data.  The onginal 1P header comprises: a source [P address
mdicative of an IP address of the far end device; and a destingtion IP address indicative
of an [P address of the host. The new IP header comprises: a source IP address indicative
of a tunnel endpoint IP address for the next hop router and the one or more other next hop
routers; and a destination 1P address indicative of a tunnel endpoint IP address for the
host.  The next hop router by implementing the virtual tunnel method has many
advantages when compared to prior art solations such as (for example): (1) simplicity;
{2} less provisioning — a single tunnel i3 established at the host as opposed to muitiple
tunnels; (3} no dependency between tunnel management and link management; (4)
efficient roating via astomatic synchronization of the active tunnel and the active link;

and {5) not dependent upon a runnel integrity verification.
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In vet another aspect, the present ivention provides a host {and a multiple tunnel
managemet method implemented therebyy which interfaces with a plurality of next hop
routers. The host has multiple tunnels with the next hop ronters. The host comprises an
input interface, an output interface, a storage device, and a tunnel management device,
The tunpel management device is arranged to send a first integrity check 1o the next hop
routers, where the first integuity check has @ hop lunit set t0 “H” so that cnly the next hop
router which has an active host-router link would be able 1o successfully process the first
ntegrity check (note: this next hop router is referred to heremafter as the active router).
The tunnel management device recetves a first successfol integrity check indication from
the active router only if the active router has the active host-router ink and was able to
successfully process the first integrity check {(note: the remaining next hop routers
cannot successfully process the first integrity check). The tunnel management device
naintatns in the storage device a router/tunnel table which mdicates a result of the first
mtegrity check and in particular which one of the plurality of next hop routers if any is
the active router. The munnel management device sends a second integrity check which
has 8 hop limit set to “H+1" so that all of the next hop routers which has a host-router link
would be able to successfully process the second tegnity check. The tunnel
management device receives a second successful integrity check indication from each of
the next hop routers which have the host-router link and were able to successfully
process the second integrity check. The tunnel management device maintaing in the
storage device the routertunmel table which indicates the result of the first integrity
check and in particular which one of the plurality of next hop routers if any is the active
router, and a result of the second integrity check and in particular which of the plurality
of next hop routers have the host-router link and were able to successfully process the
second integrity check. The tunnel management device performs another first integrity
check and second integrity check and maintains an updated router/tunnel table to indicate
the results of the repeated frst integrity check and the second mtegrity check. The tunnel
management device then compares the router/tunnel table and the updated routerftunnel
table to determing if there are normal condittions, a hink failure, a router failure, or a
tunnel faiture without a router faitore and then acts accordingly to address any failure.
The host by unplementing the multiple tunnel management method has many advantages

when compared to prior art solutions such as (for example): {1} efficient routing via
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synchronization of the active tunnel and the active Hok; (2) determining the source of the
issue; {3) incorporated tunnel integrity verification; and (4} traffic recovery given a failed
router or tunnel.

Additional aspects of the invention will be set forth, in part, in the detailed
description, figures and any claims which follow, and in part will be dentved from the
detatled description, or can be learned by practice of the mvention. It 1s to be understood
that both the foregoing general description and the following detailed description are

exemplary and explanatory only and are not restrictive of the invention as disclosed.

BRIEF DESCRIPTION OF THE DRAWINGS

A more complete understanding of the present invention may be obtained by
reference to the following detailed description when taken in conjunction with the
accompanying drawings:

FIGURES 1-8 (PRIOR ART) are various diagrams including an IMS subsystem,
a C8 network, IP muliimedia networks, and legacy mobile signaling networks (FIG. 1),
an IMS-MGW-MGCF-routers configuration {(FIG. 2), an encapsulated packet {FIG. 3), a
tennel (FIG. 4), a host-routers-far end device configoration (FIG. 5), a host-router-far
end device configuration (FIG. 6), a host-router configuration {FIG. 7), and host-router
configurations (FIGS. 8A-8D) which are used to help explain the state-of-the art and the
problems associated with the state-oftthe art which are addressed by the presemt
invention;

FIGURES 914 are vartous diagrams inclading a host-reuters-far end device
configuration (FIG. 9), a host-routers-far end device configuration (FIG. 10), a
host-routers-far end device configuration (FIG. 1), a hostrooters-far end device
configuration (FIG. 12). a host-routers-far end device configuration (FIG. 13), and a
host-routers-far end device configuration (FIG. 14) which are used to explain how a host
and next hop routers can unplement a virtual tunneling method in accordance with a first
embodiment of the present invention; and

FIGURES 15-21 are various diagrams including a host-routers configuration
{FIG. 15), a host-routers configuration (FIG. 16}, a host-routers configuration (FIG. 17),
host-router configurations (FIGS. 18A-18B), hostrowter configurations {(FIGS.

19A-198), host-router configurations (FIGS. 20A-20B), and a host (multiple tuanel
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management method-flowchart}-routers configuration (FIGS. 21A-21E) which are used
to explaiz how a host can fmplement 3 muoltiple tunnel management method

accordance with a second embodiment of the present invention.

DETAILED DESCRIPTION

The present mvention described herein includes two embodiments where the first
embodiment relates to a virtual tuneling method and the second embodiment relates to a
multiple tunnel managemment method. In the virtual tunneling method, the host has a
tunnel management device that establishes one logical tunnel that may terminate at any
of s adjacent routers {also referred to herein as next hop routers). This sumplifies the
host’s mumnel management.  Plus, this removes any dependency of synchronizing the
active tunnel with the active link {see FIGURES 9-14). In the multiple tunnel
management method, the host has multiple tunnels (not virtual tunneling) to ity adjacent
routers plus a tunnel management device which implements a tunnel status algorithm and
performs the following--(1) informs the host about which tunnel aligns with which active
ik and {2} informs the host on the location of a fault if one ocours-- resulting in an
snuque and optimized multiple tunnel management (see FIGURES 15.21) Note: The
IMS’s host and routers can implement the virteal tunneling method and the multiple
tunnel management method. However, it should be appreciated that the virtual tunneling
method and the multiple tonpel management method  described herein can be

tmplemented by any network device which utilizes P tynneling techuology.

First Embodimment-Virtual Tunneline

Referring to FIGURES 9-14, there are several drawings used to help explain the
features and steps of the virtual tunneling method m accordance with a first embodiment
of the present invention. To explain the virtual tunneling method & basic description is
provided below first and then a host-to-router traffic flow scenario 13 described with
respect to FIGURES 9-10 and then a router-to-host traffic flow scenario 1s described with
respect to FIGURES 11-14,

Given a host-router tunnel configaration, the host 900 15 provisioned with a single
tennel 902 and no more regardless of the munber of adjacent rovters 904, 904, ..904,,

This means that the tunnel 902 is established with source and destination [PLT addresses
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{recall: IPL] address are used in the outside IP header to route between the host-router
while IPL2 addresses are used in the original 1P header to route between the host-far end
device). From the host’s perspective, the destination [PL1 address is the vouter’s tunnel
endpoint address. The host 9007s provisioning of the single tunnel 902 regardless of the
number of adjacent routers 904, 904;.. 904, is discossed i wore detail below with
respect to FIGURES 9-10.

On each router 904, 904,. . 904, a tunnel 1102/1302 15 provisioned with a
remote tunnel endpoint at the host.  All routers 904, 904, . 904, associated with the
virtnal tunne] 110271302 use the same source IPL1 address. This implies that the router’s
IPLT address mmst be mternal-private, ie., no other nodes m the network, with the
exception of the host 900 and its adjacent routers 904y, 904;.. 904, (those routers
participating in the host-router tunneling), are aware of the IPL1 address. This 15 not an
issue from a routing perspective.  The routers 904, 9045, 904,s provisioning of the
tunnel 1102 in which there is an operative mterface to the host 900 is discussed in more
detail below with respect to FIGURES 11-12 (case 1),

In addition, the adjacent routers 904, 904,. . .904, {(participating in the tunneling)
will need to allow receipt of a packet with the common router tunnel endpoint 1PL1
address as the source address of the packet and forward that packet to the next hop router
or host 900 {see FIGURES 13-14—case 2). The reason this situgtion might oceur s if an
mterface is down between the host 900 and the router 904; (for example) attempting to
forward a packet from the network to the host 902 via the tunnel 1102, 1.e., the router
904, (for example) which encapsulated the packet with a new IPL1 header. Once the
packet is encapsulated, which includes setting the source address to the router’s common
IPL1 address, then i must be routed via one of the other adjacent ronters 904 ({for
example) as the direct interface is inoperative. For security reasons, a typical router may
not accept a packet with a source address owned by it. However, there are at least two

solutions to this problem which can be used by the next hop routers 904,, 904.. 904,

i A check for a duplicate IP address may be optional as i increases real time
processing of the packets received on a particular interface. Given that the imerface of
interest is between the set of next hop routers and not exposed to external network

conngctions, then this check may be disabled.
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2. An Access Control List {ACL}, or fiter, which will allow receipt of the duplicate
source address may be created. This will allow the rowter to forward the packet 1o 15
destination address as normal. The ACL could be applied only on the imter-router link
ports which inter-congect the adjacent routers participating . the tunneling to the host

Q00. In this way, no new security holes are opened.

The router 904,’s (for example) receipt of a packet and the provisioning of the
tunnel in which there is not an operative interface to the host 900 such that the router 904,
needs to deliver the packet 1o an adjacent router 904, {for example) which then needs to
deliver the packet to the host 900 is discussed in more detail below with respect to

FIGURES 13-14 {case 2).

Host-to-Router Direction

Referring to FIGURE 9, there is an exemplary scenario showing a host 900
provisioning a single tunnel 902 to be used by adjacent routers 904, and 904, {only two
shown) in accordance with the first embodiment of the present invention. For tunneling,
the host 900 has a tunnel management device 901 which creates and is only aware of the
single tunnel 902, In other words, the host 900 at the tunneling level is only aware of one
“virtual” adjacent router 903 when there are actually any number of actual adjacent
routers 904, and 904, (only two shown). The host 900 utilizes the single tunnel 902 to
send a packet 906 and o particular data 908 located therein to a far end device 810, In
this example, the packet 906 includes: (1) & new [P header 912 which contains a source
IP address 914 {e.g., the host's tunpel end pomt IP41) and a destination [P address 916
{e.g., the routers 904; and 904,°s tunnel end point IP42}; (2) an original IP header 918
which contains a source IP address 920 {c.g., the host’s IP61) and a destination 1P
address 922 {e.g., the far end device’s IPO3) and (3) the data 908 {note: the packst 906
sent from the router {o the far end device 910 would not have the new 1P header 912). In
this example, the origmal IP header 918 is an IPv6 original IP header 91& and the new IP
header 912 is an IPv4 new IP header 912

In this example, the far end tunnel endpoint (which is effectively the far end

tunnel address namely the destination IP address 916 {e.g., [P42)) does not change
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regardless of which physical path 923 and 927 to anyone of the routers 904, and 904; is
utilized. The protocols which manage the sotive link(s) 923 and 927 are independent of
the tunnel selection because there is only one virtual tunnel 902, If an active path fails,
then the host 900°s Huk management will chose an alternative path. Thus, m the
host-to-router direction, upon an active Hnk fatlure, the bost’s tunnel management device
Q01 1s unaware of the active link fatlure and continues 10 send packets 10 the virual
tunnel endpoint {e.g.. P42} which is now being served by a router 904y or 904,
associated with the new active path. According, with the host’s tnnel management
device 901 the single tunnel 902 will always align with the active path and active router
904, or 904,. Inthis example, the host 900 has an active path 923 with router 904 which
means the packet 906 will be sent via the single tunnel 902 1o router 904y, I the active
path 923 failed, then the host 900 woulkd activate path 927 with router 904> which means
the packet 906 will be sent via the single tunnel 902 to router 904;.

Referring to FIGURE 10, there is a more detailed diagram of the host 900
inplementing a virtual tunneling method 1000 to provision the single tunnel 902 to be
used by adjacent routers 904 and 904; {only two shown) i accordance with the first
embodiment of the present invertion.  As shown, the host 900 includes at least an input
interface 1002, an output mterface 1004, and a tonnel management device 901 (note: the
mput interface 1002 and the output mterface 1004 can be combined to form an
mput-output interface). The person skilled in the art will appreciate that the host 900
would mclude many other well known components but for clarity only the tunnel
management device 901 which i3 needed to explam the present invention has been
described in detail herem.  In this example, the tunnel management device 301 mcludes
a processor 1006 and a memory 1008 that stores processor-executable mstractions where
the processor 1006 interfaces with the memory 1008 and executes the
processor-executable instructions to perform the virtual tunneling method 1000 by
provisioning the single tumnel 902 1o transnuit the packet 906 from the output interface
1004 to one of the next hop routers 904, and 904, {step 1001}, The packet 906 is destined
for the far end device 910, The single tunpel 802 may terminate at anyone of the next
hop ronters 904, and 904;. The single tunnel 902 1s configored to transmt the packet 906
which contains the original IP header 918, the new IP header 912 and the payload data

908, The original IP header 918 (which is encapsulated within the new IP header 912)
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mchides: (a) a source IP address 920 indicative of an [P address {e.g., IP61) of the host
902; gnd (b) g destingtion [P address 922 indicative of an [P address {e.g., IP63 ) of the far
endd device 910, The new 1P header 912 includes: (a} a source [P address 914 indicative
of a tunnel endpoint IP address (e.g., IP 41) of the host 900; and () a destination 1P
address 916 mdicative of a tunnel endpoint 1P address (e.g.. IP42) for all of the next hop
routers 904; and 9042, As can be appreciated some of the distinguishing features of the
virtual tunneling method 1000 is that the single tunnel 902 may terminateat anyone of the
next hop routers 904, and 904, and that the new [P header 912 mcludes the destination IP
address 916 mdicative of a turmel endpoint [P address (e.g.. IP42) for all of the next hop
routers 904, and 904, The twnnel endpoint 1P address {e.g., IP42) for all of the next hop
reuters 904y and 9045 is known only by the host 900 and the next hop routers 904y and
904:. The virtual unneling method 1000 offers the following advantages (for examplel:
{1} simplicity; (2) less provisioning — g single tunnel 902 15 established st the host 902;
{3) independence between tunnel managemert and link management; (4) efficient
royting vig gutomatic synchronization of the active tunnel and the active link; and (S) not

dependent upon a tunnel integrity venfication.

Rower-to-Host Direction

As discussed above, the rowter-to-host trathe flow direction will utilize the
original IP header’s destination address to route a packet 928 originated by the far end
device 910 to the host 900, In this sitnation, there are two cases 1o consider which are as

follows:

» Case 1. The packet 925 arrives at the adjacent router 904, (for example } which
has a direct active link 923 to the host 900 {sce FIGURES 11 and 12}
» (ase 2: The packet 925 arrives at an adjacent router 904, (for example} with a

direct inactive link 927 to the host 900 {see FIGURES 13-14),

Referring to FIGURFE 11, there is an exemplary scenario per case 1 showing a
router 904, provisioning a single tunnel 1102 to forward the packet 925 originated by the
far end device 910 and destined for the host 900 i accordance with the first embodiment

of the present invention. The router 904, encapsulates the onginal incoming packet 925
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with a tunnel header 1112 {new IP header 1112) and forwards the encapsulated packat
925" directly to the host 900 over the direct getive ink 923, The encapsulated packet's
source {PL1 {the router 904, s tunnel end point address 1114 (e.g., IP42)) is the virtual
router tunnel IP address as expected by the host 900, More specifically, the router 904,
receives the packet 925 from the far end device 910 and provisions the tunnel 1102 o
transmit the packet 9257 on the divect active link 923 1o the host 900, The packet 925
mchodes: (1) an original IP header 1104 which contains a source 1P address 1106 {e.g.,
the far end device’s P63} and a destination 1P address 1108 (e.g., the host’s 1P61); and
{2)data 1110. The packet 925" imncludes: (1) the original IP header 1104 which contains
the source IP address 1106 {e.g., the far end device’s P03} and a destination 1P address
1108 {e.g., the bost’s IP61); {2} the new IP header 1112 which encapsulates the original
IP header 1104 and contains a source IP address 1114 {e.g., the routers 904, and 904x's
tunnel end pomt IP42) and a destination IP address 1116 {e.g., the host’s tunnel end point
IP41); and (3) the data 1110, In this example, the original IP header 1104 15 an IPvO
original 1P header 1104 and the new IP header 1112 15 an IPv4 new IP header 1112,
Note: this flow pattern is the same for all active host-router hinks, 1.e., a packet arriving at
any of the rooters with an active link will twnnel the packet directly over that active link
1o the host 800,

Referring to FIGURE {2, there is a more detaded diagram of the next hop router
904, nnplementing a virtual tunneling method 12007 to provision the single tunnet 1102
to forward the packet 925 originated by the far end device 910 and destined for the host
900 1 accordance with the first embodiment of the present mvention. As shown, the
next hop router 904, includes at least an faput interface 1202, an output interface 1204,
and a tunnel management device 1101 {note: the input interface 1202 and the output
interface 1204 can be combined to form an input-output interface). The person skilled in
the art will appreciate that the router 904; would include wany other well known
components but for clarity only the tunpel management device 1101 which 13 needed to
explain the present invention has been described in detail herein.  In this example, the
tunnel management device 1101 includes a processor 1200 and a memory 1208 that
stores processor-executable instructions where the processor 1206 interfaces with the
memory 1208 and executes the processor-executable instroctions to perform the virtual

tunneling method 1200 by provisioning the single tunnel 1102 1o forward the packet 925
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originated by the far end device 910 and destined for the host 900 (step 12017, The
tunnel 1102 is configured to transimut the packet 925" which contains an originagl Internet
Protocol (1P} header {104 which is encapsulated within a new [P header 1112, Plus, the
packet 925" contains the data 1110, The original IP header 1104 comyprises: (1) a source
IP address 1106 mdicative of an 1P address {e.g . IP63) of the far end device 910; and (2)
a destination IP address {108 indicative of an IP address {e.g.. IP61) of the host 900, The
new IP header 1112 comprises: (1} a souwrce 1P address 1114 mdicative of a tunnel
endpoint [P address {e.g., IP42)} for the router 904, and the other next hop routers %4,
{only one shown); and (2} a destination IP address 1116 indicative of a tunnel endpoint
1P address {2.g., IP41) for the host 900, In this case, since there iz an active link 923
between the router 904, and the host 900 then the router 904y forwards the packet 925
using the provisioned tunnel 1102 directly on the active link 923 to the host 900, As can
be appreciated some of the distinguishing features of the virtual tunneling method 12000
is that the new P header 1112 includes the source IP address 1114 indicative of a tunnel
endpoint IP address (e.g., IP42) for the router 904, and the other next hop routers 904;
{only one shown). The tunnel endpoint IP address {e.g., IP42) for the router 904, and the
other next hop routers 904; (only one shown) 1s known only by the host 900 and the next
hop routers 904, and 904,

Referring to FIGURE 13, there 15 an exemplary scenario per case 2 showing a
router 904; provisioning a single tunnel 1302 1o forward the packet 925 ongmated by the
far end device 910 and destined for the host 900 in accordance with the first embodiment
of the present invention. In this case, the original packet 925 arrives at the adjacent
router 904, which has an inactive link 927 to the host 900, The hink 927 could be inactive
due to a link fatlure or due to rovting control. It is assumed that the network could not
deliver the packet 925 over the more efficient path to the router 904, which does have a
direct active path 923 to the host 900 due to0 a broken path between the network and that
router 904: or a slow routing update. In this situation, the rouwter 904: encapsulates the
original incoming packet 925 with the tunnel header 1112 {(new IP header 1112} and
forwards the encapsulated packet 925 based on the newly created [PLI source address
{the router 904;’s tunnel end point address 1114 (e.g., IP42)). The router 904; does not
have a direct active path to the bost 908 however it does have an alternative path to the

host 900 via an inter-router link 931 to one of the other adjacent routers 804,. Thus, the
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router 904; assuming routing algorithms are m place therein forwards the packet 925 on
tunnel 1302 1o another adjacent router 904 m order to reach the host 900, In thig
example, the new adjacent router 904, happens 1o have the direct path 923 to the host 900
and thus routes the packet 925 directly to the host 900, In the event, router 904, did not
have a divect path to the host 900 then that router 904, would forward the packet 925 o
vet another adjacent router {not shown) and so on until one of the adjacent routers which
has a direct path to the host 900 receives the packet 925" and forwards the packet 925 on
the direct path to the host 900, As mentioned above, the new adjacent router %04, must
allow this packet 925 to be forwarded even though this packet's sowrce address 1114 (the
router 904,"s tuanel end pomnt address 1114 (e.g., 1P42)) matches the internal-private
tunnel endpoimt address of 904y, For instance, the router 904, can be configured to
accomplish this as discussed above using an ACL defined for the inter-router link posts.
Referring 1o FIGURE 14, there 18 a more detailed diagram of the next hop router 904,
maplementing a virtual tunneling method 1200" to provision the single tunnel 1302 to
forward the packet 925 origingted by the far end device 910 and destined for the host 900
in accordance with the first embodinent of the present invention. As shown, the router
904; mcludes at least an input interface 1202, an output mnterface 1204, and a tunnel
management device 1101 {note: the input interface 1202 and the output interface {204
can be combined to form an mput-cutput interface). The person skilled in the art will
appreciate that the router 904, would include many other well known components but for
clarity only the tanel management device 1101 which 18 needed to explain the present
mvention has been described in detail herein.  [n this example, the tunnel management
device 1101 includes a processor 1206 and g memory 1208 that stores
processor-executable instructions where the processor 12006 mterfaces with the memory
1208 and executes the processor-executable instructions to perform the virtual tummeling
method 1200" by provisioning the single tunnel 1302 to forward the packet 925
origanated by the far end device 910 and destined for the host 900 (step 12017}, The
tunnel 1302 is configured to transmit the packet 925" which contains an original Intemet
Protocol (IP) header 1104 which is encapsulated within a new {P header 1112, Plus, the
packet 925" contains the data 1110, The original IP header 1104 comprises: {1) 8 source
IP address 1106 mdicative of an IP address {e.g.. IP63) of the far end device 10; and (2)

a destination IP address 1106 indicative of an 1P address {(e.g., [P61) of the host 900. The
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new 1P header 1112 comprises: (I} a source 1P address 1114 mdicative of a tunnel
endpoint IP address (e g, 1P42) for the router 904, and the other next hop routers 904,
{only one shown); and {2) a destination [P address 1116 indicative of a wnnel endpoint
IP address {e.g., IP41) for the host 900, In this case, since there is not an active link
between the router 904 and the host 900 then the packet 925 s forwarded by the
provisioned tunne! 1302 to another next hop router 904, in order to reach the host 900,
As can be appreciated some of the distinguishing features of the virteal tunneling method
12007 i3 that the new IP header 1112 mcludes the source 1P address 1114 indicative of a
tunnel endpoint IP address {e.g., IP42) for the next hop routers 904 and 904, {only two
shown). The tunnel endpoint IP address {e.g., 1P42) for the next hop routers 904, and
904, {only two shown) is known only by the host 200 and the next hop routers 904, and
904:. Plus, the next hop router 904, which recetves the packet 925 from router 904: has
to allow the packet 925 to be forwarded therefrom directly towards the host 900 or
toward another next hop router {not shown) even though the new IP header’s source P
address 1114 (the router 904,’s tunnel end point address 1114 (e.g., 1P42)) in the

received packet 923 matches the tunnel endpoint address {e.g., IP42) of router 904,

Second Enmbodiment- Multiple Tonnel Management

Referring to FIGURES 15-21, there are several drawings used to help explamn the
features and steps of the multiple tonnel management method 1500 which 1s
tmplemented by the host 1502 i accordance with a second embodiment of the present
mvention. To explain how the host 1502 implements the multiple tunnel management
method 1300 a basic description about several exemplary scenanios 15 provided below
first with respect to FIGURES 15-20 and then a more detailed discussion about how the
host 1302 can implement the muitiple tunnel management method 1500 is described with
respect to FIGURES 21A-21E. As will be described in detail below, the multiple tunnel
management method 1300 can be used when the host 1502 has multiple timnels 1514 and
1516 with wmultiple adjacent routers 1504 and 1504, {only two shown) and the multiple
tunnel management method 1500 basteally functions to: (1} inform the host 1502 as to
which tunnel aligns with which active link; and to (2} inform the host on the location of'n
faglt if one occurs,

In the case where multiple wunnels 1514 and 1516 are run between the host 15302
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and 1ts next hop rovters 1504 and 1504, {only two shown--in most of the figures), the
host 1502 has a tuanel management mechanism 1503 which implements the multiple
tuanel management method 15300 10 determine the optimized path based on the active
paths available without having to interface with the lower laver protocols. The host's
tunnel management mechamism 15303 also has a heartbeat mechanisim 15035 that s wsed to
check the mtegrity of the tunnels 1514 and 1516 to the next hop routers 1304, and 1504,
The heartbeat mechanism 1505 can be based on any appropnate protocol which can
operate over tunnels mcluding {for example): (1) Bidirectional Forwarding Detection
{BFD); (2) Internet Control Message Protocol JUMPY, and (3} Network Unreachabihity
Detection (NUD).

The host 1502 implements the multiple tunnel management method 1500 by
sending integrity checks 1511 to each tunnel end point while the [Pv4 header Time To
Live (TTL) field or the IPv0 header Hop Lumit 1513 m those integrity checks 1511 are
set specifically in order to determine which next hop router 1504, is associated with the
active runnel 153106 (see FIG. 17). Note: that in the case of tunneling, the TTL/Hop Limit
that is decremented at each hop is the one 1o IPL1 {recall: IPL1 address are used m the
outside IP beader to route between the host-router while IPL2 addresses are used in the
original IP header to route between the host-far end device). The term "Hop Linnt™ will
be used generically herein to vepresent both [Pv4 and IPv6. Furthermore, the tollowing
terms are used herein to help explain how the host 1502 can implement the multiple
tunnel manggement method 1500 in accordance with the second embodiment of the

present mvention:

» Active Link:  The preferred and in-use physical path between the host and one

of s next hop routers (adjacent routers).

. Active Next Hop Router: The next hop router associated with the sctive link,
. Active Tunnel: The tunnel between the host and the active next hop router.
. H: Represents the number of hops from the host process o the active next

hop router.
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» Hop Linut:  IPvd TTL or IPvé Hop Limis.

» Standby Router: The host’s other next hop router(s) that do not have an

active link between them and the host {per the host’s perspective).

The following discussion explaing in detail how the host 1502 implements the
multiple tunnel management method 1500 in accordance with the second embodiment of

the present invention.

Referving to FIGURE 15, there is a basic diagram of the host 1502 connected w
the active next hop router 1304y and the standby next hop router 1504, which is used to
explain the normal wraffic flow when there is a single active host-router hink 1506, Tnthis
situation, there is one active link 1506 between the host 1502 and the active next hop
router 15304, and one inactive link 1508 (only one shown) between the host 1502 and the
standby next hop router 1504; (only one shown). The active router 1504, and a standby
next hop rovter 1504; are connected 1o one another by one or more imer-router links
1510 {one shown}. In this scenario, the normal flow of traffic 1512 i3 from the host 1502
to the rowter 1504, which is associated with the active hnk 1506, If the traffic 1512
cannot be routed divectly from the active router 1504, to the network (far end device), or
if the traffic 1512 is destined to a standby next hop router 1504, then the traffic 1512 will
be relayed on the inter-router hink 1510 from the active router 1504, to the standby next
hop router 1504,

Referring to FIGURE 16, there is a basic diagram of the host 1502 connected 1o
the active next hop router 15304, and the standby next hop router 1504; which is used to
explain the tunnel flow when there is a single active host-router link 1506, In this
example, the host 1502 has a tunnel 1514 with the active next hop router 1504, and the
host 1302 has another tummel 1516 with the standby next hop router 1504, As in
FIGURE 15, the normal flow of traffic 1512 using tunnel 1514 is from the host 1302 to
the router 1504, which is associated with the active Hnk 1506, If the taffic 1512 cannot
be routed directly from the active router 1504, to the network {far end device), or if the

traffic 1512 1s destined to a standby next hop router 1504,, then the traffic 1512 will be
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relayed on the inter-router Hnk 1510 using the mnnel 1516 from the active router 1504,
to the standby next hop router 15304, Note: that with no faults i the system, all tunnels
1514 and 1516 are operational however the tunnel 1514 associated with the active router
1504, requires the fewest hops and is therefore the most efficient.

Referring to FIGURE 17, there is a basic diagram of the host 1302 connected to
the active next hop router 1504, and the standby next hop router 1504 which is used to
explain the use of the integrity checks 1511 in the multiple tunnel management method
1500. The bost 1502 sets the hop limit 1513 of the integrity check 1511 to “H”, so that
only the active router 1504, will process its intended integrity check 1511, The integrity
checks 1511 destined for other routers 1504, will be dropped by the active router 1504,
as the hop Hmit 1513 bas been exceeded. This implies that only the mtegrity check 1511
associated with the active router 1504, and hence the active tunnel 1514, will be
successful. While, the tntegrity checks 1511 to the inactive router{s) 1504; will not be
successful. The host 15302 is now aware of the active router 1504, and can establish an
active tunnel 1514, Note: that the integrity check-hop limit process described is only
applied to the mtegrity check and not any other traffic. As such, the normal traffic 1512
would utilize whatever existing hop timit has already been predetermined as appropriate.

The host 1502 mamtains a table 15320 (rowter/tunnel map 1520} showing the
status of each mtegrity check 1511, Under normal conditions, only one integrity check
1511 will succeed. In the exemplary table 1520 below, R1 1s the active router 1504, as
indicated by the “N” in the *Hop Limit = H” column. The host 1502 may optionally run
separate integrity checks 15117 with “"Hop Limit = H + 17 15137 {o each router 1504,
1504, 150451504, {(R1, R2, R3._Ra} i parallel or just switch back and forth between
H and H+1 depending on the Router/Tunnel map data. Under normal conditions, all next
hop routers 1504, 15045, 150451504, (R1, R2, R3...Rn) should be reached with Hop
Limit=H + {, as is shown in TABLE #1 below,
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TABLE #1: Router/Tunnel Map 1520 under Normal Conditions

- RauteriTunnel Hep Lamit=H Hop Linut = H+1
Rl ~ N
5 R2 X A
R3 X N
N Ru X N
10 Successful Integrity Check
X Unsuccessful Integrity Check

The ingress traffic 1522a and 1522 destined for the host 1302, under normal

conditions will be encapsulated by the respective next hop routers 1504, and 1504,

15 routed to the IPLI destination address {i.e., host's destination address) as discussed i
detail in the TABLE #2 below.

TABLE #2: Invress Tradlic Behavior under Normal Conditions

Case | Router | Behavier

N/A [ RI The arriving packet 15223 at R1 1504, includes the host's
destination address (DA). RU's routing table wall hink the
host’s DA to its tunnel, The packet 1522a will be enveloped

and routed directly to the host's IPL1 DAL

R2 The arriving packet 1522b at R2 1304, includes the host’s
DA, R2’s routing table will link the bost’s DA to its tunnel.
The packet 1522b will be enveloped and routed. From R2’s
perspective, the path between R2 1504; and the host 1502
ntay be routable even though the host 1502 uses it as a
standby path. In this case, R2 1504, will route directly to
the host 1502, If this path 15 trested as a standby path, 1.e,
fess preferred, then R2 1504s will route the packet 1322b via
R1 1504, which in tum routes the packet 1522b to the host

1502, Either process is acceptable.
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There are several faihure scenarios that are considered next incloding: (1) link

faitture; (2 router fatlure; and (3) tunnel fatture.

5 Link Failure
If a farlure occurs between the host 1502 and the active router 15044, then the host
1502, as normal, will chose an altemative path implying that the active physical link
changes. When this occurs, the routerftunnel map 1320 will alter. For example, if the
new active link is between the host 1502 and next hop router 1504, (R2}, then the

16 rowter'tunnel map 1520 will appear as shown in TABLE #3.

TABLE #3: Router/Tunmel Map 1520 afier Link Fatlure

Router/ Tunnel Hop Limit=H Hep Limit = H+1
B1 X N
R2 N N
R3 X \
Ru X A
15 W Successful Integrity Check
X Unsuccessful Integrity Check

At this moment in time, the host 1502 may choose to alter the active tunnel to that

associated with ronter 1504, (R2) in order to gain the most efficient routing and avoid an

20 unnecessary hop to router 1504; (R1) wia router 1504; (R2Z). FIGURES 18A-18B
itustrate a scenario on how the host 1502 alters the active tunnel during a link failure
{e.g., former active host-router Hnk 1306}, In FIGURE I8A, the active link has switched

over to host-router link 1508 due to a failure of the previous active host-ronter link 1506

while the onginal tunnel 1516 continues to ternunate at router 1504, (R1) Tunnel

bt
LA

traffic 1512 is successful but mefficient. In FIGURE 18B, the host 1502 recognizes this

condition based on the routertunnel map 1520 and switches to an active tunnel 1330
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associated with router 1504; (R2),
The routers 1504 and 1504; (R1 and R2) handling of igress traffic 15224 and
15223b destined for the host 1502 under link failure conditions is discussed in detail in the

TABLE #4 below.

TABLE 4: Ingress Traffic 15223 and 1522b Behavior under Link Failure

Case | Router | Behavior

A&B | RI The arriving packet 1522a at R1 1304 mcludes the Host's
Destination Address {DA). RI's routing table will link the

Host’s DA to s tunnel.  The packet 15223 will be
enveloped and routed to the host 1502 via R2 1504, using
the host's IPLT DA, R2 1504 will route the packet 1522ato

IPL1 DA directly to the host 1502,

R2 The arriving packet 1522b at R2 1504 includes the Host's
DA, R2%s routing table will link the host’s DA to its tunnel.
The packet 1522b will be enveloped and routed directly to

the host 1302,

When the hink 1506 recovers, if the host 1502 does net revert back to that hink

1506, then nothing changes with respect to the integrity checks 1511 and 153117 and the

10 routertunnel map 1520 in TABLE #3 above. If the host 1502 does revert back to that
link 1506, then from the perspective of the tunnel management device 1503, it will
appear as a link failure and the same process described in this section will take place

moving the active tunnel back to the original path

15 Rowter Fatlure
Referring to FIGURES 19A-198, there are basic diagrams of the host 1502
connected to the failed rouwter 1504, (R1) and the standby router 1304; (R2) which are
used to explaimn the tunnel selection after a router failure. I the active router 15304 (R1)
tails, then the host 1502, as normal, will chose an alternative path implying that the active
20 physical link changes (FIG. 19A-- shows the link switchover from link 1506 to link

1508 without wunnel switchover), When this occurs, the host's router/tunnel map 1520
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will alter after performing the integrity cheek 1511 and 1511, For exanple, if link 1508
1s the new active lnk between the host 1502 and router 1304, (R2), then the router/tunned
map 1520 will appear after the integrity check 1511 and 15117 with hop limit H and hop
Hmit H+1oas shown in TABLE #5 below. In addition, the integrity check 15117 with the
hop limit of H+1 also shows a fatlure with R1. Hence, the router/tunnel map 1520

mdicates a problem with router 1504, (R1}

TABLE #35: Router/Tunnel Map 1520 after Router Fatlure

Router/Tunnel | Hop Limit = H | Hop Limit = H+1
Ri X X
R2 N
R3 X v
Ra X y
¥ Successful Integrity Check
X Unsuccessful Integrity Check

The primary difference between the Router failure from the Link fatlure as
described above 1s that packet loss 1s cccurring given that the carrent tonnel terminates at
the failed router 1504, (R1). With the failed rowter 1504, (R1), the host 1502 must
switch to the tunnel 1532 associated with a new active router 1504y (R2) in order to
maintain traffic flow {see FIG 19B-~- shows synchronized new activated tunnel 1532 and
link 150R).

The routers 1504, and 1504, (R1 and R2) handling of ingress traffic 15223 and
1522b destined for the host 1502 under router failure condition s discussed in detail i

the TABLE #6 below.



WO 2013/160858 PCT/IB2013/053253

L]

H}

20

35}
iy

TABLE 6: Inuress Traffic 1522a and 1522b Behavior under Router Failure

Case | Router | Behavior
A & IRI NA

R2 The arriving packet 15322b at R2 1504, includes the host’s
DA, R2%s routing table will Iink the host’s DA to its tunnel.
The packet 1522b will be enveloped and routed directly to

the host 1502,

When the router 15044 (R1) recovers, if the host 1502 does not revert back to that
associated link 1506, then nothing changes with respect to the router/tunnel map 152010
TABLE #5 after performing integrity checks 1511 and 15117 with the exception that H+1
will show success for router 1504, (R1). If the host 1502 does revert back to that link
1500, then from perspective of the runnel management device 1503, it will appear as a
fink fasiure and the same process described m the previous section associated with a link

failure will take place moving the active tunnel back te the original path.

Tunnel Failure {without Router Failure)

Referring to FIGURES 20A-208, there are basic diagrams of the host 1502
connected to the gctive router 1504, (R1) and the standby router 1504 (v2) which are
used to explain the tunnel selection after a tunnel fatlure (withouot a router failure). If the
process managing the tunnel 1514 at the active router 1504, (R1) fails while the physical
link 1506 remains active, then the host's router/tunnel map 1520 will indicate that all of
the integrity checks 1511 with hop Limit of H are unsuccessful as shown in TABLE #7
{see F1G. 20A—shows active tunnel 1514 fadure). In addition, the mtegnity check 1511
with hop linut of H+1 also shows a failure with router 1504; (R1}. Hence, the
router/tunnel map 1520 of TABLE #7 indicates a problem with router 1504, (R1) which

1s either (1) a tunoel fattore, or (2) a router and tunnel falure.
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TABLE 7: Router/Tunnel Map 1520 with Tunpel Failure (without Router Failure)

Router/Tunnel | Hop Limit=H | Hop Limit = H+]
R1 X X
R2 X N
R3 X
Rn X N
N Successtul Integrity Check
X Unsuccessful bntegrity Chack

The integrity check 1511 and 15117 with the active router 1504, and the ongmal
active tunnet 1514 fails given the tunnel finlure. In this situation, funnel egress traffic
packet 1537 loss will now occur watil another tunnel is chosen. The integrity check 15117
with the standby routers 1304;, 1504:. 1504, (R2, R3.. Ra) presumably succeeds. It
should be noted that the integnity check 15117 for the standby routers 1504y,
15045, 1504, (R2, R3..Rn) 15 “routed” traffic at the active router 1504 (R1) and not
seen as “tannel” traffic nor handled by the tunneling process. Thus, assuming the routing
process is not impacted by the tunneling process on the active router 1504, (R1) and the
increased Hop Limit (H+1) does not warrant discarding the egress packet 1537, then the
other integrity checks 15117 will be relayed (routed) to the standby routers 1504,
150451504, (R2, R3. Rn). The host's router/tunnel map 1520 of TABLE #8 will

indicate which tunnels 1334 are available by analyziog the “Hop Limit = H+1"” cohunn,
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TABLE 8: Router/Tunnel Map 1520 with Hop Limit = H+1

Router/Tunnel Hop Limit =H | Hop Limit= H+1
Rl X X
R2 X N
®3 X N

4
»

Ru X ¥
i - . e
N Successtul Integrity Check
X Unsuccessful bntegrity Chack

The host 15302 must now choose a new avarlable tonnel 1534, e.g | rovter 1504,
{R2}, to transmit data 1537 {see FIG. 20B-shows available tunnel 1334 selection which
m FIG. 20A was the standby tunnel 1534}, In this case, the host 1502 has no reason to
alter its physical path as there 18 no known issue at the networking layer instead the only
tssue exists with the tunnel 1514, In fact, the host 1502 may continue to use the
standbv/newly active tunnel 1534 on a standby router 1504, (R2) while the physical
route 1506 15 via the active router 1304y (R1). This costs an extra hop for the egress
traffic 1537 but traffic flow continues.

The routers 1504, and 1504; (R] and R2) handling of ingress traffic 1522a and
1522b destined for the host 1502 under tunnel fatlure (without router fallure) conditions

1s discussed in detail in the TABLE #9 below.
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TABLE #9: Inoress Traffic 1522a and 1522b Behavior Under Tunnel Failure

Router

Rehavior

Case
A &
B

Ri

I traffic 1522a arrives at R1 1304, with a destination to the
host 1302, R1 1504, cannot route via its tunnel 1514 as that
tunnel has failed. R 15304y must have a backup route to
ong, or more, of the other ronters R2, R3..Rn and will
forward to that router {e.g., R2 1304;}. Then, R2 1304,
routes on the host destination address {(DA) and discovers it
must be tunneled. The R2 1504 now uses the IPL1 tunnel
endpoint address as the new DA, This newly encapsulated
packet 1522a will be routed to the host 1502 even if 1t
traverses the active router 1504 (R1) which is cwrently
experiencing a tunnel failure. From the perspective of the
active router 1504, {R1), this enveloped packet 1522a with
destination  address IPL1 is being “routed” and not

“tunneled” which implies s success.

The arriving packet 1522b at R2 1304, includes the host’s
DA, R2’s routing table will link the host’s DA to its tunnel
1534, The packet 1522b will be enveloped and routed via

the active router 15044 (R1).

Alternatively, another option s for the tunneling process of the host 1502 to

mfluence the routing decision of the host 1502 and force a switchover to another physical

the failed munnel 1514 recovers, then the host's router/tunnel map 1520 will show a

successfol integrity check 1511 and 1511 with the router 1504, (R1) associated with the

5 path. Assuning there is no forced switchover at the data link and physical laver, when

active link 1506 as indicated in TABLE #10.




WO 2013/160858 PCT/IB2013/053253

TABLE #10: Router/Tunnel Map 1520 after Tunnel Becovery

Router/Tunnel | Hop Limit=H | Hop Limit = H+]
R1 N N
R2 X N
R3 X
Rn X N
N Successtul Integrity Check

p¥ 3

Unsuccessful bntegrity Chack

Referring to FIGURES 21A-21E, there 1 a more detailed diagram of the host
1502 implementing the muliiple tunnel management method 1500 in accordance with the
second embodiment of the present invention. As shown, the host 150215 imterfaced with

10 mualtple next hop routers 1504, 1504, 1504, Plus, the host 1502 includes at least an
mput mterface 2102, an output mferface 2104, the tunnel management device 1503
{which includes the heartheat mechanism 1505}, and a storage device 2105 (which stores
the router/tunnel map 15203 (note 10 the mput interface 2102 and the output mterface
2104 can be combined to form an mput-output interface}note 2. the storage device 21035

15 can be the same as the tunnel management device’s memory 2108). The person skilled in
the art will appreciate that the host 1502 would include many other well known features
and components but for clarity only the components such as the tunnel management
device 13503, the heartbeat mechanism 15035 and the router/tunnel map 1520 which are
needed to explain the present invention have been descnibed in detail herein,

20 The tunnel management device 1503 mcludes a processor 2106 and a memory
2108 that stores processor-executable instructions where the processor 2106 interfaces
with the memory 2108 and executes the processor-executable mstructions to perform the
steps of the multiple tunnel management method 1500, At step 2110, the host 1502

sends a first integrity check 1311 to the next hop routers 1504, 130451504, where the

bt
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first integrity check 1511 has a hop limit set to “H” so that only the next hop router 1504,

{for example) which has an active host-router link 1506 would be able to successfully
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process the fust integrity check 1311 {note: this next hop router 1504, is referred to
hereinafter as the active router 1504y). At step 2112, the bost 1502 receives g first
successtul integrity check indication 2111 from the active router 15304, only if the active
router 15045 has the active host-router link 1506 and was able to successtully process the
first integrity check 1511 {vote: the reroaining next hop routers 1504,...1504, cannot
successfully process the first integrity check 15311). At step 2114, the host 1502
maintains in the storage device 2105 the router/tunnel table 1520 which indicates a result
of the first integrity check 15311 and in particular which one of the plurality of next hop
routers 1504, 13045 1504, if any is the active router 1504 At step 2116, the host 1502
sends a second integrity check 1511 which has a hop linut set to “H+17 so that all of the
next hop routers which has a host-router hink 13006 or 1508 would be able to successfully
process the second integrity check 1511, At step 2118, the host 1502 receives a second
successful integrity check mdication 2113 from each of the next hop routers 15044,
150451504, which have the hostrouter link 1506 and 1508 and were able to
successfully process the second integrity check 1511 At step 2120, the host 1302
mantaing m the storage device 2105 the router/tunnel table 1520 which indicates the
result of the first itegrity check 1511 and m particalar which one of the plurality of next
hop routers 1504 if any is the active router 1504,, and a result of the second integrity
check 1511 and in particular which of the plurality of next hop routers 1504y,
1504;...1504, have the hostrouter hink 1306 and 1508 and were able to successfully
process the second integrity check 1511 In this example and up to this point in time,
assume there are normal conditions {neo failures) and that the next hop router 1504,
successfully processed the first mtegrity check 1511 and all of the next hop routers
1504, 1504, 1504, successtully processed the second integrity check 1511, At step
2122, the host 1302 then performs another first mtegrity check 1511 and second integrity
check 15117 and maintaing an updated router/tunnel table 15203 to wdicate the results of
the repeated first integrity check 1311 amd the second mtegrity check 511"

Thereafier, the host 1502 at step 2124 compares the rogter/tunnel table 1520 and
the updated routerftunnel table 15320a s0 as to be able to determine if there are normal
conditions {see step 2126}, a link failure (steps 2128 and 2130), a router faslure {steps

2132 and 2134), or a tennel fathure without a router failure (steps 2136 and 2138). How
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this is done and the subsequent actions if any taken depending on the cutcome are
discussed next with respect to steps 2128, 2130, 2132, 2134, 2136, and 2138,

Alter step 2124, the host 1502 at step 2126 determines if there are no changes
between the router/tunnel table 1520 and the updated router/tunnel table 1520a then there
ts a normal condition since there was no change between the first and second integnity
checks 1311 and 1511 and the repeated first and second integrity checks 1511 and
IS117. Again, this assumes that the previous router/tunnel table 1520 indicated that there
were pormal conditions. At this point, the host 1502 returns to step 2122 and repeats the
first and second integrity checks 15311 and 1511 and maintains another updated
routertunnel table 1520b which 13 compared to the previous updated router/tunnel table
1520a 10 deternune if there are normal conditions, a Hak falare, a router failure or a
tunnel faiture without a router fallure. This process is repeatedly continuad.

After step 2124, the host 1502 at step 2128 determunes (1) if the active router
15044 has changed from the first integrity check 1511 o the repeated first integrity check
1511 and (2) if all of the next hop routers 1504, 1504,... 1504, have the host-router ink
1500 and 1508 and were able to successfully process the repeated second integnity check
1511 If the active router 1504, has changed from the first imtegrity check 1511 to the
repeated first integrity check 1511 and 1f all of the next hop routers 1504, 1504, 1504,
have the host-router link 1506 and 1508 and were able to successfully process the
repeated second integrity check 1S11) then the host 1502 at step 2130 considers
switching an active tunnel from the active router 1504, associated with the first integrity
check 1511 to the active router 1504, {for example} associated with the repeated first
mitegrity check 1511 since the router/tunnel table 1320 mdicates that there has been a
Link fatlure between the host 15302 and the active vouter 1504, associated with the first
integrity check 1511 {see exemplary scenario associated with TABLE #3). Ar this point,
the host 1502 retorns to step 2122 and repeats the first and second integrity checks 1511
and 1511 and maintains another updated router/tunnel table 1520b which is compared to
the previous updated router/tunnel table 1520a to deternune if there are normal
conditions, a link fatlure, a router failure or a tunnel fatlure without a router fatlure. This
process is repeatedly continued.

After step 2124, the host 1502 at step 2132 determines (1) if the active router

1504, has changed from the first integrity check 1511 to the repeated first integrity check
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I511 and (2) if the active router 1504 assoctated with the first integrity check 1511 also
failed to successfully process the repeated second ntegrity check 15117, If the active
router 1504, has changed from the first integrity check 1511 to the repeated first integrity
check 1511 and if the active router 1504, associated with the first integrity check 1511
also failed to successfully process the repeated second integrity check 15117, then the
host 1502 at step 2134 swiiches an active tnnel 1514 from the active router 1504,
associated with the first integrity check 1511 to the active router 1504, associated with
the repeated first integrity check since the table indicates that the active router associated
with the first mtegrity check has failed {see exemplary scenario associated with TABLE
#5). At thus point, the host 1502 returns to step 2122 and repeats the first and second
mtegrity checks 1511 and 1511 and maintains another updated router/tunnel table 1520b
which is compared to the previous updated router/tunnel table 1520a 1o determine if there
are normal conditions, a link fatlure, a router failure or g tannel fatlore without a router
fatlure. This process is repeatedly continued.

After step 2124, the host 1502 at step 2136 determunes (1) if there is no next hop
router 1504, 15041504, that successfully processad the repeated {irst integrity check
1511 and {2) if the active router 1504, associated with the first integrity check 1511 also
failed to successfolly process the repeated second ntegrity check 1517, It there 15 no
next hop router 1504, 1504, 1504, that successfully processed the repested first
mtegrity check 1511 and (2) if the active router 1504, associated with the first integrity
check 1511 also fatled to successfully process the repeated second integrity check 15117,
then the host 1362 at step 2138 swaiches an active tunnel from the active router 1504,
associated with the first integrity check 1511 1o one of the next hop routers 1504; (tor
example} that had successfolly processed the repeated second mtegrity check 15117 since
the table indicates that there was a tunael failure between the host 1502 and the active
router 1504, associated with the first integrity check 1511 and that the active router 1504,
associated with the first integrity check 1511 has not faded {(see exemplary scenanio
assoctated with TABLE 7). At this point, the host 1502 retarns to step 2122 and repeats
the first and second Integrity checks 1511 and 1511 and mamtains another uvpdated
router/tunnel table 1520b which is compared to the previous updated router/tumnet table
1520a to determine if there are normal conditions, a link fature, a router fatlure or a

tunnel fatture without a router failure, This process is repeatedly continued.
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Although multiple embodiments of the present invention have been illustrated in
the accompanying Drawings snd described in the foregoing Detatled Description, it
should be undersiood that the invention is not mited to the disclosed embodiments, but
instead 15 also capable of pumercus rearrangements, modifications and substitutions

5 without departing from the present invention that as has been set forth and defined within

the following claims.
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CLAIMS:
| A host {1502) asscciated with g plurality of next hop routers (1504, 1504,
1504....1504,), where multiple tunnels {15314, 1516} are run between the host and the
next hop routers, the host comprising:
anu mput interface {2102}
an output interface (2104},
a storage device {(2105});
a tunnel management device {1303} arranged to perform following operations:
send (2110} a first integrity check (1511) which has a hop lmat set to "H”
so that only the next hop router (1504y) which has an active host-router link
{1506} would be able to successtully process the first integrity check, where the
next hop router which has the active host-router Hok and is able to successtully
process the first integrity check s an active router (1504y);
receive (2112) a first successtul integrity check indication (2111} from
the active router if the active router has the active host-router link and was able to
successfully process the first integrity check; and
maintain (2114}, in the storage device, a table {1520) which indicates ¢
result of the first integrity check and tn particular which one of the plurality of

next hop routers 1f any 18 the active router.

o

The host of claim 1, wherein the tunnel management device is further arranged
to:

send (2116} a second integrity check {(15117) which has @ hop limit set to “H+1"
30 that all of the next hop routers {1504, 1504, 13041504} which has a bost-router
link (1506, 1508) would be able to successfully process the second integrity check;

receive (2118) a second successiul integrity check indication (2113) froni each
of the next hop routers which have the host-router link and were able to successfully
process the second imegrity check; and

maintain 2120, in the storage device, the table (1520} which indicates the result
of the first integrity check and in particular which one of the plurality of next hop routers

if any 1s the active router, and a result of the second integrity check and in particular
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which of the plurality of next hop routers have the host-router link and were able to

successtully process the second tntegrity check,

3. The host of claim 2, wherein the tunnel management device is further arranged
ta:

repeat (2122) the first integrity check and the second integrity check and maintaimn
an updated table (1520a) to indicate results of the repeated first integrity check and the
repeated second ntegrity check; and

compare {2124) the table associated with the first and second integrity checks and
the updated table associated with the repeated first and second mtegrity checks to
determine (2126) that no changes have occurred between the table and the updated table

incicating a normal condition.

4, The host of claim 2, wherein the tunnel management device is further arcanged
to:

repeat (2122} the first mtegrity check and the second mtegrity check and mamntain
an updated table (15204} to indicate results of the repeated first imtegrity check and the
repeated second mntegrity check: and

compare {2124} the table associated with the first and second integrity checks and
the updated table associated with the repeated first and second integrity checks to
determine (2128} 1f the active router has changed from the first integrity check to the
repeated first integrity check and to determine 1f all of the next hop routers have the
host-router link and were able 1o successfully process the repeated second integrity
check:

if the active router has changed from the first integrity check to the repeated first
tntegrity check and if alt of the next hop routers have the host-router hnk and were able to
successfully process the repeated second integrity check, then consider switching (2130)
an active tunnel from the active router associated with the first integrity check to the
active router associated with the repeated first integrity check since the table indicates
that there has been a hink failure between the host and the active router associated with

the furst integrity check,
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5. The host of claim 2, wherein the tunnel management device is further arranged
to:

repeat (2122) the first integrity check and the second integnity check and maintain
an updated table (15203} to indicate results of the repeated first integrity check and the
repeated second tegrity check: and

compare {21243 the table associated with the first and second integrity checks and
the updated table associated with the repeated first and second integrity checks to
determine (2132} if the active router has changed from the first integrity check to the
repeated fivst integrity check and to determine if the active router associated with the first
mtegrity check also failed to successfully process the repeated second mtegrity check:

it the active router has changed from the first integrity check to the repeated first
integrity check and if the active router associated with the first integrity check also failed
to successtully process the repeated second integrity check, then switch {2134} an active
tunnel from the active router associated with the first infegrity check to the active router
associated with the repeated first integrity check since the table indicates that the active

router associated with the first integrity check has failed.

8. The host of claim 2, wherein the tunnel management device is further arranged
to:

repeat (2122) the first integrity check and the second integrity check and maintam
ar updated table (15204} to indicate resulis of the repeated first integrity check and the
repeated second integrity check; and

compare {2124} the table associated with the first and second integrity checks and
the updated table associated with the repeated first and second mtegrity checks to
determine if there is no next hop router that successfully processed the repeated first
tntegrity check and to determine (21306} if the active router associated with the first
mtegrity check also failed to successfully process the repeated second integrity check;

if no next hop router successtully processed the repeated first integnity check and
the active router associated with the first integrity check also failed to successfully
process the repeated second integrity check, then switch (2138) an active tunnel from the
active router assoclated with the first integrity check to one of the next hop routers that

had successtully processed the repeated second integrity check since the table indicates
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that there was a tunnel fatlure between the host and the active router associated with the
first tntegrity check and that the sctive router associated with the frst integrity check has

not failed.

7. The host of claint 1, wherein the hop linut is an IPv4 header Time to Live (TTL)

fiekd or an IPv0O header Hop Lunit

8. The host of claim 1, wherem the heartbeat mechanism s based on a protocol

which operates over funnels.

9. The host of claim 8, wherein the protocol comprises a bidirectional forward

detection (BFD) protocol or a internet control message protocol (ICMP).

1. A multiple tunnel management method (1500} implemented by a host (1502)
assoctated with a plarality of next hop routers (1504, 1504, 1504;...1504,), where
nudtiple tunnels (1514, 1516) are between the host and the next bop routers, the method
comprising the steps of!

sending (2110} a first integrity check (1511) which has a bop inut set to “H™ s0
that only the next hop router (1504;) which has an active host-router link {1506} would
be able to successfully process the first integrity check, where the next hop router which
has the active host-router Hink and is able to successfully process the first integrity check
ts an active router {1504,};

recetving (2112} a first successtul mtegrity check indication {2111) trom the
active router if the active rooter has the active hostrouter link and was able to
successfully process the first integrity check; and

maintaining {2114}, in the storage device, a table (1320) which indicates a result
of the first mtegrity check and i particular which one of the plurality of next hop routers

if any is the active router.

11, The multiple tunnel management method of claim 10, further comprising the

steps of!
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sending (2116} a second imtegrity check {15117} which has a hop limit set to
“H+1" 50 that all of the next bop routers (1504;, 1504, 15045.1504,) which has a
host-router link (1506, 1508) would be able to successfully process the second integrity
cheeck;

receiving (2118) a second successtul integrity check indication (2113) from each
of the next hop routers which have the host-router link and were able to successfully
process the second integrity check; and

maintaining {2120), in the storage device, the table (1520) which indicates the
result of the first integrity check and mn particular which one of the plurality of next hop
routers 1f any 15 the active router, and a result of the second integrity check and m
particular which of the plurality of next hop routers have the host-router link and were

able to successtully process the second integrity check.

12, The multiple tunnel management method of claim 11, further comprising the
steps of;

repeating (2122) the first integrity check and the second integrity check and
maintain an updated table (1520a) 1o indicate results of the repeated first integrity check
and the repeated second integrity check; and

comparing {2124) the table associated with the first and second mtegrity checks
and the updated table associated with the repeated first and second imtegrity checks to
determine (2120) that no changes have occurred between the table and the updated table

indicating a normal condition.

i3 The multiple tunnel management method of claim 1, further comprising the

steps of:

4l

repeating (2122} the first integrity check and the second mtegrity check and
maintain an updated table {1520a) to indicate results of the repeated fisst integrity cheek
and the repeated second integrity check; and

comparing (2124) the table associated with the first and second integrity checks
and the updated table associated with the repeated first and second imtegnity checks to
determine (2128} if the active roater has changed from the first integrity check to the

repeated first integrity check and to determine 1if all of the next hop routers have the
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host-router link and were able o suceessfully process the repeated second integrity
check;

tf the active router has changed from the first integrity check to the repeated first
integrity check and if all of the next hop routers have the host-router link and were able to
successfully process the repeated second integrity check, then consider switching (2130)
an active tunnel from the active router associated with the first integrity check to the
active router associated with the repeated first imtegrity check since the table indicates
that there has been a lmk failure between the host and the active router associated with

the first integrity check.

14, The multiple tunnel management method of claim 11, further comprising the

steps of:

4l

repeating {2122} the fisst tngegrity check and the second inmtegnity check and
maintain an updated table (1520a) to indicate results of the repeated first integrity check
and the repeated second integrity check; and

comparing (2124) the table associated with the first and second integrity checks
and the updated table associated with the repeated first and second imtegnity checks to
determine (2132} if the active router has changed from the first integrity check to the
repeated first integrity check and to deternune if the active router associated with the firs
mtegrity check also failed to successfully process the repeated second mtegrity check;

if the active router has changed from the first integrity check to the repeated first
integrity check and if the active router associated with the first integrity check also failed
to successfully process the repeated second integrity check, then switching (2134) an
active tunnel from the active router assoctated with the first integrity check to the active
router associated with the repeated first integrity check since the table mdicates that the

active router associated with the first integrity check has fatled.

15, The multiple unnel management method of claim 1, further comprising the
steps of.

repeating (2122) the first tmtegrity check and the second integnity check and
maintain an apdated table {1520a) to indicate resalts of the repeated first integrity check

and the repeated second integrity check; and
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comparing {2124) the table associated with the first and second mtegrity checks
and the updated table associated with the repeated first and second ntegrity checks to
determine if there is no next hop router that successfully processed the repeated first
integrity check and to determine (2136} if the active router associated with the first
tntegrity check also failed to successfully process the repeated second integnity check:

it no next hop router successtully processed the repeated first integnity check and
the active router associated with the first integrity check also faled to successtully
process the repeated second mtegrity check, then switching (2138) an active tunnet from
the active router associated wath the first mtegrity check to one of the next hop routers
that had successfully processed the vepeated second mtegrity check smce the table
indicates that there was a tunnel failure between the host and the active router associated
with the first integrity check and that the active router associated with the first integrity

check has not faded.

16, The multiple tumel nanagement method of claim 10, wherein the hop limit is an

IPv4 header Time to Live (TTL) field or an IPv6 header Hop Limit

17, The multiple tunnel management method of claim 10, wherein the heartbeat

mechanism is based on a protocol which operates over tunnels.

18, The muliiple tunnel management method of claim 10, wherein the protocol
comprises a bidirectional forward detection (BFD) protocol or a internet control message

protocol (ICMP),



PCT/IB2013/053253

WO 2013/160858

1/19

(LYY 4ODId)
[ "'Dld

WILSASENS SH TR wl W
we * iy
= N bl 4080d VO oduw b b o~ ] daun
i e FoTR 2 T
FN ,,Jpo T . Y e e R
ua v X S oy Ay m e 2o . & N
y . ﬂ ' t
. |
{
| |
|
m (
| m g
m . 4 g
! SRS . m
] LN | ! | am.; . m .
e | S bia Tag v A 7T T am L
1999 X $0
oy U2 o o o e t:Co e B A S N IR T (-
a9 ey | B R Ay ¢ "
| | b ;
m m m§ N B “ SO+ O -
| m BT B o e o I 12U
| u s
, ) m m |
i i | ; m 1
| m WA 0Ll 801
m Wi - Eﬁlm. nﬁlm. Ej' e i
w W m m | |{SOSW| | mOn
w w m m M SHOMLIN $2
i i m m ] | i

SHAOMLIN ONITYNOIS IHFOW ADYOd

SHHOMLAN VIGIWLLINW of




WO 2013/160858

2/19

FIG. 2
(PRIOR ART)

PCT/IB2013/053253

B 4
106~ ><
MGCF
(HOST) NHR
( IS SUBSYSTEM IPv6
104~ IMS-MGW ><
' NHR
S )
{HOST) L 2
Py TRANSPORT
IPv6 TUNNELS
308
306 302 304
N\ N /
NEWIP HEADER | ORIGINAL 1P HEADER | pata | F1G. 3
| (PRIOR ART)
300
402a 402b
j 400 ;
40-38 S \ N, 404b
, \ \/ /
IP ADDRESS L2 , ORIGTNAL TP IP ADDRESS 12,
| el NEWIP HEADER , DATA
IP ADDRESS L1 | | 308~ HEADER [P ADDRESS L1
e N
4()6a 406b

F1G. 4
(PRIOR ART)



WO 2013/160858

3/19

PCT/IB2013/053253

500 502,
5064
A ROUTER
HOST | INTER-ROUTER | FAR END
51271 LINK DEVICE
P
510 504
ROUTER
| 506 \
FI1G. 5 2 502,
{PRIOR ART)
500  PROTOCOLE 502 504
\ \ 7
| HOST 604, NHR FAR END DEVICE
602 ~_ N
APPLICATION Fomm- p— APPLICATION |
T T 606
PROTOCOLA  PROTOCOLB FIG. 6
WITH PROTOCOL » |
B EMBEDDED (FRIOR ART)
604,
\ ' TUNNEL 502
e TR SPAL. ghchy SN RN ~ ROUTER,
2%? T ROUTER, 502
== 604 , ; 2
608 TUNNEL :
b e e L ROUTER,,
% N .
604 A 502
FIG. 7

(PRIOR ART)




WO 2013/160858 PCT/IB2013/053253
4/19

604 ,
—— e e ACTIVETUNNEL [
ACTIVE HOST-ROUTER LINK ~502,
. ROUTER
508,
HOST INTER-ROUTER
QQQ LINK
604 ,
e o e RCTIVETUNNEL -
ACTIVE HOST-ROUTER LINK
7 ROUTER 502,
506 ,
MULTIPLE ACTIVE ‘ -
TUNNELSAINKS FIG SA
{PRIOR ART)
604,
\ ACTIVE TUNNE
I — 502,
ACTIVE HOS?:;ROL}TER LINK ROUTER
{
506 ,
HOST INTER-ROUTER
500 LINK
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ROUTER
502,
SYNCHRONIZED L O
TUNNEL & LINK FIG. 8B

(PRIOR ART)



WO 2013/160858 PCT/IB2013/053253
5/19

604
“1 o\ _ACTIVETUNNEL | _
ACTIVE HOST-ROUTER LINK |~ 502
: ROUTER "
4
I A -
506, 1
HOST ACTIVE TUNNEL : INTER-ROUTER
500 ‘ P LINK
802 l
i
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ROUTER |
- 502 2
MULTIPLE TUNNELS/SINGLE FIG. 8C
ACTIVE LINK (PRIOR ART)
506,
\ “ - 502
' ACTIVE HOST-ROUTER LINK ROUTER 1
I -
I
HosT ACTIVE TUNNEL : INTER-ROUTER
.@gg ‘ 802 e LINK
L
i
e ] ROUTER |
S 502 2
NON-SYNCHRONIZED
TUNNEL & LINK FIG. 8D

(PRIOR ART)



PCT/IB2013/053253

WO 2013/160858

6/19

6 DId

406
3
916 126 y16
- e / L \
Zvel Lyl
MILNAON
e L 9dl
= 5
“‘q““‘ll““ll“{‘l ;
i D I D ) B p—1 p— 0z6
3 | 806 1126 11026 11916 |1 ¥16 | €06 Haa
% Lyivalt coat 1 yodr Hozpar M iy | ”
& INFWIOYNYA
m Fihfih,wxih,rsi‘,mfr*ig TANNAL
226 = 816 218 5
g16 ! 106
89l 5 906 L
I R aa i e raes = I O B2 SN B3LN0W-LSOH 3AILOY 006
sz 1 806 || ¢C6 mw 06 M HILN0Y €26 1SOH
W4 Pypva! D eagr T iod) >
, g Rt Rt f PP
016 906 =
£06




PCT/IB2013/053253

WO 2013/160858

7/19

01 Did (1001 d31S)
SHALNOY IHL 40
176 ING OL LIV
916 Z ¥V LINSNYHL OL
\ }f-!-!!l!!{i-!;wmm» ......................... TENNNL 3TONIS
25l - | ¥ NOISIAOHd
""" - 1o s o s, ot v s s s s i N
T T 7Y T 7T ] ' ,
o _EEisgissies RV
., = iiweo R Filw >
cch 2906 S SHESNETNgE 19 v
| S G218 1HE 218 2
£9d1 | HE S U T HE T He ™
r— P \ G55 11 325 11 528 || 618 | 576 | AHONIA
016 w@m SRS RN SR R ¥ T 900, .0
01430 i y Y f 8001
4 y MOSSIN0Hd
uvd > 906
Zvdl I0IA3C
/ WNIT HILNOH-LSOH IALDY ANFNIOYNYA
HIEN0Y 76 N TANNML
p004'200} - "
A , ~y
P 1SCOH
£06 Pmm
006




PCT/IB2013/053253

WO 2013/160858

8/19

I OId
2p06- I 126 "
YRR N — \ I - \
H31N0Y
18
SINIT "
HALNOMYEIN 801
006
9041 €76
| b 906 - qﬁe P, 1SOH
codi . NI LAOY-LE0H FAILOY
|||||||||| RS R I [0 S i RN
ST T P  — > 0 U § S | J— >
aa | 10FVEHBOTTIIS0LT #3008 | ZoLy (BTiTNE0rTIS0 ST
hoavalt o | eaq | lvivalt oar 1 eoat | ipat 1 zep !
Hyd VAVG): 18dE 1) €8di VAVA!Y 194t b e8dl ) tbdl P Zhdl
S O D | Ml | Ml ol TRl el T dion It
.\ ‘ v A ¥
016 Al p0LL an
5cb 526



PCT/IB2013/053253

WO 2013/160858

9/19

]

ra VR

«0021

0L
H31N0H

.\\ }

L
“y06 9021 W@m

4

{107} d3LS) 1SOH

8071~
<1l 'DOIA 207, —
901
\
£9di
= T T l
06 1y 11Bgliz o
A | IS HEE
aNg IS HE 915 ol
v m :m”ﬁm:mf
WLerrNL
0LbL 80LL 901L
011
676

. ONY F0IA30 N3 1T

¥04 G3MILS3C

v A8 O3 LYNIDRIO
A0V Y GrYMHO
O1 TENNAL
¥ NOISINCHd

SN
002}

Zhdl

ALONENW

@S
0k g0

HOSSID0H

FOIAG0
ANFAIOVNYI

1 p0Z)
204}
R Qe p——
S D | I | P | R B
REREEEES
IZHZ=oaig®igd |
LEIE 113 21E 2HS ol
P NE a8 =HEE g &
SN} L AR | Lol | M
7 Y " ~ -
Obil  8OLE 90LL 9LLL ¥ill
pOL ZhLi
526

9111

bodi

L9

TENNAL

*
MALNOY O

LOLL

YNITH3LNOY-LSOH BAILDY
€6

8041

LS0H

006




PCT/IB2013/053253

WO 2013/160858

10/19

¢ 406

9L i}

Lyt

bodi

8011

006
1S0OH

J.«
9041 i L2
5\ ) J
! e — , e oo o 00 e st o 0000 . et 0 0800 e 900 0800 08 0 0 065000 080 00 00 00 0000
£9dl ] 1 i ™ &
(GLL11180L11190L 11
M+ Tyt yoa o ! 81T
ava | Lot Ry il
MY ,
’ - NILAOY “
, 4 JE6
016 526 HNI “
HIALNOH-H3 1IN i
Pl g €76
ﬁ/J ﬁ .‘\
el SNITHILA0H-1SOH 3NLOY
T b e e e e e o
06 - RN A AN £ A SN
0Lt IOLLLHIBOLLIISOLEIIOLLLIIPLLYLL COEL
besval !l vaar V1 ocoar 1 oyt 1) 2 |
NALAOY Rkl 1Sl | a1 Mttt
€1 'DOI4 YOL1 Ziil
576




PCT/IB2013/053253

WO 2013/160858

11/19

Pl "DId

8011
N :
{e9di o) IW
30805 _|
BOLL 0L
/
§§§§§ G768
(194 ‘B2 &iw
| NOILVNILS3] |
o e e e e ey~ (3} 4}
, T}
e,
FAVTARS
9011
N
£
016
301430
!
v 8021

1A%

rdl

$9dl

b y08 9021

¢ 38D .MEL 4318
1SOH Y04 G3NILS3a 126
OwyaoM3aoNs (g} s
BV AS QALYNIDRIO
IOV ¥ GHvMHCd Ol
ENNOLY NOISIAONHd
¢
/ ot}
{ Pibb~ /
2 = B
| N8 @NEcud T 5l
AN ISHEENgEZ Nz &8sl
gzl O IS HE ZNS 21E 215 o
< 80e | B B = NEa 113 2
ulmml«qpmlin:l{lxlig
H0S$F00Ud G i S
| L p0L 1 2L
|0}, ¥LN0Y wmmw 576
| |
S b 578
cyo6 -
zydl |V €26
1oLy |.002) /
= (I SINFTHALNOY-LSOH BAILOY
= ¥3Lnoy
A

8011

006
1SOH




WO 2013/160858

12/19

PCT/IB2013/053253

1512
N EGRESS TRAFFIC
[ e o e -1
. 1514 :
S NN 11 = S ¥
1506 ,
\ . ACTIVE | ~1504
HOST . ACTIVE HOST-ROUTER LINK ROUTER 1
1502 e e e e JUNNEL e e ..
[ Emesstrrc _____ -
( ’ —! I INTER-ROUTER
1516 1512 : : LINK
1503 Iy 1910
by
1505 f I
|
1500 | | L_____ INACTIVE HOST-ROUTER LINK | sTAnpY
— v ROUTER | ™1504 2
1508
FI1G. 15
1512
o o  EGRESSTIRAFFIC
r 1514 i
O N 11\ < S _ v
1506 ,
| ACTVE | ~1504.
HOST \__ACTIVE HOST-ROUTER LINK ROUTER 1
1502 _____T__w@§ _______ - o
ol EGRESSTRAFFIC i
‘ 4 —! b NTERROUTER
1512 :
1516 | : LINK
1503 : I 1-1510
I
1505 A
|
1500 | | |_____ INACTIVE HOST-ROUTERLINK | STANDBY
" 7 ROUTER  [-1504.,
,,,,,,,,,,,,,,,,,,,,,,,,,,,, 1508

FIG. 16



WO 2013/160858
13/19

PCT/IB2013/053253

1511 1511
\ fj
INTEGRITY INTEGRITY ‘
CHECK (H) 1913 chEcK ety 1513
[1512%_; | 1504,
o DDLU e
HOST ¥ A 1522a
07 ACTIVE HOST-ROUTER LINK 19141 acTivE /  INGRESS
1502 7 1511 ROUTER (R1) I+ TRAFFIC
1506 \
1503 INTEGRITY CHECK H) -~ 1213
1511 INTER-ROUTER LINK
1500 N ' 1510
INTEGRITY CHECK (H+1)~" 1513
1505 K
15201 | L. NACTIVEHOST-ROUTERLINK | STANDBY INGRESS
1224 7 ROUTER (R2) {0 TRAFFIC
1508 1622b
e b
FiG. 17 1504,
1504,
/}
1586 1522a
1‘ ‘ STANDBY /_ INGRESS
HOST x ROUTER(RY) ¥ TRAFFIC
1502 *
1512 -
1503 N EGRESS TRAFFIC gl
il Bt lslfeh e | | INTER-ROUTER
1500 | lLINK
1516 {
1505 | |4 . ORGINALACTIVETUNNEL 77
NOW ACTIVE HOST-ROUTER LINK STANDBY | INGRESS
1520 7 ROUTER(R2) |~ & TRAFFIC
1508 16522b
LINK SWITCHOVER WITHOUT N
FIG. 18A TUNNEL SWITCHOVER 1504,



WO 2013/160858 PCT/IB2013/053253
14/19
1504,
15\08 15?2-’:3
HOST .1/ INGRESS
> RE = IrarriC
1502
i
H
1503 :
= } | INTER-ROUTER
1500 1| LINK
1516 ;
i I TUNNEL e
1505 1508
— NEW ACTIVE HOST-ROUTER LINK | INGRESS
1512 R2 1% TRAFFIC
1520 | b JEGRESSTRAFFIC /| 115220
o NEWACTVETUNNEL -
N :
. 1530 N
FIG. 18B 1504,
SYNCHRONIZED

TUNNEL AND LINK



WO 2013/160858

15/19

PCT/IB2013/053253

1504 ,
HOST 1506 Rt | 1522a
(15,17 ——— N —— X i
1503
— 1510
1500 X [ INTER-ROUTER
— || LINK
1516 }
1505 ) | 1 % _ORIGINALACTIVETUNNEL
1504 ,
NEW ACTIVE HOST-ROUTER LINK > |
1520 < AN
TUNNEL 1508 1522b
LINK SWHTCHOVER WITHOUT _ o
TUNNEL SWITCHOVER FIG. 19A
1504,
HOST 1506 Rt 11522a
1502 f---mm N — P
1503
— 1510
1500 i:&;}ER-ROUTER
R
1505
1508 1504 ,
\,\ NEW ACTIVE HOST-ROUTER LINK R2
1520 N
o NEWACTWETUNNEL . |12

7
1532 SYNCHRONIZED

TUNNEL AND LINK FIG. 198



WO 2013/160858 PCT/IB2013/053253
16/19
1504,
- 1537 1514 ]
1 Aole ORIGNALACTVETUNNEL /[
HOST 1 5?28
1502 153.:CTWE HOST-ROUTER LINK , R
A/ _sTaNoBYTUNNEL 1506 |
1503 R e
h , 1 ~1510
1500 1811~ 1 | INTER-ROUTER
INTEGRITY CHECK ; LINK
:
1505 :
1504 ,
1520 R
m— 1522b
ACTIVE TUNNEL FAILURE
FIG. 20A
1504,
1506 /o
HOST ACTIVE HOST-ROUTERLINK 15222
1502 -~ 1537 1534 R1 e
o Dt NEWACTVETUNNEL 7 L
wos VL =
i 1511 §
1500 J
INTEGRITY CHECK | i 'f«15'¥{3
| : INTER-ROUTER
i LINK
1505 % i
H
] 1504,
1520 e
R2 \
1522
rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr AVAILABLE TUNNEL SELECTION .

FIG. 20B



WO 2013/160858 PCT/IB2013/053253
17/19
FiG. 21A
HOST
TUNNEL MANAGEMENT DEVICE
~2106 L.~ 1602
‘ ~1503
1 52@?5 W STORAGE DEVICE o
y ROUTER! TUNNEL MAP - o1 1504,
— \ ! ;/
HEARTBEAT 11| 1520,1520a,15200... p;
MECHANISM = -
Lty L1,
2110~ SEND 1ST INTEGRITY CHECK S T ROUTER 1
WITH HOP Lm:n“ SETTOH L 11506 | _i
N N
2142~ RECEIVE 1ST SUCCESSFUL INTEGRITY 2113 2111
CHECK FROM ACTION ROUTER
: |- 2102,2104 1504,
2144~  MANTAIN TABLE INDICATE RESULTS 1 E? 1 ?‘a;? 1 4
OF 18T INTEGRITY CHECK . .
;i ™ ™
T DO N
P SEND 2ND INTEGRITY CHECK T — — — — ROUTERZ
2116- WITH HOP um;r SET TO "3 L1 1508
‘\
RECEIVE 2ND SUCCESSFUL 2113
2118~ INTEGRITY CHECK FROM ROUTERS . .
Y : o
2120~ MAINTAIN TABLE INDICATE :
e RESULTS OF FIRST INTEGRITY 1511 1511°
AND 2ND INTEGRITY CHECK /
‘ . ™ ]
, Y ‘ | ddoe e |y
REPEAT 1ST INTEGRITY CHECK AND 2ND T
INTEGRITY CHECK ANDMAINTANAN | Y {1 1508
0479 | UPDATED TABLE TO INDICATE RESULTS OF | | N
REPEATED 1ST INTEGRITY CHECKAND | M 2113 <
REPEATED 2ND i?TEGRiTY CHECK 1500 1504,
44|  COMPARE TABLE AND UPDATED TABLE
NORMAL |  LINK |ROUTER T“Ng% g@gggﬁ
CONDITION | FAILURE | FAILURE EALURE
J U el




WO 2013/160858 PCT/IB2013/053253
18/19

FIG. 218

2126~ DETERMINE THAT NO CHANGES BETWEEN TABLE
AND UPDATED TABLE THEN NORMAL CONDITIONS

\

)

TO STEP 2122

FIG. 21C

DETERMINE (D) IF ACTIVE ROUTER CHANGED
FROM 18T INTEGRITY CHECK TO REPEATED 15T
INTEGRITY CHECK; AND @ IF ALL ROUTERS
HAVE HOST-ROUTER LINK AND SUCCESSFULLY
PROCESSED REPEATED 2ND INTEGRITY CHECK

IF (D AND @ TRUE
4

2128~

b

CONSIDER SWITCHING ACTIVE TUNNEL FROM ACTIVE
2430 ] ROUTER OF 18T INTEGRITY CHECK TQ ACTIVE
ROUTER OF REPEATED 15T INTEGRITY CHECK

i
E

TO STEP 2122



WO 2013/160858 PCT/IB2013/053253
19/19

FIG. 21D

Y

DETERMINE (DIF ACTIVE ROUTER CHANGED FROM 187
2132~ INTEGRITY CHECK TO REPEATED 18T INTEGRITY CHECK AND
@ IF ACTIVE ROUTER OF 13T INTEGRITY CHECK FALED TO
SUCCESSFULLY PROCESS REPEATED 2ND INTEGRITY CHECK

{ IF(DAND @ TRUE

SWITCH ACTIVE TUNNEL FROM ACTIVE ROUTER
2134 OF 15T INTEGRITY CHECK TO ACTIVE ROUTER
OF REPEATED 18T INTEGRITY CHECK

g

TO STEP 2122

F1G. 21E

Y

COMPARE PREVIOUS TABLE AND UPDATED TABLE TO
2136~ DETERMINE (DIF NO ROUTER SUCCESSFULLY PROCESSED
™ REPEATED 18T INTEGRITY CHECK AND (DIF INACTIVE
ROUTER OF 15T INTEGRITY CHECK ALSO FAILED TO
SUCCESSFULLY PROCESS REPEATED 2ND INTEGRITY CHECK

"iF@AND@TRUE

SWITCH ACTIVE TUNNEL FROM ACTIVE ROUTER
2138~ OF 15T INTEGRITY CHECK TO ONE OF ROUTERS THAT
SUCCESSFULLY PROCESSED REPEATED 2ND INTEGRITY CHECK

F

E

TO STEP 2122



INTERNATIONAL SEARCH REPORT

International application No

PCT/IB2013/053253

A. CLASSIFICATION OF SUBJECT MATTER

INV. HO4L12/751
ADD.

According to International Patent Classification (IPC) or to both national classification and IPG

B. FIELDS SEARCHED

HOAL

Minimum documentation searched (classification system followed by classification symbols)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

EPO-Internal, WPI Data

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category*

Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

MEYER SPRINT R:
Generic Tunnels
draft-ietf-ccamp-tracereq-05;

20030601,
vol. ccamp, no. 5,

ISSN: 0000-0004
the whole document

A BONICA MCI K KOMPELLA JUNIPER NETWORKS D
"Tracing Requirements for

draft-ietf-ccamp-tracereq-05.txt",

1 June 2003 (2003-06-01), XP015001554,

1-18

_/__

Further documents are listed in the continuation of Box C.

See patent family annex.

* Special categories of cited documents :

"A" document defining the general state of the art which is not considered
to be of particular relevance

"E" earlier application or patent but published on or after the international
filing date

"L" document which may throw doubts on priority claim(s) or which is
cited to establish the publication date of another citation or other
special reason (as specified)

"O" document referring to an oral disclosure, use, exhibition or other
means

"P" document published prior to the international filing date but later than
the priority date claimed

"T" later document published after the international filing date or priority
date and not in conflict with the application but cited to understand
the principle or theory underlying the invention

"X" document of particular relevance; the claimed invention cannotbe
considered novel or cannot be considered to involve an inventive
step when the document is taken alone

"Y" document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

"&" document member of the same patent family

Date of the actual completion of the international search

30 September 2013

Date of mailing of the international search report

08/10/2013

Name and mailing address of the ISA/

European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk

Tel. (+31-70) 340-2040,

Fax: (+31-70) 340-3016

Authorized officer

Raible, Markus

Form PCT/ISA/210 (second sheet) (April 2005)




INTERNATIONAL SEARCH REPORT

International application No

PCT/IB2013/053253

C(Continuation). DOCUMENTS CONSIDERED TO BE RELEVANT

Category*

Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

A

LORENZO COLITTI ET AL: "IPv6-in-IPv4
Tunnel Discovery: Methods and Experimental
Results",

TEEE TRANSACTIONS ON NETWORK AND SERVICE
MANAGEMENT, IEEE, US,

vol. 1, no. 1, 1 April 2004 (2004-04-01),
pages 30-38, XP011234278,

ISSN: 1932-4537, DOI:
10.1109/TNSM.2004.4623692

the whole document

XIAOMING FU RENE SOLTWISCH UNIVERSITY OF
GOETTINGEN: "A Proposal for Generic
Traceroute Over Tunnels;
draft-fu-ccamp-traceroute-00.txt",
20030623,

23 June 2003 (2003-06-23), XP015000958,
ISSN: 0000-0004

the whole document

US 2008/310326 Al (SHAW JAMES MARK [US] ET
AL) 18 December 2008 (2008-12-18)
paragraph [0008] - paragraph [0012]
paragraph [0026] - paragraph [0058]

US 2009/225652 Al (VASSEUR JEAN-PHILIPPE
[US] ET AL) 10 September 2009 (2009-09-10)
paragraph [0046]

1-18

1-18

1-18

1-18

Form PCT/ISA/210 (continuation of second sheet) (April 2005)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No

PCT/1B2013/053253
Patent document Publication Patent family Publication
cited in search report date member(s) date
US 2008310326 Al 18-12-2008 US 2008310326 Al 18-12-2008
US 2012207058 Al 16-08-2012
US 2009225652 Al 10-09-2009  NONE

Form PCT/ISA/210 (patent family annex) (April 2005)




	Page 1 - front-page
	Page 2 - description
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - description
	Page 29 - description
	Page 30 - description
	Page 31 - description
	Page 32 - description
	Page 33 - description
	Page 34 - description
	Page 35 - description
	Page 36 - description
	Page 37 - description
	Page 38 - claims
	Page 39 - claims
	Page 40 - claims
	Page 41 - claims
	Page 42 - claims
	Page 43 - claims
	Page 44 - claims
	Page 45 - drawings
	Page 46 - drawings
	Page 47 - drawings
	Page 48 - drawings
	Page 49 - drawings
	Page 50 - drawings
	Page 51 - drawings
	Page 52 - drawings
	Page 53 - drawings
	Page 54 - drawings
	Page 55 - drawings
	Page 56 - drawings
	Page 57 - drawings
	Page 58 - drawings
	Page 59 - drawings
	Page 60 - drawings
	Page 61 - drawings
	Page 62 - drawings
	Page 63 - drawings
	Page 64 - wo-search-report
	Page 65 - wo-search-report
	Page 66 - wo-search-report

