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MULTICAST SWITCHING

Field of the Invention

The present invention relates to a method and apparatus for controlling the flow
of multicast traffic on a communications network, and more particularly to a method and
apparatus for establishing a connection path for multicast traffic through a switched network,

and across router/switch boundaries, which conserves network bandwidth.

Background of the Invention

Many emerging Internet applications are one-to-many or many-to-many, where
one or multiple sources are sending to multiple receivers. Examples are the transmission of
corporate messages to employees, communication of stock quotes to brokers, video and audio
conferencing for remote meetings and telecommuting, and replicating databases and web site
information. IP multicast efficiently supports these types of transmission by enabling sources
to send a single copy of a message to multiple recipients who explicitly want to receive the
information. This is far more efficient than requiring the source to send an individual copy of a
message to each requestor (referred to as point-to-point unicast, in which case the number of
receivers is limited by the bandwidth available to the sender). It is also more efficient than
broadcasting one copy of the message to all nodes on the network, since many nodes may not
want the message, and because broadcasts are limited to a single subnet.

Multicast is a receiver-based concept: receivers join a particular multicast
session group and traffic is delivered to all members of that group. The sender does not need to
maintain a list of receivers. Only one copy of a multicast message will pass over any link in the
network, and copies of the message will be made only where paths diverge at a router. In this
way, IP multicasting yields performance improvements and conserves bandwidth end-to-end.

Multicasting has existed for several years on local area networks (LANs), such
as Ethernet and Fiber Distributed Data Interface (FDDI). However, it was not until the
development of IP multicast addressing, now an Internet standard (Request For Comment
1112), that such group communication could be established across the Internet.

Multicast communications across the Internet are implemented on "MBone,”
short for Multicast Backbone, a virtual network that has been in existence since early 1992.

MBone is referred to as a virtual network because it shares the same physical media as the
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Internet. It uses a network of routers (mrouters) that can support multicast. In portions of the
Internet where multicast routers are not yet implemented, multicast packets can be sent through
Internet IP routers by encapsulating the multicast packets inside regular IP packets -- referred to
as "tunneling.” It is expected that most commercial routers will support multicast in the near
future, eliminating the need for the "tunneling" scheme.

The key to understanding MBone performance is to focus on bandwidth. See
“MBone Provides Audio and Video Across The Internet," by Michael R. Macedonia and
Donald P. Brutzman, Naval Postgraduate School, available on the Internet at
"ftp://taurus.cs.nps.navy.mil/pub/mbmg/mbone.html.” The reason multicast is
bandwidth/efficient is that one packet can reach all workstations on a network. Thus, a 128-
kilobit per second video stream (typically 1 to 4 frames per second) uses the same bandwidth
whether it is received by one workstation, or 20. However, such a multicast stream would
ordinarily be prevented from crossing network boundaries (e.g., ordinary routers). These
boundaries, or fire walls, were implemented to prevent the entire Internet from quickly
becoming saturated with such streams. For this reason, multicast routers must implement a
special protocol to allow controlled distribution of multicast packets. One such protocol limits
the lifetime of multicast packets. A second uses sophisticated pruning algorithms to adaptively
restrict multicast transmission. For the most part, MBone now uses thresholds to truncate
broadcasts to the leaf routers. The truncation is based on the setting of a time-to-live (TTL)
field in a packet that is decremented each time the packet passes through an mrouter. For
example, a TTL value of 16 would limit a multicast stream to a campus, as opposed to a value
of 127 or 255, which might send a multicast stream to every subnet on the MBone (currently
about 13 countries).

Controlling the transmission of multicast packets can have a major impact on
network performance. For example, a default video stream consumes about 128 Kbps of
bandwidth, or nearly 10% of a T1 line (a common site-to-site link on the Internet). Several
simultaneous high-bandwidth sessions might easily saturate the network links and routers.

When a host on an MBone-equipped subnet establishes or joins a multicast
session, it announces that event via the Internet Group Management Protocol (IGMP). A
designated mrouter on the subnet forwards that announcement to the other mrouters in the
network. Groups are disbanded when everyone leaves, freeing up the IP multicast address for

future reuse. The designated mrouter occasionally polls hosts on the subnet to determine if any
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are still group members. If there is no reply by a host, the mrouter stops advertising that host
group membership to the other multicast routers.

Mbone routing protocols are still being developed. Most MBone routers use the
Distance Vector Multicast Routing Protocol (DVMR); however, some researchers consider this
method inadequate for rapidly-changing network topology because the routing information
propagates too slowly. The Open Shortest Path (OSP) working group has proposed a multicast
extension to the Open Shortest Path Link-State Protocol (OSPLSP), which is designed to
propagate routing information more quickly. With either protocol, mrouters must dynamically
compute a source tree for each participant in a multicast group.

MBone researchers are currently developing new applications for
multisender/multireceiver network traffic. Session availability is dynamically announced using
a tool called sd (session directory), which displays active multicast groups. The sd tool also
launches multicast applications and automatically selects unused addresses for new groups.
Video, audio and a shared drawing whiteboard are the principal MBone applications, provided
by software packages called nv (net video), vat (visual audio tool), and wb (whiteboard). The
principal authors of these tools are Ron Frederick of Xerox, Palo Alto Research Center,
California USA (for nv), and Steve McCanne and Van Jacobson of the University of California
Lawrence Berkeley Laboratory, Berkeley, California USA (for sd, vat and wb). Each program
is available in executable form without charge from various file-transfer protocol sites in the
Internet, and working versions are available for Sun, Silicon Graphics, DEC and Hewlett-
Packard architectures.

The following background information on IP multicasting will be useful in
understanding the present invention. This information was taken from: "How IP Multicast
Works," a draft paper by the IP Multicast Initiative (IPMI), available from Stardust
Technologies, Inc., 1901 Bascom Avenue, No. 333, Campbell, California, 95008 USA, and

from the website: www.ipmulticast.com.

IP Multicasting (Background)
IP multicast is an extension to the standard IP network-level protocol.
RFC1112, Host Extensions For IP Multicasting, authored by Steve Deering in 1989, describes
IP multicasting as: "the transmission of an IP datagram to a ‘host group’, a set of zero or more

hosts identified by a single IP destination address. A multicast datagram is delivered to all
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members of its destination host group with the same ‘best-efforts’ reliability as regular unicast
IP datagrams. The membership of a host group is dynamic; that is, hosts may join and leave
groups at any time. There is no restriction on the location or number of members in the host
group. A host may be a member of more than one group at a time." In addition, at the
application level, a single group address may have multiple data streams on different port
numbers, on different sockets, in one or more applications. Multiple applications may share a
single group address on a host.

To support IP multicast, the sending and receiving end systems (nodes) and
network infrastructure between them (including intermediate routers) must be multicast-
enabled. The end node hosts are required to have:

> support for IP multicast transmission and reception in the TCP/IP

protocol stack;

> software supporting Internet Group Management Protocol (IGMP) to

communicate requests to join a multicast group(s) and receive multicast
traffic;

> network interface cards which efficiently filter for LAN data link layer

addresses (e.g., MAC addresses) mapped from network layer IP
multicast addresses;

> IP multicast application software, such as video conferencing.

To run IP multicast on a LAN, only the above are needed -- no routers need be
involved. However, to expand IP multicast traffic to a wide area network (WAN) requires:
> all intermediate routers between the sender(s) and receiver(s) must be IP
multicast capable;

> fire walls may need to be reconfigured to permit IP multicast traffic.

It is also possible to implement an IP multicast-aware switch which provides the
same benefits as the multicast router, but in a local area network. Without one, the multicast
traffic would be sent to all segments on the local subnet. An IP multicast aware switch could

be used to automatically set up multicast filters so that the multicast traffic is only directed to

the participating end nodes.
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IP Multicast Addressing

IP multicast uses Class D Internet protocol addresses, those with 1110 as their
high-order fourbits, to specify multicast host groups. In Internet standard, "dotted decimal"
notation, host group addresses range from 224.0.0.0 to 239.255.255.255. Two types of group
addresses are supported -- permanent and temporary. For example, a permanent address of
224.0.0.1, has been assigned by the Internet Assigned Numbers Authority (IANA), as the "all-
hosts group" used to address all IP multicast hosts on a directly connected network, and
224.0.0.2 which addresses all routers on a LAN. The range of addresses between 224.0.0.0 and
224.0.0.255 is reserved for routing protocols and other low-level topology discovery and
maintenance protocols.

To send an IP multicast datagram (packet), the sender specifies the IP multicast
group address, which represents a host group. IP multicast packets are sent using the same
"Send IP" operation used for unicast packets.

Reception of IP multicast packets is more complex. To receive packets, a user’s
host application requests membership in the multicast host group associated with a particular
multicast session (e.g., "I want to review today’s press conference with the President"). This
membership request is communicated to the LAN router and, if necessary, onto intermediate
routers between the sender and the receiver. As another consequence of its group membership
request, the receiving host network interface card starts filtering for the LAN-specific hardware
(data-link or MAC layer) addresses associated with the new multicast group address. WAN
routers deliver the requested incoming multicast packets to the LAN router, which maps the
host group address to its associated hardware address and builds the message (for example, an
Ethernet frame) using this address. The receiving host network interface card and network
driver, listening for these addresses, pass the multicast messages to the TCP/IP protocol stack,
which makes them available as input to the user’s application, such as a video viewer.

Whereas an IP unicast address is statically bound to a single local network
interface on a single IP network, an IP multicast group address is dynamically bound to a set of
local network interfaces on a set of IP networks. The multicast routers do not need to know the
entire list of member hosts for each group -- only the groups for which there is at least one
interested member on its subnet. Thus, a multicast router attached to an Ethernet need associate

only a single Ethernet multicast address with each host group having a local member.
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Time-To-Live Field

Each IP multicast packet uses a time-to-live (TTL) field in the IP header to
control the number of hops that the packet is allowed to propagate. Each time a router forwards
a packet, its TTL is decremented. A multicast packet whose TTL has expired (is 0) is dropped
(without an error notification to the sender). A local network multicast reaches all
immediately-neighboring members of the destination host group (the TTL is 1 by default). Ifa
multicast packet has a TTL greater than 1, a multicast router attached to the local network takes
responsibility for Internetwork férwa;rding. The datagram is forwarded to other networks that
have members of the destination group. On those other member networks that are reachable
within the time-to-live, an attached multicast router completes delivery by transmitting the
datagram as a local multicast. Thus, TTL thresholds in multicast routers prevent datagrams
with less than a certain TTL from traversing certain subnets; this provides a convenient
mechanism for confining multicast traffic to within campus or enterprise networks. Several
standard settings for TTL are specified for the MBone: 1 for local net, 15 for site, 63 for region,
and 127 for the world.

IGMP

The Internet Group Management Protocol (IGMP) is used by multicast routers
to learn the existing host group members on their directly attached subnets. The multicast
router does so by sending IGMP queries and having IP hosts report their host group
membership. IGMP is an Internet standard defined in RFC1112.

IGMP messages are encapsulated in IP datagrams. IGMP has only two kinds of
packets: Host Membership Queries and Host Membership Reports.

To determine if any host on a local subnet belongs to a multicast group, one
multicast router per subnet periodically sends a hardware (physical or data-link layer) IGMP
Host Membership Query to all IP end nodes on its LAN, asking them to report back on the host
group memberships of their processes. This query is sent to the "all-hosts" group network
address (224.0.0.1) and a TTL of 1 is used so that these queries are not propagated outside of
the LAN. Each host sends out one IGMP Host Membership Report message per host group,
sent to the group address, so that all group members see it.

When a process asks its host to join a new multicast host group, the driver

creates a hardware multicast group address, and an IGMP Host Membership Report with the
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group address is immediately sent. The host network interface is expected to map the group
address to local network addresses as required to update its multicast reception filter. Each host
keeps track of its own group memberships, and when the last process on a host leaves a group,
that group is no longer reported by the host.

Periodically, the local multicast router sends an IGMP Host Membership Query
to the "all-hosts" group, to verify current memberships. If all member hosts responded at the
same time, undue traffic congestion would result. This is avoided by having each host delay
the report by a random interval if it has not seen a report for the same group from another host.
As aresult, only one membership report is sent in response for each active group address,
although many hosts may have memberships.

IGMP updates are used by multicast routing protocols to communicate group
memberships to neighboring routers, thus propagating group information through the Internet.
The bandwidth needed to transmit such group information is usually small compared to the

multicast application traffic, so this propagation method is beneficial.

Multicast Routing Protocols

Multicast routing protocols present a more complex problem. The Internet is
composed of a plurality of subnetworks connected by routers. When the source of a message is
located on one subnet and the destination is located on a different subnet, there must be some
way to determine how to get from the source to the destination. This is the function of the IP
protocol. Each host on the Internet has a unique address that identifies its physical location;
part of the address identifies the subnet on which it resides and part identifies the particular host
on that subnet. Routers periodically send routing update messages to adjacent routers,
conveying the state of the network as perceived by the particular router. This data is recorded
in routing tables that are then used to determine optimal transmission paths for forwarding
messages across the network. Because a unicast transmission is directed towards a single
physical location that is specified by the host address, the routing procedure is relatively
straightforward -- i.e., binding of a single address to a single host.

However, routing multicast traffic is more complex. A multicast group address
identifies a particular transmission session, rather than a specific physical destination. An
individual host is able to join an on-going multicast session by using IGMP to communicate

this desire to its subnet router. A simplistic approach to sending data to multiple receivers
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would be for the source to maintain a table identifying all of the receiving subnets participating
in a session, and to send a separate copy of the data to each receiving subnet. However, this
would be an extremely inefficient use of bandwidth, since many of the data streams follow the
same path throughout much of the network.

New multicast routing protocols are being developed to address the problem of
efficiently routing multicast traffic. Since the number of receivers of the multicast session can
potentially be quite large, the source should not have to know all of the relevant addresses.
Instead, the network routers should be able to translate multicast addresses into host addresses.
The basic principle involved in multicast routing is that all routers interact with each other to
exchange information about neighboring routers. To avoid duplication of effort, a single router
is selected (via IGMP) as the designated router for each physical network.

For efficient transmission, designated routers construct a spanning tree that
connects all members of an IP multicast group. A spanning tree has just enough connectivity
so that there is only one path between every pair of routers, and it is loop-free. If each router
knows which of its links belongs to the spanning tree, it can copy an incoming multicast packet
onto each of its outgoing tree links, generating only the minimum needed number of copies.
Messages are replicated only when the tree branches, thus minimizing the number of message
copies that are transmitted through the network.

Since multicast groups are dynamic, with members joining or leaving a group at
any time, the spanning tree must be dynamically updated. Branches in which no listing exists
must be discarded (pruned). A router selects the spanning tree based on the network layer
source address of the multicast packet, and prunes that spanning tree based on the network layer
destination address.

IP multicast routing algorithms generally follow one of two basic approaches,
depending on the distribution of multicast group members in the network. A first approach is
based on the assumption that the group members are densely distributed throughout the
network and bandwidth is plentiful, i.e., almost all hosts in.the network belong to the group.
These so-called "dense-mode" multicast routing protocols rely on periodic flooding of the
network to set up and maintain the spanning tree. Dense-mode routing protocols include
Distance Vector Multicast Routing Protocol (DVMRP), Multicast Open Shortest Path First
(MOSPF), and Protocol-Independent Muiticast-Dense Mode (PIM-DM).
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A second approach is based on the assumption that multicast group members are
sparsely distributed throughout the network and bandwidth is not necessarily widely available.
It is important to note that the sparse mode does not imply that the group has only a few
members, just that they are widely dispersed. In this case, flooding would unnecessarily waste
network bandwidth and hence could cause serious performance problems. Thus, sparse mode
protocols rely on more selective techniques to set up and maintain multicast trees. Sparse mode
routing protocols include Core-Based Trees (CBT) and Protocol-Independent Multicast-Sparse

Mode (PIM-SM).

Multicast Applications

Finally, many applications are now being developed to ensure real-time delivery
so that, even with a time-critical application such as audio, participants perceive conversations
as if they are in real time. This is achieved by a small buffering delay to synchronize and
resequence the arriving voice messages. For example, RTP, the Real-Time Transport Protocol,
provides end-to-end network transport functions suitable for applications transmitting real-time
data, such as audio, video or simulation data, over multicast or unicast network services.
RSVP, the ReSerVation Protocol, supports requests for a specific quality of service from the
network for particular data streams or flows. RTSP, the Real-Time Streaming Protocol, is an
application-level protocol for controlling delivery of data with real-time properties.

In summary, IP multicasts enable many new types of applications over the
Internet, -- e.g., transmission of corporate messages to employees, communication of stock
quotes to brokers, video and audio conferencing for remote meetings and telecommunicating,
and replicating databases and website information. However, many separately managed
corporate or enterprise internetworks are now being installed based on switches, rather than
routers. In order to integrate these switched subnets into the router-based Internet, protocols are
needed to ensure that select multicast traffic is transmitted onto the switched network, without
generating excessive traffic or bottlenecks, and that multicast traffic can efficiently pass the
router/switch interface in a reliable and controlled manner. The present invention is directed

towards enabling the efficient transmission of multicast traffic in a switched network.
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Summary of the Invention

A first embodiment of the present invention is directed to a method for setting
up switch connections in a switched communications network, in order to enable the
transmission of multicast packets. The switched network includes a plurality of hosts and
switches connected by links, each switch having at least one network port connected to another
switch and at least some switches having access ports connected to one or more hosts. Each
host has a unique (e.g., physical layer) address. Each switch includes a connection database of
valid connections between different ports on the switch and a setup mechanism for establishing
temporary connections between the different ports on the switch. A method of handling
multicast packets is provided, wherein a source switch receives a multicast packet on an access
port from a source host, the source switch determines a group address from the multicast
packet, and the source switch composes and sends a sender present message, containing the
group address and source host address, to other switches. This inter-switch communication
enables the switches in the network to learn which sender host has multicast packets to send to
a designated group.

A receiving switch receives the sender present message and determines whether
a local host attached to one of its access ports wishes to join the group address identified in the
sender present message. If yes, the receiving switch composes and sends a map message
toward the source switch on a predetermined path, the map message containing the group
address, the source host address, and the predetermined path between the receiving switch and
source switch.

When a switch receives the map message, it determines if there is an entry in its
connection table for the group address and source host address, and if yes, it adds an outport to
the entry identifying the port on which the map message was received. In this manner,
connection table entries are made to include the path on which future multicast packets will be
sent through the switched network.

Alternatively, when a switch receiving the map message determines that there is
no entry in its connection table for the group address and source host address, it adds an entry
to its connection table for the group address, source host address, an inport identifying the port
directed toward the source switch according to the predetermined path, and an outport

identifying the port on which the map message was received. Again, this new entry in the
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connection table is for future multicast traffic. The receiving switch may then send the map

message on the predetermined path toward the source switch.

Eventually, the switch receiving the map message is the source switch, at which
point all switches on the path to the various destination hosts (in the group) will have
appropriate entries in their connection tables. Thereafter, each switch on the path switches
multicast packets based on its connection table entry.

In addition, the source switch determines whether any local host attached to any
of its access ports wishes to join the group address identified in the multicast packet. If so, the
source switch adds an entry to its connection table including the group address, the source host
address, and an outport identifying the port to the local host wishing to join the group (to
receive the multicast message).

If a host wishes to join a multicast session, the host will notify its local switch of
this desire. The local switch then checks its connection table for an entry identifying the
designated group address which the local host wishes to join, and if there is an entry, adds the
access port on which the local host is connected as an outport for the connection table entry. If
there is no entry, the local switch composes and sends a join group message to the other
switches in the network, the join group message containing the designated group address and
the local switch address.

A switch receiving the join group message determines if a local host connected
to one of its access ports is the source host for the designated group address identified in the
join group message. If it is, the receiving switch sends a sender present message to the local
switch. Depending on the protocol, the receiving switch may also pass the join group message
to other switches in the network. The local switch eventually receives any sender present
message (note there may be plural senders). In this manner, the local switch is notified of the
source of any multicast session for the designated group address.

In another embodiment, the switch receiving the join group message determines
if a router is attached to one of its access ports. If so, the switch notifies the router that the
switch wishes to join the group address identified in the join group message. This will enable
all future multicast traffic designated for that group address to be sent from the router to the
switch and the ultimate host in the switched network.

A second embodiment is directed to a router/switch interface, for example

enabling a switched-based subnet to send and receive multicast traffic to and from a router-
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based Internet. In this embodiment, a local switch determines if it has an attached local router,
and if so, the local switch joins all or a subset of multicast group addresses. For example, this
may be accomplished by maintaining a database of receiving ports in each switch, for various
multicast addresses. The receiver database would include the multicast group address, which
may be a wildcard designating all multicast groups, and the port on which the router is attached
for sending or receiving multicast traffic.

In another embodiment, a local switch receives a notice from a local host that
the host wishes to join a designated group address. If a connection entry exists for the group
address and source host address, the local switch adds the port on which the local host is
connected as an outport for the connection table entry. If not, the local switch composes and
sends a join group message to the other switches, the join group message containing the
designated group address and the local switch address. The other switches respond to the join
group message with a sender present message as previously described.

If no response is received by the local switch, the local switch remembers the
local host’s desire to join the group, i.e., maintains the request in memory. Then, upon receipt
of a future sender present message it will establish a connection and respond with a map
message.

In the above embodiments, the type of switch is not critical, e.g., it may be a
packet-based switch, or a cell-based switch (ATM). The multicast packet transmitted by the
switch is thus meant to include a standard multicast packet or a multicast packet encapsulated
or otherwise divided into messages such as cells. Also, it is envisioned that there will be
multiple senders in each session, and/or multiple sessions occurring simultaneously.

These and other features and benefits of the present invention will be more

particularly described in regard to the following detailed description and drawing figures.

Brief Description of the Drawings
Fig. 1 is an illustration of a prior art router network utilizing unicast

communications;

Fig. 2 is an illustration of a prior art router network utilizing multicast

communications;

Fig. 3A shows the relationship between LAN packets and IP packets;
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Fig. 3B shows a more detailed relationship between LAN packets and IP
packets;

Fig. 4 is an illustration of a prior art router network showing a spanning tree
distribution of multicast packets within the network;

Fig. 5 is an illustration of a switching network utilizing multicast switches and
performing multicast communications according to various embodiments of the invention;

Fig. 6 is a detailed illustration of a multicast switch including a connection table
according to various embodiments of the invention;

Fig. 7A is a flowchart of one embodiment of the multicasting protocol method
of the present invention showing multicast switch processing steps undertaken upon the
detection of a local host sending packets to a new multicast group;

Fig. 7B is a flowchart of another embodiment of the multicasting protocol
method of the present invention showing multicast switch processing steps undertaken upon the
detection of a local host sending packets to a new multicast group;

Fig. 8 is a flowchart of the multicasting protocol method of the present invention
showing multicast switch processing steps undertéken upon reception of a sender present
message;

Fig. 9 is a flowchart of the multicasting protocol method of the present invention
showing multicast switch processing steps undertaken upon reception of a map message;

Fig. 10 is a flowchart of the multicasting protocol method of the present
invention showing multicast switch processing steps undertaken upon reception of an IGMP
Group Join message;

Fig. 11 is a flowchart of the multicasting protocol method of the present
invention showing multicast switch processing steps undertaken upon reception of a Switch
Join Group message;

Fig. 12 is a flowchart of the multicasting protocol method of the present
invention showing multicast switch processing steps undertaken when a multicast switch
detects that there is no receiving host for a multicast group;

Fig. 13 is a flowchart of the multicasting protocol method of the present

invention showing multicast switch processing steps undertaken upon reception of an Unmap

Up message;
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Fig. 14 is a flowchart of the multicasting protocol method of the present
invention showing multicast switch processing steps undertaken upon reception of an Unmap
Down message;

Fig. 15 is a flowchart of the multicasting protocol method of the present
invention showing multicast switch processing steps undertaken when a multicast switch
detects a link or port failure;

Fig. 16 is a flowchart of the multicasting protocol method of the present
invention showing multicast switch processing steps undertaken when a multicast switch
detects the loss of a local sending host to a multicast group;

Fig. 17 is a flowchart of the multicasting protocol method of the present
invention showing multicast switch processing steps undertaken when a multicast switch
detects that there are no more receivers for a multicast group;

Fig. 18 is a flowchart of the multicasting protocol method of the present
invention showing multicast switch processing steps undertaken by a proxy multicast switch
upon reception of a Switch Leave Group message;

Fig. 19 is a flowchart illustrating an example of a multicast communications
session being set up between multicast switches according to one embodiment of the present
invention; and

Fig. 20 is a flowchart illustrating an example of a multicast communications

session being joined by a local host of a multicast switch according to one embodiment of the

present invention.

Detailed Description

Unicast applications send messages between one specific host address and
another over the network. An example of such a unicast communications methodology, which
sends messages separately, point-to-point, from one sender to one receiver, is shown in Fig. 1.

In Fig. 1, internetwork 117 is a computer network comprising interconnected
routers 107-112 and sub-networks (subnets) 113-116. Computer hosts 100-106 are connected
to sub-networks 113-116. The internetwork, its routers, subnets, and hosts, are collectively
referred to as the network. Hosts 100-106 may send messages between one another in the form
of packets. Routers 107-112 route the packets over the internetwork between hosts, based on

RECTIFIED SHEET (RULE 91)
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packet addresses. A host connected to a router via a subnet is referred to as a local host for that
router. For example, local hosts 101-103 on local subnet 115 are attached to local router 109.

As a unicast example, suppose host 100 has a stream of video data, labeled
“ABC”, which is to be sent to hosts 101-103 across the internetwork 117. To do so, host 100
must place a frame of the “ABC” video data into a packet addressed for host 101, and send this
packet to host 101. Host 100 must place another copy of the “ABC” video data into a separate
packet addressed for host 102, and send this packet to host 102. Host 100 must repeat the
process with yet another separate packet for host 103. The individual nature and separate
propagation of each “ABC” video data packet over the network is shown by three separate lines
labeled “ABC” for 101, “ABC” for 102, and “ABC” for 103. Three separate packets travel
over the same link. The routers 107-109 must create and transmit three packets (one for each
receiving host) for every frame of video data.

Each single packet contains source and destination address fields designating the
sending and receiving host addresses, respectively. Routers 107-112 contain packet routing
tables and routing algorithms which determine where to send a packet, based on this addressing
information. Each packet received by a router is examined for its destination address, and then
transmitted to the next router, referred to as the next “hop”, on the network towards its final
destination host. In this example, the “ABC” video data packets sent from host 100 are
received by router 107, are examined, and are then sent to router 108. Upon packet reception,
router 108 consults its routing table and routes each separate packet to router 109. Finally,
router 109 receives the “ABC” packets destined for hosts 101-103 and routes them to its local
subnet 115 to be received by their respective destination hosts.

Router networks are slow due to the processing required to determine where
each packet is to be sent. Live, real-time video data streams may require hundreds or thousands
of packets in sequence. A separate individual “stream” of packets would have to be created for
each receiving host. Network bandwidth (the amount of packets or data sent through any one
point in the network) is greatly increased by the requirement for separate point-to-point
transmissions from a single sender to each of the separate receivers. If the volume of packets
were increased, or the number of receiving hosts grows too large (thus increasing the number of
separate packet transmissions), a point would be quickly reached where network bandwidth and

processing power of routers would be exceeded and packets would be lost or “dropped”.
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Unicast transmission of high-bandwidth data streams thus allows only a limited number of
participant senders and receivers due to these limitations.

Fig. 2 shows an alternative multicast communications methodology. In
multicast communications, one or more senders may transmit information to a group of
receivers simultan