(57) A data frame structure for variable size data constellations includes repetitive data segments each containing a fixed number of symbols arranged as a data segment sync character and data bytes. The frame includes a header segment including a frame sync code and a data constellation size code for the data frame. The data frame incorporates error correction groups and the frame size is selected to produce an integral number of error correction groups and data bytes in each frame for all of the variable size data constellations.
ABSTRACT OF THE DISCLOSURE

A data frame structure for variable size data constellations includes repetitive data segments each containing a fixed number of symbols arranged as a data segment sync character and data bytes. The frame includes a header segment including a frame sync code and a data constellation size code for the data frame. The data frame incorporates error correction groups and the frame size is selected to produce an integral number of error correction groups and data bytes in each frame for all of the variable size data constellations.
DATA FRAME FORMAT FOR VARIABLE SIZE DATA CONSTELLATIONS

This invention relates generally to digital transmission systems and particularly to a digital data transmission system having a data frame structure and circuit arrangement selected to facilitate receiver operations such as symbol to byte conversion, deinterleaving and forward error correction and a data rate that is related to the signal to noise ratio (S/N ratio) of the transmission environment for enhancing system capacity.

U.S. Patent No. 5,087,975 discloses a vestigial sideband (VSB) system for transmitting a television signal in the form of successive M-level symbols over a standard 6 MHz television channel. The television signal may, for example, comprise one or two compressed wideband HDTV signals or a number of compressed NTSC signals. While the number of levels M characterizing the symbols may vary depending on circumstances, the symbol rate is preferably fixed, such as at a rate of 684 H (about 10.76 Megasymbols/sec), where H is the NTSC horizontal scanning frequency. The number of symbol levels used in any particular situation is largely a function of the S/N ratio characterizing the transmission medium, a smaller number of symbol levels being used in situations where the S/N ratio is low. It is believed that the ability to accommodate symbol levels of 24, 16, 8, 4 and 2 provides adequate flexibility to satisfy conditions in most systems. It will be appreciated that lower values of M can provide improved S/N ratio performance at the expense of reduced transmission bit rate. For example, assuming a rate of 10.76 M symbol/sec, a 2-level VSB signal (1 bit per symbol) provides a transmission bit rate of 10.76 Megabits/sec, a 4-level VSB signal (2 bits per symbol) provides a transmission bit rate of 21.52 Megabits/sec and so on up to a 24-level VSB signal which provides a transmission bit rate of about 48.43 Megabits/sec.

It is generally known that the S/N ratio performance of cable television plants decreases as the signal (channel) frequency increases. The foregoing attribute of an M-level VSB transmission system, i.e. improved S/N ratio performance as M decreases, is used in one aspect of the invention to
compensate for the S/N ratio degradation in the higher frequency channels of CATV distribution plants. That is, according to this aspect of the invention, VSB transmission is effected in a CATV system wherein the lower frequency channels are transmitted using larger values of M and the higher frequency channels are transmitted using lower values of M. While the bit rate of the higher frequency channels is thereby reduced, the received signal may be reproduced with a S/N ratio comparable to that of the lower frequency channels.

Moreover, in accordance with other aspects of the invention, system efficiency, particularly in relation to receiver operations such as data deinterleaving, symbol to byte conversion and forward error correction, may be greatly enhanced by selecting a data frame structure which facilitates these operations within the constraints of the variable M-level VSB character of the transmitted signal.

Accordingly, the invention provides a method of formatting a data frame of multilevel symbols confirming to any one of a plurality of different size data constellations, comprising: establishing a plurality of repetitive data segments, each containing a fixed number of symbols presenting a plurality of data bytes and a data segment sync character; incorporating a header, including a frame sync code and a mode code identifying one of said data constellations from which the symbols of the data frame are derived in one of said data segments; and establishing error correction blocks and overall frame size to produce an integral number of error correction blocks and data bytes in the frame.

Further, the invention provides a repetitive data frame structure of multilevel symbols comprising: a plurality of data segments each including a fixed number of M level symbols representing a plurality of data bytes and a data segment sync character, said data bytes forming a plurality of successive error correction blocks each comprising a predetermined number of said data bytes; and the numbers of symbols per data segment, data segments per frame and data bytes per error correction block being selected such that for each of a selected plurality of values of M, the frame includes an integral number of data bytes and an integral number of error correction blocks.
These and other features and advantages of the invention will be apparent upon reading the following description in conjunction with the drawings, in which:

FIG. 1 illustrates the novel data frame structure of the invention;
FIG. 2 is a chart showing the relationship of data constellation size to the other parameters of the invention;
FIG. 3 is a simplified block diagram of a transmitter in accordance with the invention;
FIG. 3A is a chart illustrating an implementation of the byte to symbol converter in the transmitter of FIG. 3;
FIG. 3B is a chart illustrating the variation of S/N ratio with frequency in a cable plant and assignment of VSB mode for optimizing cable plant operation;
FIG. 4 is a simplified diagram of a receiver constructed in accordance with the invention;

FIG. 5 is a more detailed showing of the data processor section of the receiver of FIG. 4;

FIG. 6 is a more detailed showing of the symbol to byte converter of the data processor of FIG. 5;

FIG. 7 is a diagram of an exemplary simple linear memory array for deinterleaving a convolutionally interleaved data stream;

FIG. 8 is a generalized circuit for generating the memory addresses for a memory array such as that illustrated in FIG. 7;

FIG. 9 is a memory array of a ROM suitable for use in an actual embodiment of the invention; and

FIG. 10 is a replacement circuit for the ROM of FIG. 9.

The structure of the novel data frame of the invention is illustrated in FIG. 1. The data frame format is the subject of this invention. The data frame, generally identified by reference numeral 10, comprises 313 data segments (DS) identified as DSO-DS312. Each data segment includes S symbols for data where S is equal to 832 in the preferred embodiment and P symbols defining a data segment sync character where P is equal to 4 in the preferred embodiment. Each data segment sync character 11 comprises four 2-level symbols which preferably assume the form disclosed in copending application Serial No. 894,388. The first data segment DSO comprises only 2-level symbols. These 2-level symbols represent a pseudo random sequence frame.
synchronization code, and an 8 symbol VSB mode, or control, signal that identifies the level M (e.g. 24, 16, 8, 4 or 2) of the symbols of the data field of the remaining 312 data segments of the data frame. The first three bits of the eight bit VSB mode control byte identify the VSB mode and the remaining 5 bits comprise parity bits which may be used by the receiver for error detection. In the previously mentioned CATV distribution system, for example, the VSB mode signal would identify a relatively large M for low frequency channels
and a smaller M for higher frequency channels. In a terrestrial broadcast environment, the VSB mode would most likely be M=2, 4 or 8.

Referring to the table of FIG. 2, each data symbol of a data segment DS1-DS312 represents either 4.5 bits (M=24), 4 bits (M=16), 3 bits (M=8), 2 bits (M=4), or 1 bit (M=2). Since there are a fixed number of data symbols per frame (312 x 832 = 259,584), the number of data bytes per frame will vary as shown. That is, each frame comprises 146,016 data bytes for VSB mode M=24; 129,792 data bytes for VSB mode M=16; 97,344 data bytes for VSB mode M=8; 64,896 data bytes for VSB mode M=4; and 32,448 data bytes for VSB mode M=2. However, while the number of data bytes per frame varies depending on the VSB mode M, it will be observed that for any particular value of M (24, 16, 8, 4 or 2), an integral number of bytes is provided in each frame. This characteristic of the structure of frame 10 substantially simplifies the design of a receiver such that frame synchronization will be effected at a rate corresponding to an integral number of data bytes regardless of the VSB mode (i.e. 24, 16, 8, 4 or 2 level symbols). As will be explained in further detail hereinafter, the receiver forward error correction circuitry, the receiver symbol to byte converter, and the receiver deinterleaver are preferably frame synchronized with the transmitted signal. The frame sync signal can be directly used for these purposes so long as there are an integral number of bytes, forward error correction blocks and interleave blocks in each data frame for each of the VSB modes.

Reed-Solomon (RS) forward error correction is used in the receiver of the invention. A standard transport packet size of 188 bytes has been established by the MPEG (Motion Picture Experts Group) committee. Adding 20 parity bytes to each such transport packet results in an RS block size of 208 data bytes, allowing for the correction of 10 byte errors per RS block. As seen in FIG. 2, an RS block size of 208 bytes advantageously results in an integral number of RS blocks per
frame for all of the selected VSB modes, thereby allowing the
receiver RS decoder to be synchronized by the frame sync
signal. An interleave block (I block) is defined according to
the invention as comprising 26 RS blocks (5,408 data bytes)
which also results in an integral number of I blocks per frame
regardless of the selected VSB mode (see FIG. 2), thereby also
allowing the frame sync signal to be used to periodically
synchronize the receiver deinterleaver in the case where a
block interleave algorithm is employed (data stored in row
format and read out in column format). For convolutional
interleaving, the size of a parameter B (to be defined
hereinafter) must be selected such that each frame (regardless
of VSB mode) comprises an integral number of B data bytes,
thereby allowing for frame synchronization. In a preferred
embodiment of the invention B=26 data bytes. Also, the use of
an integral number of data bytes per frame, regardless of VSB
mode, enables direct frame synchronization of the receiver
symbol to byte converter.

FIG. 3 is a simplified block diagram of a
transmitter constructed in accordance with the invention. A
source 12 of television signals is coupled to a convolutional
interleaver 13 which, in turn, supplies interleaved data bytes
to a byte to symbol converter and mapper 14. It will be
appreciated that signal source 12 may comprise a compressed
HDTV signal (or two compressed HDTV signals depending on the
VSB mode) or a number of compressed NTSC signals. The symbol
output of converter (and mapper) 14 is supplied to a frame
formatter 15 that has inputs of data, data segment sync and
frame sync and is controlled, along with converter 14, by a
VSB mode control signal. The formatted frames, which conform
to the arrangement previously described in connection with
FIGS. 1 and 2, are supplied to a digital to analog (D/A)
converter 16 and thence to a VSB transmitter 17 for
transmission over a 6 MHz television channel. The
transmission medium may comprise a cable television plant or a
terrestrial broadcast environment. In either case, one such
transmitter is required for each transmitted 6 MHz channel.

FIG. 3A is a chart illustrating a method of implementing the byte to symbol converter. The chart comprises four columns, one for each of the VSB modes M=16, M=8, M=4 and M=2. Converter 14 is operative in response to the applied VSB mode control signal for using the identified column of the chart of FIG. 3A for converting the input data bytes to output data symbols. For example, for VSB mode M=16, the input data byte 11010101 would be converted to two successive data symbols having relative amplitudes of +88 and -40. For VSB mode M=8, the input data byte would be converted to three successive data symbols having relative amplitudes of +80, +48 and -16 (assuming the first bit of the next data byte is 1) or +80, +48 and -48 (assuming the first bit of the next data byte is 0). For VSB mode M=4, the data byte would be converted to four successive symbols having relative amplitudes of +96, -32, -32 and -32. Finally, for VSB mode M=2, eight output symbols would be provided at relative amplitudes +64, +64, -64, +64, -64, +64, -64 and +64. In the case of VSB mode M=24, converter and mapper 14 includes appropriate memory and look-up tables for mapping successive groups of 9 input data bits into two successive 24 level output symbols. In this way each symbol can be referred to as representing 4.5 bits (i.e. 9 bits/2 symbols).

In connection with the foregoing, it will be observed that the relative levels of the symbols of each VSB mode are evenly spaced and lie midway between the relative levels of selected symbols of all higher VSB modes. For example, relative level +112 of VSB mode M=8 lies midway between relative levels +120 and +104 of VSB mode M=16, relative level +96 lies midway between relative levels +112 and +80 of VSB mode M=8 and midway between relative levels +104 and +88 of VSB mode M=16, relative level +64 of VSB mode M=2 lies midway between relative levels +96 and +32 of VSB mode M=4, +80 and +48 of VSB mode M=8 and +72 and +56 of VSB mode M=16, and so on. Preferably the symbol levels are offset
from the values shown by a predetermined amount (e.g. +20)
prior to transmission to provide a small pilot for
facilitating carrier acquisition in the receiver. Also, it
will be observed that the data rate characterizing each VSB
mode increases by one bit per symbol relative to the data rate
of the immediately lower VSB mode while its S/N ratio
performance is reduced by one-half.

The above represents the situation in the version of
the invention presently being implemented in chip form, in
which 16 VSB is the highest mode. However, it will be
apparent to those skilled in the art that the 24 VSB mode
implementation will require different relative levels as
taught by the invention. The technique and apparatus for
processing a 24 VSB mode signal is discussed below and claimed
in copending application D-6718, above.

FIG. 3B illustrates the general S/N ratio fall off
of a cable plant with increasing frequency. As is specified
in the invention, the higher S/N ratio transmission
characteristics for lower frequency television signals can be
used to advantageously employ higher VSB transmissions (and a
higher data rate) for similar performance. The "noisier"
portion of the spectrum (low S/N ratio) may be used for
signals of lower VSB modes. It will be apparent that this
technique optimizes the utilization of the cable plant.

FIG. 4 is a simplified block diagram of a receiver
constructed according to the invention. The received RF
television signal from the transmitter of FIG. 3 comprises an
M-level VSB signal having the frame format of FIG. 1. The
received signal is converted to an IF frequency by a tuner 20
and applied to a VSB demodulator 22. VSB demodulator 22
generates an analog baseband output signal comprising the M-
level symbols at a rate of about 10.76 Megasymbols/sec. This
analog signal is sampled by an analog to digital (A/D)
converter 24 which converts the symbols to binary form and
applies them to a data processor 26. Data processor 26
provides a feedback signal for controlling A/D 24 to insure
that the analog baseband signal is sampled at the appropriate symbol times (see copending application Serial No. 894,388).

Data processor 26 applies the processed binary data, in the form of data bytes corresponding to the output of television source 12 in FIG. 3, to a demultiplexer 28, which distributes the received data to a video processor 30 and to an audio processor 32, each of which includes appropriate decompression circuitry.

Data processor 26 is shown in more detail in FIG. 5. The binary symbols from A/D 24 are applied to a data acquisition circuit 34 which performs a number of functions including generating the feedback signal for controlling A/D 24, generating a symbol clock signal, generating a frame sync (FSYNC) signal and generating an 8 times symbol clock signal. The symbol clock signal has a frequency of about 10.76 MHz for all VSB modes except VSB mode M=24, in which case, as will be explained, its frequency is reduced by one-half to about 5.38 MHz. The FSYNC used in the preferred embodiment is approximately 41 Hz. The frame synchronization code of data segment DS0 enables derivation of the FSYNC signal which coincides in time with the first data symbol of data segment DS1 of each data frame 10.

The binary symbols from A/D 24 (representing the amplitudes of the sampled analog signal from VSB demodulator 22) are applied by data acquisition circuit 34 to a multi-level slicer 36 which converts the received symbols to bits according to the chart of FIG. 3A. As in the case of the transmitter, for VSB mode M=24, slicer 36 includes appropriate memory and look-up tables for mapping each successively received pair of symbols into 9 bits of output data. Slicer 36 couples the sliced values of the VSB mode control byte (eight 2-level symbols) of data segment DS0 of each frame to a VSB mode decoder 37, which detects the first three bits of the mode control byte and develops a 3-bit VSB mode select signal. This signal identifies the VSB mode (M=24, 16, 8, 4 or 2) of the received symbols for controlling data acquisition circuit
34, slicer 36 and a symbol to byte converter 38 during the remainder of the respective frame. The remaining 5 bits of the mode control byte are used for error detection by VSB mode decoder 37. Slicer 36, which includes a nine line output bus, is responsive to the VSB mode select signal for converting the binary signal, representing the symbol amplitudes, to their corresponding bit values. Thus, in the M=2 VSB mode, each binary symbol amplitude signal is converted to the corresponding 1-bit signal on one of the nine output lines, to the corresponding 2-bit signal on two of the output lines in the M=4 VSB mode, to the corresponding 3-bit signal on three of the output lines in the M=8 VSB mode and to the corresponding 4-bit signal on four of the output lines in the M=16 VSB mode. In the M=24 VSB mode, two successive symbols are converted to the corresponding 9-bit signal (on all nine output lines) at one-half the symbol clock rate.

The nine-line output of slicer 36, together with the 3-bit VSB mode select signal from decoder 37 and the timing signals from data acquisition circuit 34 are coupled to symbol to byte converter 38, the output of which supplies a deinterleaver 40 that, in turn, supplies an RS decoder 42. Symbol to byte converter 38 converts the input bits representing the received symbols into a series of 8-bit data bytes for each of the VSB modes. Deinterleaver 40 deinterleaves the convolutionally interleaved data bytes supplied by converter 38 and RS decoder 42 performs error correction on the deinterleaved data bytes.

Symbol to byte converter 38 is shown in more detail in FIG. 6. The 9-line data symbol bus from slicer 36 and the symbol clock signal from data acquisition circuit 34 are applied to a 1 x 9 parallel-in, serial-out register 44. The 3-bit VSB mode signal, the symbol clock signal and the 8 times symbol clock signal are applied to the inputs of a variable pulse generator 46. Generator 46 produces a series of pulses (bit clocks) at the 8 times symbol clock rate in response to each received symbol clock, the series including one pulse for
VSB mode M=2, two pulses for VSB mode M=4, 3 pulses for VSB mode M=8, and 4 pulses for VSB mode M=16. A series of 9 pulses are sent for VSB mode M=24, while the symbol clock is halved.

Assuming, for example, VSB mode M=8, the 3 bits from slicer 36 (representing a received symbol) are simultaneously written into the top three locations of register 44 in response to a symbol clock. At the same time, the symbol clock starts pulse generator 46 which produces 3 bit clocks (at 8 times the symbol clock rate) which are applied to the Read (RD) input of register 44, to the Write (WR) input of a 1 x 8 Serial-in, Parallel-out register 48 and to the input of a divide-by-eight circuit divider 50. Divider 50 is reset at the beginning of each data frame 10 by FSYNC for synchronizing converter 38 with the received data, since FSYNC always represents a byte boundary. The 3 bits previously loaded into register 44 are serially read out of register 44 in response to the 3 bit clock pulses and written into register 48. The next 3-bit symbol from slicer 36 is processed in the same manner, resulting in 6 bits being stored in register 48. After the first two bits of the next (i.e. third) 3-bit symbol are written into register 48 from register 44, divider 50 generates an output (Byte Clock) causing the accumulated 8-bit data byte stored in register 48 to be read out (in parallel). The remaining single bit of the third symbol is stored in register 48 and read out with the next 7 bits of the succeeding 3-bit symbol as the next data byte. In this manner, converter 38 arranges the input 3-bit symbols (for M=8) into a series of successive 8-bit output data bytes, which are supplied to deinterleaver 40 at the rate of the byte clock.

A substantially similar procedure is carried out for VSB modes M=2, 4 and 16 except that, depending on the VSB mode, it will take a longer or shorter time period to compose the data bytes. For example, in VSB modes M=2 and 4, the bit clock generated by pulse generator 46 in response to each
symbol clock signal comprises one and two pulses respectively, so that 8 and 4 symbol clock signals are required to produce the respective data bytes (versus 2-2/3 for VSB mode M=8).

For VSB mode M=24, slicer 36 combines two 4.5 bit symbols into 9 bits at one-half the symbol clock rate and applies these signals to converter 38. Consequently, in response to each symbol clock, 9 bits from slicer 36 are loaded into register 44. Then, the 9 bits are serially read out of register 44 and written into register 48. However, after the 8th such bit has been written into the register, a Byte Clock output is generated by divider 50, reading these 8 bits out of register 48 as a data byte. The remaining bit will be read out of register 48 with the first 7 bits of the next symbol as the next data byte two symbol times later.

Converter 38 further includes a divider 52 which is also reset by FSYNC to synchronize its operation with the beginning of each data frame 10. In particular, divider 52 is a divide-by-208 counter which is clocked by the Byte Clock generated by divider 50 to generate a Begin RS Block signal for identifying the beginning of each block of 208 data bytes synchronously with the first data byte of each data frame. As will be explained hereinafter, this signal is used to synchronize the operation of RS decoder 42. Divider 52 includes means responsive to the symbol and byte clocks for converting the one-symbol-wide input FSYNC to a one byte wide output FSYNC.

As described earlier, the outputs of converter 38 are applied to deinterleaver 40. As will be explained in further detail hereinafter, deinterleaver 40 deinterleaves the convolutionally interleaved data bytes received from converter 38 using a minimum of memory.

As is well known, interleaving is done at the transmitter (see interleaver 13 of FIG. 3) to spread contiguous data bytes apart from each other to help immunize the transmitted data from burst noise. In the receiver, the
interleaved bytes must be deinterleaved to re-establish their original relationship prior to forward error correction. Thus, burst noise of some given time duration will corrupt only a limited number of bytes within an RS block of the deinterleaved data, which corrupted bytes can be corrected by the RS decoder. The interleaving algorithm used is selected in anticipation of the maximum expected burst noise duration at the fastest byte clock rate (i.e. corresponding to VSB mode M=24) to insure that the RS decoder is capable of error correcting the corrupted deinterleaved data bytes. Thus, as maximum expected burst noise duration increases, the interleaving algorithm must spread contiguous data bytes farther apart. Alternatively, a more powerful RS code may be used, but this approach has the disadvantage of using more overhead, i.e. requiring more bytes for error correction. Also, by referencing the system to the highest byte clock rate (corresponding to 24 VSB), increased burst error protection will be provided as the VSB mode and the corresponding byte rate decrease, because the interleave pattern is effected over a given number of bytes regardless of VSB mode.

Convolutional interleave algorithms are commonly used to immunize transmitted data from burst noise. Such algorithms delay the individual bytes of successive groups of bytes by different amounts to effectively scatter the bytes over a portion or all of the data frame. Deinterleaving is effected by delaying the received bytes by opposite amounts. In implementing such a system, three parameters are of particular significance; the maximum expected burst length BL, the number of byte errors T which the RS decoder can correct and the RS block size N. As mentioned previously, there preferably are an integral number of RS blocks in the data frame so that the RS decoder can be synchronized by the frame sync signal FSYNC. By selecting an interleave block size (of which there are preferably an integral number in each frame) equal to a parameter B=BL/T and the different delays as integral multiples of the RS block size N, the RS decoder will
be able to correct the deinterleaved data for burst noise up to the maximum expected duration of BL byte clocks.

Consider the simplified example of a system in which the maximum expected burst length is 4 data byte clocks and the RS decoder is capable of correcting one data byte error in each 8 data byte RS block (i.e. BL=4, T=1, N=8). Using these parameters, the interleave block size B=BL/T=4/1=4. Convolutional interleaving is performed using these parameters such that, for each group of B=4 data bytes, the first data byte is exposed to a delay of 0, the second to a delay of 1N=8 data byte clocks, the third to a delay of 2N=16 data byte clocks and the fourth to a delay of 3N=24 data byte clocks. Deinterleaving is effected by reversing the delays such that for each group of B=4 received interleaved data bytes, the first is delayed by 3N=24 data byte clocks, the second by 2N=16 data byte clocks, the third by 1N=8 data byte clocks and the fourth by 0.

Conventional convolutional deinterleavers implementing the above algorithm comprise a memory having (B-1)N/2 memory locations. For realistic values of B and N, which are typically much larger than the values used in the simplified example given above, this leads to an impractical architecture because of the large number of shift registers required. An alternate architecture which may be employed uses a standard linear memory array for which a large number of fifo head and tail pointers must be maintained in hardware. This is a very complex task and thus highly undesirable.

These problems are solved according to the invention by using a linear memory array with an address generator for generating a repeating sequence of read-write addresses that results in correctly deinterleaving the received data. The memory array is of a relatively small size utilizing only one memory location in excess of the number required to impose the different delays on the respective data bytes of each group. This invention is described below in relation to the simplified example given above and is extended to an
implementation using more realistic parameters. This aspect of the invention is separately claimed in copending application D-6727, above.

It has been discovered that a linear memory array having \(((B-1)N/2)+1\) memory locations may be addressed by a particular sequence of read-write addresses to correctly deinterleave a convolutionally interleaved data stream. The sequence of addresses is developed by first writing a column of \(((B-1)N/2)+1\) consecutive integers beginning with 0. This is represented by the first column of the addressing matrix of FIG. 7, which is for the simplified example with B=4 and N=8. Next, a second column that is the same as the first is written except that it is rotated down by \((B-1)N/B=(3x2)=6\) rows. This is the second column in the matrix of FIG. 7. The third column is developed by rotating the second column down by \((B-2)N/B=(2x2)=4\) rows and, finally, the fourth and last column is developed by rotating the third column down by \((B-3)N/B=(1x2)=2\) rows. This matrix has a size of B=4 columns and \(((B-1)N/2)+1\)=13 rows, the number of rows being the required size of the deinterleave linear memory array. If the numbers in the matrix are read out a row at a time, they can be used as read-write addresses for application to the deinterleave memory to continuously deinterleave the received data, i.e. read out the old data at the addressed memory location and write in the new data at the same location.

A circuit for generating the address matrix of FIG. 7 is illustrated in FIG. 8. A divide by B counter 60, which is reset by FSYNC, is responsive to the byte clock from converter 38 for applying a repeating sequence of counts from a minimum number to a maximum number, e.g. from 0 to \((B-1)\), for addressing a B word ROM 62 at the byte clock rate. ROM 62 stores the B words comprising the first row of the address matrix. The carry output of divider 60 is used to clock a second divider 64 at the slower rate of byte clock/B, the division ratio of divider 64 being \(((B-1)N/2)+1\). The outputs of divider 64 and ROM 62 are summed
in an adder 66 and applied through a modulo \(((B-1)N/2)+1\) converter for addressing a linear deinterleave memory array 70 having \(((B-1)N/2)+1\) memory locations. Converter 68 preferably comprises a circuit which either couples its input signal to its output or, if the input is greater than \(((B-1)N/2)+1\), subtracts this value from the input signal before coupling it to its output.

For the simplified example described above, i.e. \(B=4\) and \(N=8\), divider 60 (÷4) repetitively generates the output count sequence 0, 1, 2, 3 for addressing and reading the four words 0, 7, 3, 1 stored in ROM 62 at the byte clock rate. Divider 64 (÷13) repetitively generates the output sequence 0, 1, 2 ... 12 at 1/4 the byte clock rate. Consequently, for each group of 4 successive byte clocks, the four words 0, 7, 3, 1 read from ROM 62 are each added to the output of divider 64 in adder 66 to produce, after processing by modulo 13 converter 68, a row of the address matrix of FIG. 7. For example, the first row 0, 7, 3, 1 of the matrix is produced during the first four byte clocks wherein 0 (from divider 64) is added to the outputs 0, 7, 3, 1 of ROM 62. During the next 4 byte clocks the value 1 (from divider 64) is added to the words 0, 7, 3, 1 generated by ROM 62 to produce the second row 1, 8, 4, 2 of the address matrix and so on until finally the last row is generated by adding 12 to each of the 4 words 0, 7, 3, 1 to produce the last row 12, 6 (=19 modulo 13), 2 (=15 modulo 13), 0 (=0 modulo 13).

Each address signal generated at the output of modulo 13 converter 68 initiates a read-write operation of RAM 70. That is, each address first causes the data byte stored at the addressed memory location to be read out on bus 72 and then the new interleaved data byte to be written into the same memory location. By following the addressing scheme disclosed herein, the data bytes read from RAM 70 will be in the correct deinterleaved format. The fact that the input data bytes are correctly deinterleaved can be seen from a close examination
of the matrix of FIG. 7. In particular, it will be recalled that convolutional interleaving is effected for each group of four data bytes by delaying the first data byte by 0, the second data byte by 8 byte clocks, the third data byte by 16 byte clocks and the fourth data byte by 24 byte clocks. Theoretically, deinterleaving is then effected by delaying the first received data byte by 24 byte clocks, the second received data byte by 16 byte clocks, the third received data byte by 8 byte clocks and the fourth received data byte by 0 byte clocks. Adding a one byte clock delay to each received data byte will not affect the deinterleaving process so that delays of 25, 17, 9, 1 data clocks are equivalent to using deinterleaving delays of 24, 16, 8, 0 data clocks. Referring to the matrix of FIG. 7, the first received data byte is written into memory location 0 of RAM 70 and read out 25 byte clocks later at column 2, row 7 (i.e. after a delay of 25 byte clocks), the second is written into memory location 7 and read out 17 byte clocks later at column 3, row 5, (i.e. after a delay of 17 byte clocks), the third is written into memory location 3 and read out 9 byte clocks later at column 4, row 3 (i.e. after a delay of 9 byte clocks) and the fourth is written into memory location 1 from which it is read out 1 byte clock later at column 1, row 2 (i.e. after a delay of 1 byte clock). It will be apparent from this analysis that the deinterleaving algorithm is correctly executed.

In an embodiment of the invention actually being constructed, BL=260 bytes, T=10 and N=208. Therefore, B=BL/T=26 bytes, which is integrally related to the frame size for all VSB modes. In the circuit of FIG. 8, divider 60 is a divide-by-26 divider (periodically reset by FSYNC) which sequentially address the 26 words of ROM 62 comprising the first row of the address matrix (0, 2401, ... 1) shown in FIG. 9. Divider 64 is a divide by 2601 divider and converter 68 is a modulo 2601 converter. Operation of this embodiment of the circuit is identical to that described for the simplified example.
It will be noted that the circuit of FIG. 8 automatically adapts to the different received VSB modes. The circuit simply operates at an increased or decreased rate in response to the byte clock as the VSB mode varies. The deinterleaved data on bus 72, together with the FSYNC and Begin RS Block signals from converter 38 are applied to RS decoder 42 which error corrects the deinterleaved data bytes. Operation of RS decoder 42 is facilitated by synchronization with FSYNC at the beginning of each data frame and by providing an integral number of RS blocks each frame regardless of the VSB mode as previously explained.

FIG. 10 shows a circuit which may be used in place of ROM 62 of FIG. 8 to generate the first row of matrix addresses. The circuit implements the following equations for generating the first row of addresses C (X):

\[
C(0) = 0 \\
C(X) = [C(X-1) - (B-X) \times N/B] \mod [(B-1)N/2 + 1],
\]

where \(X = 1, \ldots, (B-1)\).

For the simplified example (i.e. \(B=4\) and \(N=8\)) the term \(C(X)\) becomes \(C(X) = [C(X-1) - (4-X)2] \mod 13\). Thus, for example, if \(X=1\), \(C(X) = (0-6) \mod 13 = -6 \mod 13 = 7\). Similarly, for \(X=2\), \(C(X) = (7-4) \mod 13 = 3\). And finally, for \(X=3\), \(C(X) = (3-2) \mod 13 = 1\). The first row for the larger matrix may likewise be derived using these relationships. The circuit comprises an input divide by \(B\) count down divider 80 which is reset by FSYNC and clocked by the byte clock. In response to being reset, an output of divider 80 clears a latch 82. The output of divider 80 is provided in reverse order \((B-1, B-2, \ldots, 0)\) so that when it is incremented by one \((1)\) in an adder 84, the result is \((B-X)\). The variable \((B-X)\) is multiplied by \(N/B\) in a multiplier 86 to provide the expression \((B-X)N/B\). This is subtracted from the output \(C(X-1)\) of latch 82 in subtractor 88 to provide \(C(X-1) - (B-X)N/B\). Finally, the output of the subtractor is coupled by a modulo \(((B-1)N/2)+1\) circuit for temporary storage in latch 82 in response to a byte clock.
The following claims are directed to the aspect of the invention involving the data frame format for the variable size data constellations. It will be appreciated that this invention is to be limited only as defined in the claims.
The embodiments of the invention in which an exclusive property or privilege is claimed are defined as follows:

1. A method of formatting a data frame of multilevel symbols conforming to any one of a plurality of different size data constellations, comprising:
   establishing a plurality of repetitive data segments, each containing a fixed number of symbols presenting a plurality of data bytes and a data segment sync character;
   incorporating a header, including a frame sync code and a mode code identifying one of said data constellations from which the symbols of the data frame are derived in one of said data segments; and
   establishing error correction blocks and overall frame size to produce an integral number of error correction blocks and data bytes in the frame.

2. The method of claim 1 wherein there are 832 symbols per data segment, 4 of each of said 832 symbols comprising said data segment sync character, 313 data segments per frame and 207 data bytes per error correction block.

3. The method of claim 1 wherein said header constitutes the first data segment and wherein said frame sync code and said mode code comprises two level symbols.

4. The method of claim 3 wherein said data is convolutionally interleaved in groups of size N, and wherein there are an integral number of said groups in each frame regardless of the value of M.

5. The method of claim 3 wherein said error correction blocks utilize a Reed-Solomon error correction algorithm and wherein data constellations comprise M level symbols were M may be equal to at least 2, 4, 8 or 16.

6. The method of claim 3 wherein said error correction blocks utilize a Reed-Solomon error correction algorithm and wherein said data constellations comprise M level symbols where M may be equal to 24.

7. A repetitive data frame structure of multilevel symbols comprising:
a plurality of data segments each including a fixed number of M level symbols representing a plurality of data bytes and a data segment sync character, said data bytes forming a plurality of successive error correction blocks each comprising a predetermined number of said data bytes; and
the numbers of symbols per data segment, data segments per frame and data bytes per error correction block being selected such that for each of a selected plurality of values of M, the frame includes an integral number of data bytes and an integral number of error correction blocks.

8. The data frame of claim 7 wherein said data frame structure further comprises a header segment including a frame sync code and a mode code identifying the value of M for the frame.

9. The data frame of claim 8 wherein said data frame comprises 312 data segments and said one header segment, wherein each of said data and header segments comprises 832 symbols, 4 of which comprises said data segment sync character, and wherein each of said error correction blocks comprises 207 data bytes.

10. The data frame of claim 9 wherein M is equal to 24.

11. The data frame of claim 9 wherein M is equal to 2, 4, 8 or 16.

12. The data frame of claim 11 wherein said data segment sync character, said frame sync code and said mode code are all two level symbols.

13. The data frame of claim 12 wherein said data is convolutionally interleaved.

14. A method of formatting a data frame comprising:
providing a given number DS of repetitive data segments, each of said data segments containing a fixed number S of M-level symbols representing a plurality of data bytes and a data segment sync character, said data bytes being arranged in a plurality of successive error correction blocks of RS data bytes and in a plurality of successive groups of B convolutionally interleaved data bytes; and
choosing RS, B, M, S and DS such that said data frame comprises an integral number of said error correction blocks, said interleave groups and
said data bytes.

15. The method of claim 14 wherein M comprises one of a selected plurality of integer values.

16. The method of claim 15 wherein said data frame further comprises a header segment including a constellation size code defining the chosen value of M for said frame and a frame sync code.

17. The method of claim 16 wherein said data frame comprises 312 data segments and said one header segment and wherein each of said data and header segments comprises 832 symbols, 4 of which represent said data segment sync character.

18. The method of claim 16 wherein said header segment constitutes the first segment of said frame and wherein said frame sync code and said constellation size code comprise two level symbols.

19. The method of claim 18 wherein said plurality of integer values comprise at least 2, 4, 8 and 16.

20. The method of claim 18 wherein said plurality of integer values further includes 24.

21. A data receiver comprising:

   means for receiving an information signal comprising a plurality of receptive frames each comprising a given number DS of repetitive data segments, each of said data segments comprising a fixed number 8 of M-level symbols representing a plurality of data bytes and a data segment sync character, said data bytes being arranged in a plurality of successive error correction blocks of RS data bytes and in a plurality of successive groups of B convolutionally interleaved data bytes; RS, B, DS, S and M being related such that each of said data frames comprises an integral number of said error correction blocks, said interleave groups and said data bytes;

   means for detecting and quantizing said received information signal;

   and

   means for processing said detected and quantized information signal.

22. The receiver of claim 21 including means responsive to said
information signal for generating a reset signal at the beginning of each of said frames, said processing means being reset at the beginning of each of said frames in response to said reset signal.

23. The receiver of claim 22 wherein said processing means comprises a forward error correction circuit for error correcting said error correction blocks and which is reset at the beginning of each of said frames in response to said reset signal.

24. The receiver of claim 22 wherein said processing means comprises a convolutionally deinterleaver for convolutionally deinterleaving said groups of convolutionally interleaved data bytes, said convolutional deinterleaver being reset at the beginning of each of said frames in response to said reset signal.

25. The receiver of claim 21 wherein M comprises one of a selected plurality of integer values.

26. The receiver of claim 25 wherein said plurality of integer values comprise at least 2, 4, 8 and 16.

27. The receiver of claim 26 wherein said plurality of integer values further includes 24.

28. The receiver of claim 21 wherein each of said frames further comprise a header segment including a constellation size code defining the chosen value of M for said frame and a frame sync code.

29. The receiver of claim 28 wherein in said header segment constitutes the first segment of said frame and wherein said frame sync code and said constellation size code comprise two level symbols.

30. The receiver of claim 28 wherein said frame comprises 312 data segments and said one header segment and wherein each of said data and header segments comprises 832 symbols, 4 of which represent said data segment sync character.
### FIG. 1
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### FIG. 2

<table>
<thead>
<tr>
<th>VSB Mode</th>
<th>259,584</th>
<th>4.5</th>
<th>146,016</th>
<th>702</th>
<th>5616</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>259,584</td>
<td>4</td>
<td>123,792</td>
<td>624</td>
<td>4392</td>
</tr>
<tr>
<td>8</td>
<td>259,584</td>
<td>3</td>
<td>97,344</td>
<td>468</td>
<td>3744</td>
</tr>
<tr>
<td>4</td>
<td>259,584</td>
<td>2</td>
<td>64,896</td>
<td>312</td>
<td>2496</td>
</tr>
<tr>
<td>2</td>
<td>259,584</td>
<td>1</td>
<td>32,448</td>
<td>156</td>
<td>1248</td>
</tr>
<tr>
<td>FRAME SYNC CODE</td>
<td>DATA</td>
<td>ERR. DET.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td>------</td>
<td>-----------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
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<td></td>
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<td></td>
<td></td>
<td></td>
<td></td>
</tr>
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<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
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<td></td>
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<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>