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(57) Abstract: The technology relates to detecting and responding to emergency
vehicles. This may include using a plurality of microphones (152) to detect a
siren noise corresponding to an emergency vehicle and to estimate a bearing of
the emergency vehicle. This estimated bearing is compared to map information
to identify a portion of roadway on which the emergency vehicle is traveling. In
addition, information identitying a set of objects in the vehicle's environment as
well as characteristics of those objects is received from a perception system is
used to determine whether one of the set of objects corresponds to the emergency
vehicle. How to respond to the emergency vehicle is determined based on the
estimated bearing and identitied road segments and the determination of whether
one of the set of objects corresponds to the emergency vehicle. This determined
response is then used to control the vehicle in an autonomous driving mode.
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DETECTING AND RESPONDING TO SIRENS

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] The present application is a continuation of U.S. Patent Application No. 15/689,336,
filed August 29, 2017, which claims the benefit of the filing date of U.S. Provisional Patent
Application No. 62/525,423 filed June 27, 2017, the entire disclosures of which are incorporated by
reference herein.

BACKGROUND

[0002] Autonomous vehicles, such as vehicles that do not require a human driver, can be
used to aid in the transport of passengers or items from one location to another. Such vehicles may
operate in a fully autonomous mode where passengers may provide some initial input, such as a
pickup or destination location, and the vehicle maneuvers itself to that location.

[0003] In order to do so safely, these vehicles must be able to detect and identify objects in
the environment as well as respond to them quickly. This is especially true in situations involving
emergency vehicles. To detect such vehicles using visual cues can be extremely difficult, especially as
these vehicles can differ dramatically, and in many situations may actually resemble non-emergency
vehicles. Moreover, if flashing lights are not readily discernable by the autonomous vehicle’s
perception system, such as when an emergency vehicle is occluded or out of range of the vehicle’s
perception system, detection can be nearly impossible. One common feature of emergency vehicles
are the use of sirens to signal an emergency or a need for the emergency vehicles to pass through
traffic quickly. However, in some cases, an emergency vehicle may not be directly observed or
identified, even where its presence is identified through its siren. In such cases, it is critical for the
autonomous vehicle’s reaction that the inferring the emergency vehicle’s position, bearing, velocity,
and intent through detection and tracking of the siren.

BRIEF SUMMARY

[0004] One aspect of the disclosure provides a method of detecting and responding to
emergency vehicles. The method includes using, by one or more processors, a plurality of
microphones arranged at different locations on a vehicle to detect a siren noise corresponding to an
emergency vehicle; using, by the one or more processors, output from the plurality of microphones to
estimate a bearing of the emergency vehicle; comparing, by the one or more processors, the estimated
bearing to map information identifying locations of roadways subdivided into road segments in order
to identify one or more road segments which the emergency vehicle is traveling; determining, by the
one or more processors, how to respond to the emergency vehicle based on the estimated bearing and
the identified one or more road segments; and controlling, by the one or more processors, the vehicle
in an autonomous driving mode based on the determination of how to respond to the emergency

vehicle.
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[0005] In one example, the method also includes using output from the plurality of
microphones, estimating a range of the emergency vehicle and wherein determining how to respond to
the emergency vehicle is further based on the estimated range. In this example, the method also
includes using output from the plurality of microphones over time, estimating a velocity of the
emergency vehicle and wherein determining how to respond to the emergency vehicle is further based
on the estimated relative velocity. In another example, the method also includes using output from
the plurality of microphones over time, estimating a velocity of the emergency vehicle and wherein
determining how to respond to the emergency vehicle is further based on the estimated relative
velocity. In another example, controlling the vehicle includes changing from a first lane to a second
lane. In another example, controlling the vehicle includes pulling the vehicle over onto a shoulder
area. In another example, controlling the vehicle includes continuing on a current trajectory of the
vehicle. In another example, controlling the vehicle further includes decreasing a speed of the
vehicle.

[0006] Another aspect of the disclosure provides a method of detecting and responding to
emergency vehicles. The method includes using, by one or more processors, a plurality of
microphones arranged at different locations on a vehicle to detect a siren noise corresponding to an
emergency vehicle; using, by the one or more processors, output from the plurality of microphones to
estimate a bearing of the emergency vehicle; receiving, from a perception system of the vehicle,
information identifying a set of objects in the vehicle’s environment as well as characteristics of the
set of objects; determining, by the one or more processors, whether one of the set of objects
corresponds to the emergency vehicle based on the characteristics of the set of objects; determining,
by the one or more processors, how to respond to the emergency vehicle based on the estimated
bearing and the determination of whether the one of the set of objects corresponds to the emergency
vehicle; and controlling, by the one or more processors, the vehicle in an autonomous driving mode
based on the determination of how to respond to the emergency vehicle.

[0007] In one example, the characteristics include an estimated object position, and
determining whether one of the set of objects corresponds to the emergency vehicle is further based
on a comparison between the characteristics of the set of objects and the estimated bearing. In another
example, the method also includes using output from the plurality of microphones over time,
estimating a range of the emergency vehicle, and wherein the characteristics include an estimated
object position, and determining whether one of the set of objects corresponds to the emergency
vehicle is further based on a comparison between the characteristics of the set of objects and the
estimated range. In another example, the method also includes using output from the plurality of
microphones over time, estimating a velocity of the emergency vehicle, and wherein the
characteristics include an estimated object velocity, and determining whether one of the set of objects

corresponds to the emergency vehicle is further based on a comparison between the characteristics of
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the set of objects and the estimated relative velocity. In another example, the method also includes
comparing, by the one or more processors, the estimated bearing to map information identifying
locations of roadways subdivided into road segments in order to identify one or more road segments
which the emergency vehicle is traveling, and wherein determining how to respond to the emergency
vehicle is further based on the estimated bearing and the identified one or more road segments. In
another example, the method also includes identifying a first likelihood that each given object of the
set of objects is the emergency vehicle based on the characteristics of that given object, and wherein
determining whether one of the set of objects corresponds to the emergency vehicle is further based
on any first likelihoods. In another example, the method also includes identifying a second likelihood
that each given object of the set of objects is not the emergency vehicle based on the characteristics of
that given object, and wherein determining whether one of the set of objects corresponds to the
emergency vehicle is further based on any second likelihoods. In another example, the method also
includes controlling the vehicle includes stopping at an intersection when the vehicle would otherwise
have right of way to proceed through the intersection.

[0008] A further aspect of the disclosure provides a system for detecting and responding to
emergency vehicles. The system includes one or more processors configured to use a plurality of
microphones arranged at different locations on a vehicle to detect a siren noise corresponding to an
emergency vehicle; use output from the plurality of microphones over time, estimating a bearing of
the emergency vehicle; compare the estimated bearing to map information identifying locations of
roadways subdivided into road segments in order to identify one or more road segments which the
emergency vehicle is traveling; receive, from a perception system of the vehicle, information
identifying a set of objects in the vehicle’s environment as well as characteristics of the set of objects;
determine whether one of the set of objects corresponds to the emergency vehicle based on the
characteristics of the set of objects; determine how to respond to the emergency vehicle based on the
estimated bearing and the identified one or more road segments and the determination of whether one
of the set of objects corresponds to the emergency vehicle; and control the vehicle in an autonomous
driving mode based on the determination of how to respond to the emergency vehicle.

[0009] In one example, the one or more processors are also configured to use output from the
plurality of microphones to estimate a range of the emergency vehicle and wherein determining how
to respond to the emergency vehicle is further based on the estimated range. In another example, the
one or more processors are further configured to use output from the plurality of microphones to
estimating a velocity of the emergency vehicle and wherein determining how to respond to the
emergency vehicle is further based on the estimated relative velocity. In another example, the system
also includes the vehicle.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] FIGURE 1 is a functional diagram of an example vehicle in accordance with aspects
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of the disclosure.

[0011] FIGURE 2 is an example representation of map information in accordance with
aspects of the disclosure.

[0012] FIGURES 3A-3D are example external views of a vehicle in accordance with aspects
of the disclosure.

[0013] FIGURE 4 is an example view of a section of roadway corresponding to the map
information of FIGURE 2 in accordance with aspects of the disclosure.

[0014] FIGURE 3 is an example representation of bearing data in accordance with aspects of
the disclosure.

[0015] FIGURE 6 is an example representation of range data in accordance with aspects of
the disclosure.

[0016] FIGURE 7 is an example representation of relative velocity data in accordance with

aspects of the disclosure.

[0017] FIGURE 8 is a flow diagram in accordance with aspects of the disclosure.
DETAILED DESCRIPTION

OVERVIEW

[0018] The technology relates to autonomous vehicles for transporting people and/or cargo

between locations. In order to address the situations described above, in addition to the perception
system which uses lasers, radar, sonar, cameras or other sensors to detect objects in the environment,
the autonomous vehicle may be equipped with a series of microphones or microphone arrays arranged
at different locations on the vehicle. These microphones may be used, as discussed below to detect
and identify emergency vehicles providing a way to gain awareness and react to an emergency vehicle
when it is occluded or not visible to the vehicle’s perception system as well as an independent and/or
redundant way to detect an emergency vehicle when the emergency vehicle is visible or detectable by
the vehicle’s perception system.

[0019] The output of these microphones may be input into a model in order to detect
potential emergency vehicle sirens. Once a siren noise is detected by the model, the timing of the
siren noise reaching each of the microphones may be used as input to a second model in order to
provide measurements as to a likely bearing, or relative direction, of the source of the siren, or rather a
probability distribution over possible bearings. In addition, the siren noise, amplitude, and timing
may be input into a third model to provide a probability distribution over possible ranges of the source
of the siren. A fourth model may be used to estimate a probability distribution over possible
velocities of the source of the siren noise.

[0020] The information from the models may be provided to one or more computing devices
of the vehicle. These computing devices may use the estimated bearing, estimated range, and

estimated relative velocity to determine how the vehicle should react to the vehicle. However, to
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increase the usefulness of the response, the information provided by the models may be compared to
objects detected in the vehicle’s environment to determine whether any of those objects are the source
of the siren noise. Once a particular vehicle is identified as the source of the siren noise, the vehicle
may be identified as an emergency vehicle. At this point, the observed movements of this emergency
vehicle may also be considered when determining how best to respond to the emergency vehicle,
thereby further improving the usefulness of the response.

[0021] In addition to comparing the model output to information from the perception system,
the estimated bearing, estimated range, and estimated relative velocity may be compared to map
information describing roadway features in the vehicle’s environment. This may be used to identify a
likely roadway, road segment or, in some cases, even a specific lane in which the emergency vehicle
is traveling, again, even where the source is out of the range of the vehicle's perception system or
otherwise occluded. The location of the vehicle relative to the emergency vehicle (and vice versa)
may be a significant factor in determining what type of response is appropriate.

[0022] The features described herein may allow an autonomous vehicle to detect, identify,
and respond to emergency vehicles even when those emergency vehicles are not readily detectable by
the vehicle’s perception system. When a siren sound is detected, the use of multiple locations for the
microphones may allow the vehicle’s computers to not only detect a siren, but also to estimate a
relative direction, heading and velocity of the source of the siren. This may provide the computing
devices of the vehicle with critical information for determining how to react to the siren noise. In
addition, the comparison of the direction, heading and velocity of the source of the siren to identified

vehicles and map information may allow the computing devices to further improve the response of the

vehicle.
EXAMPLE SYSTEMS
[0023] As shown in FIGURE 1, a vehicle 100 in accordance with one aspect of the

disclosure includes various components. While certain aspects of the disclosure are particularly
useful in connection with specific types of vehicles, the vehicle may be any type of vehicle including,
but not limited to, cars, trucks, motorcycles, busses, recreational vehicles, etc. The vehicle may have
one or more computing devices, such as computing devices 110 containing one or more processors
120, memory 130 and other components typically present in general purpose computing devices.

[0024] The memory 130 stores information accessible by the one or more processors 120,
including instructions 132 and data 134 that may be executed or otherwise used by the processor 120.
The memory 130 may be of any type capable of storing information accessible by the processor,
including a computing device-readable medium, or other medium that stores data that may be read
with the aid of an electronic device, such as a hard-drive, memory card, ROM, RAM, DVD or other
optical disks, as well as other write-capable and read-only memories. Systems and methods may

include different combinations of the foregoing, whereby different portions of the instructions and
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data are stored on different types of media.

[0025] The instructions 132 may be any set of instructions to be executed directly (such as
machine code) or indirectly (such as scripts) by the processor. For example, the instructions may be
stored as computing device code on the computing device-readable medium. In that regard, the terms
"instructions" and "programs” may be used interchangeably herein. The instructions may be stored in
object code format for direct processing by the processor, or in any other computing device language
including scripts or collections of independent source code modules that are interpreted on demand or
compiled in advance. Functions, methods and routines of the instructions are explained in more detail
below.

[0026] The data 134 may be retrieved, stored or modified by processor 120 in accordance
with the instructions 132. As an example, data 134 of memory 130 may store predefined scenarios.
A given scenario may identify a set of scenario requirements including a type of object, a range of
locations of the object relative to the vehicle, as well as other factors such as whether the autonomous
vehicle is able to maneuver around the object, whether the object is using a turn signal, the condition
of a traffic light relevant to the current location of the object, whether the object is approaching a stop
sign, etc. The requirements may include discrete values, such as “right turn signal is on” or “in a right
turn only lane”, or ranges of values such as “having an heading that is oriented at an angle that is 30 to
60 degrees offset from a current path of vehicle 100.” In some examples, the predetermined scenarios
may include similar information for multiple objects.

[0027] The one or more processor 120 may be any conventional processors, such as
commercially available CPUs. Alternatively, the one or more processors may be a dedicated device
such as an ASIC or other hardware-based processor. Although FIGURE 1 functionally illustrates the
processor, memory, and other elements of computing devices 110 as being within the same block, it
will be understood by those of ordinary skill in the art that the processor, computing device, or
memory may actually include multiple processors, computing devices, or memories that may or may
not be stored within the same physical housing. Similarly, the memory may be a hard drive or other
storage media located in a housing different from that of computing devices 110. Accordingly,
references to a processor or computing device will be understood to include references to a collection
of processors or computing devices or memories that may or may not operate in parallel.

[0028] Computing devices 110 may all of the components normally used in connection with
a computing device such as the processor and memory described above as well as a user input 150
(e.g., a mouse, keyboard, touch screen and/or microphone) and various electronic displays (e.g., a
monitor having a screen or any other electrical device that is operable to display information). In this
example, the vehicle includes a series of microphones 152 or microphone arrays arranged at different
locations on the vehicle. As shown, microphone arrays are depicted as separate from the perception

system 172 and incorporated into the computing system 110. However all or some of microphones
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152 may be incorporated into the perception system 172 or may be configured as a separate system.
In this regard, the microphones may be considered independent computing devices operated via a
microconirolier which sends sigoals to the computing devices 110,

[0029] In one example, computing devices 110 may be an autonomous driving computing
system incorporated into vehicle 100. The autonomous driving computing system may capable of
communicating with various components of the vehicle. For example, returning to FIGURE 1,
computing devices 110 may be in communication with various systems of vehicle 100, such as
deceleration system 160 (for controlling braking of the vehicle), acceleration system 162 (for
controlling acceleration of the vehicle), steering system 164 (for controlling the orientation of the
wheels and direction of the vehicle), signaling system 166 (for controlling turn signals), navigation
system 168 (for navigating the vehicle to a location or around objects), positioning system 170 (for
determining the position of the vehicle), perception system 172 (for detecting objects in the vehicle's
environment), and power system 174 (for example, a battery and/or gas or diesel powered engine) in
order to control the movement, speed, etc. of vehicle 100 in accordance with the instructions 132 of
memory 130 in an autonomous driving mode which does not require or need continuous or periodic
input from a passenger of the vehicle. Again, although these systems are shown as external to
computing devices 110, in actuality, these systems may also be incorporated into computing devices
110, again as an autonomous driving computing system for controlling vehicle 100.

[0030] The computing devices 110 may control the direction and speed of the vehicle by
controlling various components. By way of example, computing devices 110 may navigate the
vehicle to a destination location completely autonomously using data from the map information and
navigation system 168. Computing devices 110 may use the positioning system 170 to determine the
vehicle's location and perception system 172 to detect and respond to objects when needed to reach
the location safely. In order to do so, computing devices 110 may cause the vehicle to accelerate
(e.g., by increasing fuel or other energy provided to the engine by acceleration system 162), decelerate
(e.g., by decreasing the fuel supplied to the engine, changing gears, and/or by applying brakes by
deceleration system 160), change direction (e.g., by turning the front or rear wheels of vehicle 100 by
steering system 164), and signal such changes (e.g., by lighting turn signals of signaling system 166).
Thus, the acceleration system 162 and deceleration system 160 may be a part of a drivetrain that
includes various components between an engine of the vehicle and the wheels of the vehicle. Again,
by controlling these systems, computing devices 110 may also control the drivetrain of the vehicle in
order to maneuver the vehicle autonomously.

[0031] As an example, computing devices 110 may interact with deceleration system 160
and acceleration system 162 in order to control the speed of the vehicle. Similarly, steering system
164 may be used by computing devices 110 in order to control the direction of vehicle 100. For

example, if vehicle 100 configured for use on a road, such as a car or truck, the steering system may
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include components to control the angle of wheels to turn the vehicle. Signaling system 166 may be
used by computing devices 110 in order to signal the vehicle's intent to other drivers or vehicles, for
example, by lighting turn signals or brake lights when needed.

[0032] Navigation system 168 may be used by computing devices 110 in order to determine
and follow a route to a location. In this regard, the navigation system 168 and/or data 134 may store
map information, e.g., highly detailed maps that computing devices 110 can use to navigate or control
the vehicle. As an example, these maps may identify the shape and elevation of roadways, lane
markers, intersections, crosswalks, speed limits, traffic signal lights, buildings, signs, real time traffic
information, vegetation, or other such objects and information. The lane markers may include
features such as solid or broken double or single lane lines, solid or broken lane lines, reflectors, etc.
A given lane may be associated with left and right lane lines or other lane markers that define the
boundary of the lane. Thus, most lanes may be bounded by a left edge of one lane line and a right
edge of another lane line.

[0033] The perception system 172 also includes one or more components for detecting
objects external to the vehicle such as other vehicles, obstacles in the roadway, traffic signals, signs,
trees, etc. For example, the perception system 172 may include one or more LIDAR sensors, sonar
devices, radar units, cameras and/or any other detection devices that record data which may be
processed by computing devices 110. The sensors of the perception system may detect objects and
their characteristics such as location, orientation, size, shape, type (for instance, vehicle, pedestrian,
bicyclist, etc.), heading, and speed of movement, etc. The raw data from the sensors and/or the
aforementioned characteristics can be quantified or arranged into a descriptive function, vector, and or
bounding box and sent for further processing to the computing devices 110 periodically and
continuously as it is generated by the perception system 172. As discussed in further detail below,
computing devices 110 may use the positioning system 170 to determine the vehicle's location and
perception system 172 to detect and respond to objects when needed to reach the location safely.
[0034] FIGURE 2 is an example of map information 200 for a section of roadway. The map
information 200 includes information identifying the shape, location, and other characteristics of
various road features proximate to intersection 202. In this example, the map information 200
information defining the shape and location of lanes 210-219 as well as shoulder areas 220 and 222.
In this example, the map information 200 includes information identifying lane lines 230-234 which
define the lanes 210-212 as well as shoulder area 220. Lanes 211, 212, 215 and 216 have the same
direction of traffic flow (in an eastward direction), while lanes 210 and 217 have a different traffic
flow (in a westward direction). Lanes 219 and 213 have a southward direction of traffic flow, and
lanes 214 and 218 have a northward traffic flow. In addition, when a vehicle is traveling in lanes 211
and 212, solid line (white bar) 240 may be used to define a bound of intersection 202 and/or a location

at which a vehicle which does not currently have a right of way to pass through intersection from lane
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211 or 212 must stop before proceeding. All this information may be included in the map information
200 for the area proximate to intersection 202.

[0035] The map information may identify lanes or portions of lanes as individual road
segments which connect together in a grid or roadgraph. In this regard, given the simple nature of
each of lanes 211-219, in this example, each of these “lanes” as shown in FIGURE 2 may be
considered a road segment. Of course, the road segments of the map information may actually be
much smaller, for instance on the order of a few meters or more or less.

[0036] Although the example of map information 200 includes only a few road features, for
instance, lane lines, shoulder areas, an intersection, and lanes and orientations, map information 200
may also identify various other road features such as traffic signal lights, crosswalks, sidewalks, stop
signs, yield signs, speed limit signs, road signs, etc. Although not shown, the map information may
also include information identifying speed limits and other legal traffic requirements, such as which
vehicle has the right of way given the location of stop signs or state of traffic signals, etc.

[0037] Although the detailed map information is depicted herein as an image-based map, the
map information need not be entirely image based (for example, raster). For example, the detailed
map information may include one or more roadgraphs or graph networks of information such as
roads, lanes, intersections, and the connections between these features. Each feature may be stored as
graph data and may be associated with information such as a geographic location and whether or not it
is linked to other related features, for example, a stop sign may be linked to a road and an intersection,
etc. In some examples, the associated data may include grid-based indices of a roadgraph to allow for
efficient lookup of certain roadgraph features.

[0038] FIGURES 3A-3D are examples of external views of vehicle 100. As can be seen,
vehicle 100 includes many features of a typical vehicle such as headlights 302, windshield 303,
taillights/turn signal lights 304, rear windshield 305, doors 306, side view mirrors 308, tires and
wheels 310, and turn signal/parking lights 312. Headlights 302, taillights/turn signal lights 304, and
turn signal/parking lights 312 may be associated the signaling system 166. Light bar 307 may also be
associated with the signaling system 166. Housing 314 may house one or more sensors, such as
LIDAR sensors, sonar devices, radar units, cameras, etc. of the perception system 172, though such
sensors may also be incorporated into other areas of the vehicle as well.

[0039] FIGURES 3A-3D also include microphones 152 (or 152a-152d) arranged at different
locations on the vehicle. These microphones may be considered "passive microphones” in that the
microphones do not need to include an emitter (such as those used in sonar devices). In use, the
actual spacing of the microphones should be reasonably close to expected wavelengths of siren noises
for the area (for instance, as different states and countries may use different siren noises) to avoid
spatial aliasing or ambiguity. In this regard, given such frequencies, the microphones may be located

for example, on the order of 1/2 wavelength, apart from one another, in order to be able to compute
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direction from the relative phase of the sound waves that reach each microphone or rather the time
difference of arrival. For instance, for emergency vehicles in California, a 6 cm distance may be
appropriate. This relatively-small spacing may be achieved within a single set of microphones or
microphone array, such as microphones 152a, arranged at the front end of the vehicle 100. In that
regard, as noted above, microphones 152 (including 152a-152d) may actually include sets of
microphones or microphone arrays. However, because microphones are directional, in other words an
array on the front end of a vehicle does not hear sounds behind the vehicle well, more than one set of
microphones or array may be used. In this regard a second set of microphones 152b may be located at
the rear of the vehicle 100. Additional microphone arrays, such as microphones 152c¢ and 152d,
oriented away from the sides of the vehicle (left and right) may also be used.

[0040] Although not shown in the FIGURES, in addition or alternatively, microphone arrays
may be placed microphones around a roof panel of a vehicle, such as around the circumference of the
housing 314 (depicted here as a dome). This may achieve both goals (arrays of closely spaced
microphones oriented towards different directions relative to the vehicle) simultaneously, but the
microphone arrays would have to be placed in order to limit occlusion of sensors within the dome.
[0041] The instructions 132 may include a plurality of models for estimating characteristics
of siren noises. A first model may be configured to detect siren noise from any sounds received at the
microphones. For instance, the output of the microphones may be input into the first model in order
to identify whether or not the output of the microphones includes a siren noise. In this regard, the first
model may include a model which provides a likelihood of the output of the microphone including a
siren noise for different types of noise.

[0042] The instructions 132 may also include a second model that can be used to estimate a
bearing of a siren noise. For instance, the timing of the siren noise reaching each of the microphones
may be measured to provide measurements as to a likely bearing, or relative direction, of the source of
the siren, or rather a probability distribution over possible bearings.

[0043] The instructions 132 may also include a third model. This third model may use the
microphone output, previously determined to include siren noise by the first model, as well as timing
and amplitudes of the siren noise as input. With regard to the amplitudes, the presence and intensity
of higher-frequency harmonics of a siren may also provide some indication of range, since the
frequencies drop off ai different rates. In some examples, the model may also vse the estimated
bearing and estimated range as input. In this regard, the third model may include a model which uses
all or some the aforementioned inputs to provide a probability distribution over possible ranges
(distances) of the source of the siren.

[0044] The instructions 132 may also include a fourth model. This fourth model may use the
siren noise and timing collected over time to estimate a probability distribution over possible relative

velocities of the source of the siren noise. For instance, using the change in bearing over time may
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provide an estimate of the relative velocity. In addition or alternatively, the model may include a
neural net trained to predict likelihood over relative velocities from a snippet of the siren sound. This
snipped may be , such as 0.5 second, 1.0 second, 2.0 seconds, 3.0 seconds, 4.0 seconds or more or
less. The net may be able to extract relative velocity from the change in amplitude as well as changes
in the harmonics, and in some cases, from Doppler shifts of the siren frequencies.

[0045] One or more of the models described above may include learned models, for instance,
those that utilize machine learning, such as classifiers. For instance, one or more classifiers may be
used to detect the siren noise, estimate a bearing, estimate a range, and estimate a relative velocity. In
other examples, rather than using all or some classifiers, the models may include one or more neural
nets, such as those discussed above to estimate relative velocities, or trackers, such as a Kalman filter
or those that take in estimated bearings and estimated ranges, and/or corresponding probability
distributions, over time, and output other state estimates, such as estimated relative velocities. In still
other examples, estimated bearings may be determined using various algorithms such as a generalized
cross correlation phase transform. In another example, estimated range may be computed analytically
from the amplitude of the pressure sensed by the microphones because using the knowledge a range
of siren volumes at a fixed distance and that pressure falls off like 1 / range.

[0046] Moreover, the examples described herein utilize four separate models, however, the
models may be implemented as a single classifier to detect a siren noise, estimate a bearing, estimate a
range, and estimate a relative velocity, or a plurality of models. For instance, a first model may detect
a siren, and a second model may be used to estimate a bearing, estimate a range, and estimate a
relative velocity. In another instance, a first model may detect a siren, a second model may be used to
estimate a bearing and estimate a range, and a third model may be used to estimate a relative velocity
[0047] Where needed to set up some of the models, some measure of ground truth data may
be extracted from a large set of logs. This may include, for instance, manually labeled instances of
real siren noises and no sirens as well as manually labeled or verified examples of which vehicle is
generating the siren etc. At least some aspects of this labeling can be automated using visual
detection, such as by systems that utilize templates or image matching to identify particular types of
objects from camera images or laser point clouds. For instance, if there is a label that a siren is
present at time T, and at the same time the visual detection identifies one and only one vehicle as
being an emergency vehicle with flashing lights, using an assumption that the vehicle was the source
of the siren, the details of the vehicle, position, velocity, etc. over time, may be used to label the
siren's relative and/or absolute position, velocity, etc. over time.

EXAMPLE METHODS

[0048] In addition to the operations described above and illustrated in the figures, various
operations will now be described. It should be understood that the following operations do not have

to be performed in the precise order described below. Rather, various steps can be handled in a
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different order or simultaneously, and steps may also be added or omitted.

[0049] As noted above, computing devices 110 may control the movement of vehicle 100
though its environment. FIGURE 4 is an example of vehicle 100 maneuvering on a portion of
roadway 400 corresponding to the area of map information 200. In this regard, intersection 402
corresponds to intersection 202, lanes 410-419 correspond to lanes 210-219, shoulder areas 420 and
422 correspond to shoulder areas 220 and 222, lane lines 430-434 correspond to lane lines 230-234,
and solid line 440 corresponds to solid line 240. Thus, in this example, vehicle 100 is approaching
intersection 402 from lane 412 on a trajectory that will take vehicle 100 into intersection 404 to
proceed towards lane 415 or alternatively, to make a right turn into lane 413.

[0050] In this example, the vehicle’s perception system 172 may provide the computing
devices 110 with information about the vehicle’s environment. This may include the location of
objects such as lane lines 430-434 and solid line 440, which have a corresponding feature in the map
information 200, as well as objects such as vehicles 451-454. The characteristics of these different
objects, including their shape, location, heading, velocity, etc. may be provided by the perception
system 172 to the computing devices 110.

[0051] As the vehicle moves around, the output of the microphones 152 may be fed into the
first model order to detect potential emergency vehicle sirens. This may be done by the computing
devices 110 or one or more computing devices of the perception system 172. Once a siren noise is
detected by the first model, further processing may be performed to determine additional
characteristics of the source of the siren noise.

[0052] For instance, the timing of the siren noise reaching each of the microphones 152 may
be measured and input into the second model to provide measurements as to a likely bearing, or
relative direction, of the source of the siren, or rather a probability distribution over possible bearings.
For instance, the microphones 152 may be time synchronized in order to provide an estimated bearing
of the source or what direction the siren is coming from relative to the vehicle. This may include a
probability of the siren noise emanating from a plurality of different directions around the vehicle (i.e.
from 0 to 360 degrees around the vehicle). The direction or range of directions, for instance a 5
degree or more or less range, with the highest probability may be considered to be an estimated
bearing for the source of the siren noise. In addition or alternatively, the relative amplitude of the
siren noise can be used as an indication of bearing of a source of a siren noise. For example, a siren in
front of the vehicle, may sound louder at microphones 152a arranged at the front of the vehicle than at
microphones 152b arranged at the rear of the vehicle.

[0053] FIGURE 5 provides an example representation 500 of bearing data for a siren noise
determined using the timing as described above. For different bearings within a 360 degree radius
around the vehicle, the bearing data may include a probability or likelihood value. In this example,

the bearings are shown across ranges of 90 degrees represented by bearing ranges 510, 520, 530 and
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540. Each of these bearing ranges represents a different relative direction around the vehicle: front
(bearing range 510), left side (bearing range 540), rear (bearing range 530), and right side (bearing
range 520). Of course, larger or smaller ranges may also be used, such as 180, 45 degrees, degrees, 30
degrees, 15 degrees, 10 degrees, 1 degree, 0.5 degree, and so on. The likelihood values may range on
a scale of 0 to 1, 0 being less likely and 1 being more likely to represent a bearing of the source of the
siten noise. In this example, bearing range 510 has a 0.10 likelihood value, bearing range 520 has a
0.1 likelihood value, bearing range 530 has a 0.7 likelihood value, and bearing range 540 has a 0.1
likelihood value. Thus, in this example, bearing range 530, having the highest likelihood value may
be selected or identified as an estimated bearing for the source of the siren noise. In that regard, the
source of the siren noise, at least in the example representation 500, is likely located behind vehicle
100.

[0054] In addition, the siren noise and timing may be input into the third model to provide a
probability distribution over possible ranges (or distances from the vehicle) of the source of the siren.
Again, this may be done by the computing devices 110 or one or more computing devices of the
perception system 172. For instance, the timing for several seconds of output, such as 0.1 second, 1.0
second, 2.0 seconds, 3.0 seconds, 4.0 seconds or more or less, from the microphones may be used to
estimate a range of the source of the siren noise relative to the vehicle for a plurality of different
ranges. Filtering this information over time may provide an improved estimated range. The range or
a range of distances, such as (.25 miles or more or less, across a plurality of different ranges, may be
identified as an estimated range for the source of the siren noise.

[0055] FIGURE 6 provides an example representation 600 of range (distance) data for a
siren noise determined using the second model as described above. For different ranges, or really
ranges of distances, from the vehicle, the range data may include a likelihood value. In this example,
the distances are shown across ranges of (.25 mile represented by ranges 0-0.25 mile, 0.25-0.50 mile,
0.50-0.75 mile, 0.75-1.00 mile, 1.00 mile or more. As noted above, the size of these ranges may be
greater or smaller (0.01 mile or 0.5 mile), defined in other scales (such as meters), and so on. In
addition, although the ranges in the example of FIGURE 6 extend to 1 mile or more, and the “top
end” of a range of distances may be somewhat smaller, for instance 0.2 to 0.25 mile, depending upon
the sensitivity of the microphone and accuracy achievable by the third model. In still other examples,
the ranges may continue well beyond 1 mile, for instance to 2, 5, 10, or more miles away from the
vehicle.

[0056] Although depicted in FIGURE 6 as being from the front of the vehicle, the distances
may be in any direction, including for instance the direction (or range of directions) for the estimated
bearing. Again, the likelihood values may range on a scale of 0 to 1, 0 being less likely and 1 being
more likely to represent a distance of the source of the siren noise. In this example, range 0-0.25 mile

has a 0.5 likelihood value, range 0.25-0.50 mile has a 0.2 likelihood value, range 0.50-0.75 mile has a
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0.1 likelihood value, range 0.75-1.00 mile has a 0.1 likelihood value, and range 1.00 mile or more has
a 0.1 likelihood value. Thus, in this example, range 0-0.25 mile, having the highest likelihood value
may be selected or identified as an estimated range for the source of the siren noise. In that regard,
the source of the siren noise, at least in the example representation 600, is likely located with 0.25
miles of vehicle 100.

[0057] In other examples, rather than providing likelihood values for ranges of distances, the
third model may output an estimated range as a range of distances that meets a threshold likelihood or
confidence value. For example, the third model may provide a range of distances that that
corresponds to at least a 0.95 (or 95%) likelihood, or more or less, of the source of the siren noise
being within that range of distances. For instance, for a source siren noise that is very nearby the
vehicle, the range of distances may be on the order of 0 to 50 meters from the vehicle or more or less.
For a source of a siren noise that is fairly distant from the vehicle, the range may be, e.g, 100 to 400
meters from the vehicle or more or less. Because the pressure from sound waves of a siren noise
hitting the microphones 152 drops off approximately by a rate of the inverse of the distance from the
microphones 152 to the source of the siren noise (or 1/range), the range of distances which meet the
threshold likelihood value (or confidence) will likely be smaller when the source of the siren noise is
closer to the vehicle and larger when the source of the siren noise is farther away from the vehicle.
[0058] These range estimates may be fairly inaccurate, with relatively large errors, for
instance on the order of 1.5X to 2X (where X represents an estimated range or distance). However,
despite these large errors, the estimated range may assist the vehicle’s computing devices to determine
if the source of a siren noise is too far away to react to (on the order of a quarter of mile or more). At
the same time, the second model may also provide an estimate of the range rate, or how fast the siren
noise is getting louder or softer. This may assist the computing devices 110 in determining whether
the source of the siren noise is getting closer or farther (towards or away estimate) which can be used
to determine how to respond to the emergency vehicle. In the example of FIGURE 6, the towards or
away estimate may indicate that the emergency vehicle is moving towards the vehicle 100.

[0059] The fourth model may also be used to estimate a probability distribution over possible
relative velocities of the source of the siren noise using the siren noise and timing collected over time.
In some examples, initial estimate may be compared to the map information in order to refine the
estimate, for instance based on map constraints (such as speed limits, etc.). Again, may be done by
the computing devices 110 or one or more computing devices of the perception system 172. By
filtering this information over time may provide an estimated relative and/or absolute velocity of the
source of the siren noise.

[0060] FIGURE 7 provides an example representation 700 of relative velocity data for a
siren noise determined using the third model as described above. For different velocities, or really

ranges of velocities relative to the vehicle, the relative velocity data may include a likelihood value.
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In this example, the velocities are shown across ranges of 10 miles per hour relative to the vehicle
represented by ranges less than -20 mph, -20 - -10 mph, -10-0 mph, 0-10 mph, 10-20 mph, and greater
than 20 mph. Of course, additional ranges (20-30, -20 - -30, 6and so on) as well as larger (20 mph) or
smaller (1 mph) ranges may also be used. Moreover, as shown in the example of FIGURE 7, the
ranges may even include negative values to indicate that the source of the siren noise is moving away
from the vehicle and positive values to indicate that the source of the siren noise is moving towards
the vehicle.

[0061] Again, the likelihood values may range on a scale of O to 1, 0 being less likely and 1
being more likely to represent a velocity of the source of the siren noise. In this example, range -20 or
less has a 0.1 likelihood value, range -20 - -10 mph has a 0.1 likelihood value. range 0-10 mph mile
has a 0.5 likelihood value, range 10-20 mph has a 0.1 likelihood value, an range 1 greater than 20 mph
has a 0.1 likelihood value. Thus, in this example, the relative velocity, having the highest likelihood
value may be selected or identified as an estimated relative velocity for the source of the siren noise.
In that regard, the source of the siren noise, at least in the example representation 700, is likely to be
traveling at 0-10 mph relative to vehicle 100 and towards vehicle 100 (as opposed to away or
negative), or very close to the same speed as vehicle 100.

[0062] In some examples, the first model may be used to identify exactly what part of the
sound received at the microphone corresponds to a siren noise. In other words, the first model may be
used to identify what small range of frequencies versus time correspond to a siren noise. This can
reduce the amount of information fed to the second, third and fourth models which is unrelated to the
siren noise (i.e. interference from sounds like wind noise or noise from nearby vehicles).

[0063] The information from the models as well as any of the estimated characteristics may
be provided to the one or more computing devices 110. These computing devices may use the
bearing data, range data, relative velocity data, estimated bearing, estimated range, towards or away
estimate, and estimated relative velocity to determine how the vehicle should react to the vehicle.
Combining the examples of FIGURES 5-7, the computing devices may determine that the source of
the siren noise is located towards the rear of vehicle 100 (within bearing range 530), located at a range
of 0-0.25 miles away from the vehicle 100, and traveling at 0-10 mph relative to vehicle 100
“towards” (approaching) vehicle 100. However, to increase the usefulness of the response, the
information provided by the models may be compared to objects detected in the vehicle’s
environment to determine whether any of those objects are the source of the siren noise.

[0064] For instance, as noted above, the perception system may detect and identify objects
within the range of the sensors of the perception system. Over time, the perception system may also
determine characteristics of those objects, such as which of the objects are vehicles as well as the
heading, location, and relative velocity of each object. This information may be compared with the

estimated bearing, estimated range, and estimated relative velocity for the source of the siren noise in
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order to identify which if any detected vehicles may be the source of the siren noise. This may be
done iteratively for every identified vehicle in order to produce a likelihood that it is the source of the
siren noise. At the same time, the computing devices may produce a likelihood that every identified
vehicle is not producing the siren. This may be an important value where the emergency vehicle is
out of the range or otherwise occluded.

[0065] Returning to the example of FIGURE 4, comparing the estimated characteristics of
the source of the siren noise with the objects identified as vehicles as detected and determined by the
perception system 172, the computing devices 110 may estimate a likelihood of each of the detected
vehicles being the source of the siren noise. For instance, the computing devices 110 may iterate
through all of the identified vehicles 450-454 and determine a likelihood value based on the estimates
that the source of the siren noise is located towards the rear of vehicle 100 (within bearing range 530),
located at a range of 0-0.25 miles away from the vehicle 100, and traveling at 0-10 mph relative to
vehicle 100. The likelihood value of other vehicles in front of the vehicle 100, or vehicles 452-454 is
relatively low, for instance (.1 or more or less, since the source of the siren noise is located towards
the rear of vehicle 100. At the same time, the likelihood values of the vehicles towards the rear of
vehicle 100, or vehicles 450 and 451, is relatively high, for instance (.5 or more or less, given the
estimated bearing. The likelihood values of vehicles 450 and 451 may also differ based on the
estimated range and estimated relative velocity. For instance, the likelihood value of vehicle 450 may
be higher than the likelihood value of vehicle 451, as vehicle 450 may be moving at a velocity that is
within 10 mph of the velocity of vehicle 100 whereas the vehicle 451 may be traveling at a much
higher relative velocity, such as 20 mph greater than the velocity of vehicle 100.

[0066] While the example above relies on the data selected to be the estimated bearing,
estimated range, or estimated relative velocity, the likelihood values for the objects in the vehicle’s
environment may alternatively be determined not by the data selected to be the estimated bearing,
estimated range, or estimated relative velocity, but rather all of the bearing data, range data, and
relative velocity data.

[0067] In some examples, the siren noise may be detected (for instance, using the first model
as discussed above), before the source of the siren noise is actually detected by the vehicle’s detection
system. In such cases, once an object detected by the perception system is then identified as the
source of the siren noise, prior model output (such as estimated bearing, estimated range, and
estimated relative velocity), can be used to hypothesize where the emergency vehicle was coming
from, for instance using the map information as well as information about areas within range of the
perception system which may have previously been occluded. This may be used to improve the
estimate of which object or vehicle is the source (or is not the source) of the siren noise.

[0068] Once a particular vehicle is identified as the source of the siren noise, the vehicle may

be identified as an emergency vehicle. At this point, the observed movements of this emergency
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vehicle may also be considered when determining how best to respond to the emergency vehicle,
thereby further improving the usefulness of the response. Again, returning to the examples discussed
above, given the likelihood values, the computing devices 110 may identify vehicle 450 as the source
of the siren noise. In this regard, the computing devices 110 may observe the movement of the
emergency vehicle 450 and use this information to determine how best to respond. Of course, in
some examples, there may be no other vehicles detected by the perception system 172 or all of the
other vehicles may have likelihood values that are too low or do not meet a minimum likelihood value
threshold to be identified as an emergency vehicles. In such cases, the computing devices 110 may
determine that the source of the emergency vehicle is simply not within range of the perception
system 172 or is otherwise occluded, for instance, located behind an object such as another vehicle,
structure, etc.

[0069] In the example, of FIGURE 4, vehicle 100 may simply pull onto the shoulder area
420 and stop or slow down. Alternatively, if vehicle 100 is traveling too quickly to safely pull onto
the shoulder area 420, or if the vehicle was going to make a right turn at the intersection 404, the
vehicle may continue to make the right turn into lane 413 if doing so would not impede the movement
of the emergency vehicle 450 (such as where it would be faster and safe to turn than pull over because
the shoulder area is very narrow, occupied, or ends quickly). In another alternative, if the shoulder
area 420 is already occupied, it may be safer for vehicle 100 to change from lane 412 to lane 411 and
allow the emergency vehicle 450 to proceed passed vehicle 100 and into the intersection 404.

[0070] In addition to comparing the estimated characteristics to information from the
perception system, these characteristics may be compared to map information describing roadway
features in the vehicle’s environment. This may be used to identify a likely roadway, road segment or,
in some cases, even a specific lane in which the emergency vehicle is traveling, again, even where the
source is out of the range or otherwise occluded. For instance, the vehicle’s computing devices may
be able to identify a road segment or segments ahead of the vehicle on the same road, a road segment
or segments behind the vehicle on same road, road segment or road segments on a crossing street, and
event road segment or segments on a road that does not intersect (or at least intersect nearby) the
current trajectory of the vehicle. Identifying a road segment may include, for example, modeling
probability over a plurality of roadways or road segments, not just identify the single most likely.
[0071] For instance, comparing the estimated bearing, estimated range, and estimated
relative velocity to the example of FIGURE 2, the computing devices 110 may determine that the
source of the emergency vehicle is most likely to be located on the road segments corresponding to
lanes 210, 211, and 212.

[0072] Using the map information may thus provide an even better estimate of how the
vehicle should respond. Of course, if such map information is not available, using cues about whether

the emergency vehicle is in front of or behind, to the left or right, or approaching or receding from the
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vehicle may also be useful.

[0073] In some instances, beamforming may be used to focus the microphones on listening
on locations that are most relevant to emergency vehicles. This may be done before or after a siren is
identified. For instance, the map information and information from the perception system may also be
used to beamform the microphones to focus listening on locations that are most relevant to emergency
vehicles. This may include, for example, roadways or near potential flashing light detections (as
identified by the perception system or by using information from the perception system). At the same
time, beamforming may be used to ignoring interfering sounds from other locations, such as tree
rustling, wind noise, vibrations of the vehicle itself, nearby construction, etc. As an example, for each
array of the microphones, one beam may be formed straight ahead, one offset 60 deg left, and one
offset 60 deg right. The first model may be used on the sound produced from each formed beam.
Beamforming can increase signal-to-noise ratio quite substantially, which should, for example,
increase the detection range of the microphones. In addition, the beam in which the model gives the
highest likelihood of including a siren may be used as an indication of the approximate bearing.

[0074] In addition, the output of the second model can be used to beamform the microphones
in order to focus on each direction in which there was a peak in probability of the siren noise
emanating from that direction. By doing so, the increased signal-to-noise ratio may provide a more
accurate estimation of the bearing of the siren noise. This, in turn, may provide for more accurate
estimates of range and velocity.

[0075] As noted above, this additional processing may be useful in a variety of
circumstances. The location of the vehicle relative to the emergency vehicle (and vice versa) may be
a significant factor in determining what type of response is appropriate. As such if the emergency
vehicle is behind the vehicle, it may be most appropriate to pull over. In the emergency vehicle is
oncoming or in front of and moving towards the vehicle, whether the vehicle should pull over or not
depends on the physical surroundings, such as whether or not there is a median. Similarly, if the
source of the siren is coming from the side (left or right) of the vehicle as the vehicle approaches an
intersection, the best response may be to slow down dramatically or even stop before the intersection,
even where the vehicle would otherwise be free to pass through the intersection, such as when a light
is green or when cross traffic has a stop or yield sign. At the same time, if the sound is coming from a
neighboring, or for instance parallel street, responding by changing behavior of the vehicle may not
actually be appropriate.

[0076] Again, by having estimated characteristics of a source of a siren, the computing
devices 110 may better control the reactive behavior of the vehicle 100. For instance, returning to
FIGURE 4, if vehicle 450 is identified as an emergency vehicle, the computing devices 110 may
control vehicle 100 to immediately pull over onto shoulder area 420, change to lane 411, or make a

right turn as discussed in the examples above. If vehicle 451 is identified as an emergency vehicle,
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the computing devices 110 may control vehicle 100 to continue on the current trajectory at the same
or slower speed or to pull over onto shoulder area 420. If vehicle 452 is identified as an emergency
vehicle, the computing devices 110 may control vehicle 100 to stop at solid line 440 and/or before the
intersection 404, even where the vehicle 100 otherwise would have had the right of way to proceed
through the intersection. As an example instance, vehicle 100 may have the right of way where
vehicle 452 was subject to a stop sign and vehicle 100 was not or where vehicle 100 currently has a
green light (go) for intersection 404 and vehicle 452 has a red line (stop) for intersection 404. If
vehicle 453 is identified as an emergency vehicle, the computing devices 110 may control vehicle 100
to continue on the current trajectory at the same or slower speed. In this example, vehicle 100 should
continue on the current trajectory as vehicle 453 has already crossed over the vehicle 100’s trajectory.
If vehicle 454 is identified as an emergency vehicle, the computing devices 110 may control vehicle
100 to continue on the current trajectory at the same or slower speed. In this case, slowing down and
proceeding with caution may be an appropriate response wherein vehicle 100’s trajectory follows
vehicle 454, even though vehicle 454 is moving away from vehicle 100, as the likelihood of sudden
stops by vehicle 454 (due to a likely emergency) may be relatively high. Of course, any number of
additional maneuvers may be appropriate depending upon the current circumstances of vehicle 100.
[0077] If none of vehicles 450-454 are likely to be the source of the siren noise, or none of
the other vehicles meet the minimum likelihood value threshold, again, the computing devices 110
may determine that the source of the emergency vehicle is simply not within range of the perception
system 172 or is otherwise occluded, for instance, located behind an object such as another vehicle,
structure, etc. Again, having estimated characteristics, even without identifying a specific detected
vehicle as the source of the siren noise, may still provide the computing devices with useful
information to determine how, if at all, to best respond to the siren noise. For instance, when an
emergency vehicle is occluded, such as when there are other vehicles between the emergency vehicle
and the vehicle, the computing devices are still able to recognize the siren to respond and pull over as
needed.

[0078] In some cases, it can be difficult to resolve the bearing of the siren nose when there is
another loud sound or interference (e.g. train, jack-hammer or other loud vehicle). When the
interference is not being both at the same bearing and having high energy in the same frequencies as
the siren, various techniques may be used to focus the detection of the siren noise. One technique
may include using beamforming as discussed above. If the siren noise and interference are at
different bearings, in a beam pointed at the siren, the siren noise will be much louder than the
interference source compared to in data without beamforming. In addition or alternatively, the
bearing information may be computed as a function of frequency and time. This bearing information,
along with the amplitude information to the second model, so that the model can distinguish sounds

that have similar frequency content, but different bearings. Again, in addition or alternatively, the
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bearing of a loud sound may be identified and classified using the first model. If the loud sound is not
a siren (but rather, interference), a beam may be formed and used that passes sound except for the
bearing of the interference.

[0079] FIGURE 8 is a flow diagram 800 that may be performed by one or more processors
such as one or more processors 120 of computing devices 110 in order to detect and respond to
emergency vehicles. In this example, at block 810, a plurality of microphones, such as microphones
152, arranged at different locations on a vehicle, such as vehicle 100, are used to detect a siren noise
corresponding to an emergency vehicle. The output from the plurality of microphones is used to
estimate a bearing of the emergency vehicle and a range of the emergency vehicle at block 820. The
estimated bearing and estimate range are compared to map information identifying the location of
roadways subdivided into road segments in order to identify one or more road segments which the
emergency vehicle could be traveling at block 830. At block 840, the estimated bearing and potential
one or more road segments are used to determine how to respond to the emergency vehicle. At block
850, the vehicle is controlled in an autonomous driving mode based on the determination of how to
respond to the emergency vehicle.

[0080] As noted above, the operations described herein may be performed in different orders.
For instance, estimated bearing and estimated range of sounds received at the microphones 152 as a
function of time and frequency can be computed using the models (or other methods described
above). These may then be fed into a model that actually detects or identifies the siren noise.

[0081] Unless otherwise stated, the foregoing alternative examples are not mutually
exclusive, but may be implemented in various combinations to achieve unique advantages. As these
and other variations and combinations of the features discussed above can be utilized without
departing from the subject matter defined by the claims, the foregoing description of the embodiments
should be taken by way of illustration rather than by way of limitation of the subject matter defined by
the claims. In addition, the provision of the examples described herein, as well as clauses phrased as
"such as,” "including" and the like, should not be interpreted as limiting the subject matter of the
claims to the specific examples; rather, the examples are intended to illustrate only one of many
possible embodiments. Further, the same reference numbers in different drawings can identify the

same or similar elements.
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CLAIMS

1. A method of detecting and responding to emergency vehicles, the method comprising:

using, by one or more processors, a plurality of microphones arranged at different locations
on a vehicle to detect a siren noise corresponding to an emergency vehicle;

using, by the one or more processors, output from the plurality of microphones to estimate a
bearing of the emergency vehicle;

comparing, by the one or more processors, the estimated bearing to map information to
identify a portion of a roadway on which the emergency vehicle is traveling;

determining, by the one or more processors, how to respond to the emergency vehicle based
on the estimated bearing and the identified portion; and

controlling, by the one or more processors, the vehicle in an autonomous driving mode based

on the determination of how to respond to the emergency vehicle.

2. The method of claim 1, further comprising using output from the plurality of microphones,
estimating a range of the emergency vehicle and wherein determining how to respond to the

emergency vehicle is further based on the estimated range.

3. The method of claim 2, further comprising using output from the plurality of microphones
over time, estimating a velocity of the emergency vehicle and wherein determining how to respond to

the emergency vehicle is further based on the estimated relative velocity.

4. The method of claim 1, further comprising using output from the plurality of microphones
over time, estimating a velocity of the emergency vehicle and wherein determining how to respond to

the emergency vehicle is further based on the estimated velocity.

5. The method of claim 1, wherein controlling the vehicle includes changing from a first lane

to a second lane.

6. The method of claim 1, wherein controlling the vehicle includes pulling the vehicle over

onto a shoulder area.

7. The method of claim 1, wherein controlling the vehicle includes continuing on a current

trajectory of the vehicle.

8. The method of claim 1, wherein controlling the vehicle further includes decreasing a speed

of the vehicle.
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9. A method of detecting and responding to emergency vehicles, the method comprising:

using, by one or more processors, a plurality of microphones arranged at different locations
on a vehicle to detect a siren noise corresponding to an emergency vehicle;

using, by the one or more processors, output from the plurality of microphones to estimate a
bearing of the emergency vehicle;

receiving, from a perception system of the vehicle, information identifying a set of objects in
the vehicle’s environment as well as characteristics of the set of objects;

determining, by the one or more processors, whether one of the set of objects corresponds to
the emergency vehicle based on the characteristics of the set of objects;

determining, by the one or more processors, how to respond to the emergency vehicle based
on the estimated bearing and the determination of whether the one of the set of objects corresponds to
the emergency vehicle; and

controlling, by the one or more processors, the vehicle in an autonomous driving mode based

on the determination of how to respond to the emergency vehicle.

10. The method of claim 9, wherein the characteristics include an estimated object position,
and determining whether one of the set of objects corresponds to the emergency vehicle is further

based on a comparison between the characteristics of the set of objects and the estimated bearing.

11. The method of claim 9, further comprising using output from the plurality of microphones
over time, estimating a range of the emergency vehicle, and wherein the characteristics include an
estimated object position, and determining whether one of the set of objects corresponds to the
emergency vehicle is further based on a comparison between the characteristics of the set of objects

and the estimated range.

12. The method of claim 9, further comprising using output from the plurality of microphones
over time, estimating a velocity of the emergency vehicle, and wherein the characteristics include an
estimated object velocity, and determining whether one of the set of objects corresponds to the
emergency vehicle is further based on a comparison between the characteristics of the set of objects

and the estimated velocity.

13. The method of claim 9, further comprising comparing, by the one or more processors, the
estimated bearing to map information to identify a portion of roadway on which the emergency
vehicle is traveling, and wherein determining how to respond to the emergency vehicle is further

based on the estimated bearing and the portion of roadway.
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14. The method of claim 9, further comprising identifying a first likelihood that each given
object of the set of objects is the emergency vehicle based on the characteristics of that given object,
and wherein determining whether one of the set of objects corresponds to the emergency vehicle is

further based on any first likelihoods.

15. The method of claim 9, further comprising identifying a second likelihood that each given
object of the set of objects is not the emergency vehicle based on the characteristics of that given
object, and wherein determining whether one of the set of objects corresponds to the emergency

vehicle is further based on any second likelihoods.

16. The method of claim 9, wherein controlling the vehicle includes stopping at an

intersection when the vehicle would otherwise have right of way to proceed through the intersection.

17. A system for detecting and responding to emergency vehicles, the system comprising one
or more processors configured to:

use a plurality of microphones arranged at different locations on a vehicle to detect a siren
noise corresponding to an emergency vehicle;

use output from the plurality of microphones over time, estimating a bearing of the
emergency vehicle;

compare the estimated bearing to map information to identify a portion of roadway on which
the emergency vehicle is traveling;

receive, from a perception system of the vehicle, information identifying a set of objects in
the vehicle’s environment as well as characteristics of the set of objects;

determine whether one of the set of objects corresponds to the emergency vehicle based on
the characteristics of the set of objects;

determine how to respond to the emergency vehicle based on the estimated bearing and the
portion of roadway and the determination of whether one of the set of objects corresponds to the
emergency vehicle; and

control the vehicle in an autonomous driving mode based on the determination of how to

respond to the emergency vehicle.
18. The system of claim 17, wherein the one or more processors are further configured to use

output from the plurality of microphones to estimate a range of the emergency vehicle and wherein

determining how to respond to the emergency vehicle is further based on the estimated range.
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19. The system of claim 18, wherein the one or more processors are further configured to use
output from the plurality of microphones to estimating a velocity of the emergency vehicle and
wherein determining how to respond to the emergency vehicle is further based on the estimated

velocity.

20. The system of claim 17, further comprising the vehicle.
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810 | Using a plurality of microphones arranged at
different locations on a vehicle to detect a siren

noise corresponding to an emergency vehicle

l

820 Use the output from the plurality of microphones
BN to estimate a bearing of the emergency vehicle and
arange of the emergency vehicle

l

830 TN Compare the estimated bearing and estimated
range to map information identifying the location
of roadways subdivided into road segments in
order to identify one or more road segments on
which the emergency vehicle could be traveling

l

840 . . . .
S Using the estimated bearing and potential one or
more road segments to determine how to respond

to the emergency vehicle

l

850 . S .
BN Controlling the vehicle in the autonomous driving
mode based on the determination of how to

respond to the emergency vehicle

800

FIGURE 8
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