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METHOD AND APPARATUS FOR COMPENSATING
ILLUMINATION VARIATIONS IN A SEQUENCE OF IMAGES.

1. Field of invention.

The present invention generally relates to the illumination
compensation in a sequence of images. More precisely, it relates to a
method and apparatus for compensating illumination variations in a
sequence of images. It relates also to a method and device of coding and/or
decoding a sequence of images which implements the method of

compensating illumination variations of such a sequence of images.

2. Technical background.

A sequence of images shall be considered in the following in a broad
meaning because it covers a 3D video sequence, scalable video sequence, a
multi-view video sequence,etc... Consequently, the claimed method may
applied to any of kind of sequence of images the illumination variations of
which shall be compensated from a reference image.

In a multi-view video sequence, for example, an object or a scene is
recorded using a setup of several synchronous cameras from different
positions. Each camera records an image which is usually called a view. A
multi-view video sequence is thus composed of multiple scenes and several
views are recorded for each scene. A view is a set of pixels as an image but
the term ‘view’ is used in the following rather than the term ‘image’ to keep in
mind that multiple views of a same scene (or object) are embedded in the
sequence of images.

Frequently discussed applications for sequence of images include
three-dimensional television (3DTV) as well as free-viewpoint television
(FTV), where the user is able to navigate freely through the scene.

The recording of a sequence of images creates a large amount of
data. Therefore, efficient compression techniques are required to store or
transmit video streams.

For example, MVC (Multi-views Video Coding), specified by ISO/IEC
14496-10 ITU-T Rec. H.264, supports the direct coding of the synchronous
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information from multiple views using a single stream and exploits inter-
camera redundancy to reduce the bit rate. The basic coding scheme uses the
hierarchical B prediction structure for each view. This scheme utilizes the
correlation between images at the same time point but different views for
disparity estimation and compensation. Motion compensation technigues that
are well-developed for single-view video compression can be used for
temporal prediction. Likewise, disparity compensation techniques can be
utilized to reduce inter-view redundancies. The compensation process is
fulfilled by block matching technique, generally aiming to find the best
matching block in the reference image, so that it contributes to minimum
residual error after prediction.

There exists illumination change between multiple views of a same
scene (or object). Such a change can be classified into two categories: the
global illumination change, which is caused by different calibrations between
cameras, and the local illumination change, which is caused by the different
angles and positions of the cameras.

The reason why the problem has to be dealt with is that it may
influence the quality of the image-based rendering algorithms or the accuracy
of the disparity estimation and compensation (inter-view prediction in case of
video coding). In the last case, the amount of residual energy for the best
match candidate will be increased. Furthermore, the searching process for
best matching block and the disparity vector will be affected. Both of those
further results in decreasing the coding efficiency.

This is also the case for the inter-view matching for depth estimation
(3D video) or for the bit-depth scalable video coding or for predicting HDR
(High Dynamic Range) videos from LDR (Low Dynamic Range) videos.

To solve this problem, MVC implements an illumination compensation
process which uses a weighting prediction tool. The illumination
compensation process which predicts a view D from reconstructed samples
Recr(.,.) of another view R, is given by equation (1):

Predp(x,y) = Wr X Recg(x+dx,y+dy) + Og (1)

where Wgr and Og, are the scaling parameter and offset respectively, which
are, in a transmission context, transmitted in a slice header relative to the
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current view D of the sequence of images. The scaling parameter and the
offset are constant for the whole slice.

Such an illumination compensation process, which is linear, is too
simple in case of light reflections or flashes for multi-view video coding.
Moreover, it does not take into account the local illumination variations in a

scene because the same parameters are applied for the whole slice.

The illumination compensation linear process is definitely not adapted
in the case of views from heterogeneous captors, e.g. bracketing, or for
heterogeneous scalable prediction, e.g. HDR (High Dynamic Range) to LDR
(Low Dynamic Range) video conversion.

Fecker et al. (“Histogram-based prefiltering for luminance and
chrominance compensation of multiview video”, IEEE, Transactions on
circuits and systems for video technology, vol. 18, NO. 9, Sept. 2008) design
a cumulative-histogram-based matching process for illumination
compensation. Such a cumulative histogram based process for illumination
compensation applies the same correction to the entire view, it is especially
useful to correct global discrepancies in the luminance and the chrominance.
However, such a process for illumination compensation does not take into
account the local illumination variations in the scene because the histograms

are calculated for the entire view.

In order to take into account the local illumination variations in the
scene, the matching process for illumination compensation should be
adapted locally. However, if the adaptation is made per block, for instance,
one should transmit a matching information per block. This huge amount of
information is not efficient for video coding.

3. Summary of the invention.

The present invention aims at alleviating some of the inconveniences
of prior art.

In order to take into account the local illumination variations in the
scene, the invention proposes a method of compensating illumination

variations in which distributions are calculated for each block of an image (or
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view) and, in order to avoid a loss of the video coding efficiency, a
distribution-based mapping function is automatically computed by a remote
apparatus, such a decoder, from only information available at that apparatus
when decoding a current block of the sequence of images.

The invention relates to a method of compensating illumination
variations in a sequence of images, characterized in that, for each current
block of a current image,

determining a mapping function between the pixel values of said block
of the current image and the pixel values of a block (Rk) of a reference image
of the sequence of images by matching a distribution over a causal region of
said block (Dk) of the current image and a distribution over a causal region of
said block of the reference image.

In a multi-view video sequence encoding/decoding scheme, the
mapping function adapts the distribution of a region of a block of a current
view of a scene to the distribution of a region of a block of a reference view of
that scene. Thus, if all camera views of a scene are adapted to a common
reference view of that scene using distribution matching, the inter-view
prediction across camera views for that scene is improved leading to an
increase of the coding efficiency of the sequence of images.

Another advantage of this method is that no assumptions on the type
of distortion like brightness or contrast variations are made and non linear
operations may be considered.

The invention also relates to a method of coding and/or decoding a
sequence of images computing a prediction block from a block of a reference
image, characterized in that the prediction block is computed from a block of
the reference image which is modified according to a method of
compensating illumination variations which conforms to the invention.

The invention further relates to a signal frame which comprises
information, between the pixel values of a block of a current image of a
sequence of images and the pixel values of a block of a reference image
which is relative to the block of the current image, obtained by matching two
distributions, one determined over a causal region nearby said block of the
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current image and the other one over a causal region nearby said block of
the reference image.

The invention also relates to an apparatus of compensating
ilumination variations in a sequence of images which comprises means
configured to Iimplement the above-cited method of compensating
ilumination variations.

The invention relates further to a device for coding and/or decoding a
sequence of images which is characterized in that it comprises an apparatus
above-described.

4. List of figures.
More advantages of the invention will appear through the description

of particular, non-restricting embodiments of the invention.

The embodiments will be described with reference to the following
figures:

- Figure 1 shows the diagram of the method of compensating
ilumination variations in a sequence of images.

- Figure 2 illustrates examples of mapping functions between block of
two images.

- Figures 3a-3d show some examples of neighborhoods nearby a
current block Bk of an image.

- Figure 4 shows an apparatus which comprises means configured to
implement the method.

5. Detailed description of the invention.

Figure 1 shows the diagram of the method of compensating
ilumination variations in a sequence of images.

In the following, the term “pixel values” refer to the luminance values
and/or to the chrominance values of pixels belonging to an image. Moreover,
the invention is disclosed using the luminance values of pixels but the
invention may also be applied to the chrominance components of these
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images. The term “cumulative histogram” is used only for illustrative purpose
but the invention may be generalized to any other distribution. Next, the term
‘block’ means a set of pixels of an image which is smaller than the total
number of pixels of that image. But the invention may also be applied to any
other subset of pixels of an image such as a macroblock or coding unit for
instance.

In the following, the invention is described in the case of a sequence
of images but its scope extends to the compensation of illumination variations
of any sequence of images such a multi-view video sequence, a 3D video or
scalable video or HDR/LDR video. Thus, the device of encoding and/or
decoding a sequence of images according to the invention covers also multi-
view video encoding/decoding device in which the views of a same scene are
compensated according to the invention, or a 3D video encoding/decoding
device in which the illumination variations of the views used for the inter-view
matching for depth estimation are compensated according to the invention. It
also covers, for example, a bit-depth scalable video coding in which the
ilumination variations of images are compensated, and a device to compute
a HDR (High Dynamic Range) video from a LDR (Low Dynamic Range)
video. In the later case, the illumination variations of LDR images are
compensated.

As a first step 1 of the method, a block of a current image of the
sequence of images is selected. This block is called current block Dk in the
following. Next, a block of a reference image of the sequence of images is
selected. This block is called reference block Rk in the following. This
reference block RK is relative to the current block Dk. The reference block Rk
may be, for example, the result of a block-matching process which consists in
selecting in a reference image the block that minimizes a distortion calculated
between this block and the current block Dk (to be predicted).

According to an embodiment, the current and reference images are
the same image of the sequence of images (intra-coding case) and according
to another embodiment they are two distinct images of the sequence of
images (inter-coding case).
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The amplitude of the luminance component of a reference block Rk
and the amplitude of the luminance component of a current block Dk, is
denoted by yz(m,n) and y,(m,n) respectively.

As a second step 2, a cumulative histogram €% (v) is calculated.

First, a histogram of the reference block Rk is determined as follows:

. lLifa=>b
h“ (W) = T mmerk §(v, yr(m,m)) with §(a, b) = {0 ;];sae (©)

where Tk denotes a neighborhood nearby the reference block Rk.

Next, the cumulative histogram CI*(v) of the reference block Rk is
determined by equation (7):

CRE(v) = Zio hg“ (D) (7)

The histogram hL*(v) and the cumulative histogram C1*(v) of the current
block Dk are determined in the same manner from equations 6 and 7.

Next, as a third step 3, based on the cumulative histograms CE*(v)
and CI*(v) a mapping function Mk is computed for the reference block Rk.

As illustrated in top of Figure 2, the mapping is computed, for
example, for a given number CJ*(u) of occurrences on the current block Dk
by replacing the luminance value v relative to that given number of
occurrences on the reference block Rk by a luminance value u of the current
block Dk in order that the number C1*(u) of occurrences on the current block
Dk equals the number C*(v) of occurrences on the reference block Rk. In
mathematical terms, the mapping is given by equation 8:

M,(v) =u with Mk (Cgk(v)) = CT*(w) (8)

This example does not limit the scope of the invention which extends
to any means to compute a mapping function from two distributions.

According to another example, the mapping is computed by matching
the number of occurrences in the current block Dk to the number of
occurrences in the reference block Rk as illustrated in bottom of Figure 2. In
mathematical terms, the mapping is given by equation 9:

Mk(w) =u with CI*w) < () < Cl*(u+1) (9)

Once the mapping function of the reference block Rk has been

computed, the mapping function Mk applies to the luminance values of the

reference block Rk, resulting in a corrected luminance block used as
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prediction for coding the current block Dk, the luminance values y.(m,n) of
which are given by:
ye(m,n) = Mk(yg(m,n)) with (m,n) € Tk (10)

The previous steps iterate for any other current block Dk and the
method ends when all the current blocks of the current image of the
sequence of images have been considered.

According to an embodiment, the method further comprises a fourth
step 4 in the course of which the mapping results Mk for a block Bk is stored
in a look up table LUT.

Thus, for any luminance value of a pixel of the current block Bk
predicted with the reference block Rk, a compensated illumination luminance

value is found from the LUT thanks to the mapping functions Mk.

Figure 3 shows some examples of causal neighborhood of a current
block Bk of an image.

In Figure 3a, the neighborhood T is define by three blocks, one
located on top of the current block Bk, one on left and one on top-left.

In Figures 3b, the neighborhood comprises only two blocks located
on the left of the current block Bk.

In Figure 3c, the neighborhood comprises three blocks located on top
of the current bloc Bk and in Figure 3d, the neighborhood comprises four
blocks: three on the top and one on left the current block Bk.

Other neighborhoods may be used by the invention which is not
limited to these examples. The neighborhoods may have, for example, other
shapes and/or sizes which may be defined independently of the number
and/or size of blocks. The neighborhood is only limited to causal regions i.e.
to regions the information of which is previously known by the apparatus
which is in charge of compensating the illumination variations of a sequence
of images. Causal regions allows a remote apparatus, such as a decoder in a
coding scheme, to compute the mapping functions without any transmitted
information sent by an encoder. This avoids a loss of the video coding

efficiency.
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The invention relates also to a method of coding and/or decoding a
sequence of images computing a prediction block from a block of a reference
image, characterised in that the prediction block is computed from a block of
the reference image which is modified according to a method of

compensating illumination variations which conforms to the invention.

Figure 4 shows an apparatus 400 which comprises means configured
to implement the method. The apparatus comprises the following
components, interconnected by a digital data- and address bus 40:

- aprocessing unit 42 (or CPU for Central Processing Unit);

- amemory 44 ;

- a network interface 43, for interconnection of device 400 to
other devices connected in a network via wired or wireless

connection 41.

Processing unit 42 can be implemented as a microprocessor, a
custom chip, a dedicated (micro-) controller, and so on. Memory 44 can be
implemented in any form of volatile and/or non-volatile memory, such as a
RAM (Random Access Memory), hard disk drive, non-volatile random-access
memory, EPROM (Erasable Programmable ROM), and so on. Device 400 is
suited for implementing a data processing device according to the method of
the invention. The data processing device 400 has means for defining a
causal region as a neighborhood of a block of an image (42, 44 and/or 43),
means for determineg a distribution (for example a cumulative histogram)
over a causal region of a block of an image (42, 44); means for computing a
mapping between the pixel values of a block of a current image and the pixel
values of a block of a reference image which is relative to the block of the
current image by matching two distributions, one determined over a causal
region of said block of the current image and the other one over a causal
region of said block of the reference image (42,44). The distributions and the
LUT may be temporally (or not) stored in 44.

According to an embodiment, the apparatus further comprises means
(43) to emit and/or receive a signal the frame of which comprises information
about a mapping between the pixel values of a block of a current image of a
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sequence of images and the pixel values of a block of a reference image
which is relative to the block of the current image by matching two
distributions, one determined over a causal region nearby said block of the
current image and the other one over a causal region nearby said block of
the reference image.

This information may also define a LUT built.

The invention relates to a device of encoding and/or decoding a
sequence of images which is characterized in that it comprises an apparatus
above-described.

According to a particular embodiment, the invention is entirely
implemented in hardware, for example as a dedicated component (for
example as an ASIC, FPGA or VLSI) (respectively « Application Specific
Integrated Circuit », « Field-Programmable Gate Array » and « Very Large
Scale Integration ») or according to another variant embodiment, as distinct
electronic components integrated in a device or, according to yet another

embodiment, in a form of a mix of hardware and software.
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CLAIMS

1. Method of compensating illumination variations in a sequence of
images, characterized in that, for each current block (Dk) of a current image,
determining a mapping function between the pixel values of said block of the
current image and the pixel values of a block (Rk) of a reference image of the
sequence of images by matching a distribution over a causal region of said
block (Dk) of the current image and a distribution over a causal region of said

block of the reference image.

2. Method according to the claim 1, wherein the distributions are

cumulative histograms.

3. Method according to claim 1 or 2, wherein the current and reference

images are the same image of the sequence of images.

3. Method according to claim 1 or 2, wherein the current and reference

images are distinct images of the sequence of images.

5. Method according to any one of claims 1 to 4, wherein the mapping

results relative to a block are stored in a look up table.

6. Method of coding and/or decoding a sequence of images computing
a prediction block from a block of a reference image, characterized in that the
prediction block is computed from a block of the reference image which is
modified according to a method of compensating illumination variations which

conforms to one of claims 1 to 5.

7. Signal frame which comprises information, between the pixel values
of a block of a current image of a sequence of images and the pixel values of
a block of a reference image, obtained by matching two distributions, one
computed over a causal region of said block of the current image and the
other one over a causal region of said block of the reference image.
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8. Apparatus for compensating illumination variations in a sequence of
images which comprises means for determining a mapping function between
the pixel values of said block of the current image and the pixel values of a
block (Rk) of a reference image of the sequence of images by matching a
distribution over a causal region of said block (Dk) of the current image and a
distribution over a causal region of said block of the reference image.

9. Apparatus according to claim 8, wherein it further comprises means
for sending and/or receiving a signal which conforms to the claim 6, means
for obtaining, from said received signal, an information about a mapping
between the pixel values of a block of a current image of a sequence of
images and the pixel values of a block of a reference image obtained by
matching two distributions, one computed over a causal region of said block
of the current image and the other one over a causal region of said block of
the reference image.

10. Device for encoding and/or decoding a sequence of images,
characterized in that it comprises an apparatus which conforms to the claim 8
or 9.
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