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(57) Hauptanspruch: Verfahren (700) zum Betreiben eines
Robotersystems (100), wobei das Verfahren (700)
umfasst:

Bestimmen eines diskretisierten Objektmodells (302)
basierend auf Ausgangssensordaten, die ein Zielobjekt
(112) darstellen, wobei das diskretisierte Objektmodell
(302) eine physikalische GroR3e, eine Form oder eine Kom-
bination davon des Zielobjekts (112) in zwei Dimensionen
(2D) gemaf Einheitspixeln (310) darstellt,

Bestimmen eines diskretisierten Plattformmodells (304)
basierend auf Zielsensordaten, die einen Platzierungsbe-
reich (340), der mit einer Aufgabenposition (116) assoziiert
ist, und/oder bereits an der Aufgabenposition (116) plat-
zierte Objekte (508) darstellen, wobei das diskretisierte
Plattformmodell (304) eine physikalische Grofze, eine
Form oder eine Kombination davon der Aufgabenposition
(116) in 2D gemaf weiteren Einheitspixeln (310) darstellt,
Ableiten von einer oder mehreren maéglichen Stellen (360)
basierend auf dem Uberlappen des diskretisierten Objekt-
modells (302) Uber dem diskretisierten Plattformmodell
(304) an entsprechenden Positionen,

dynamisches Ableiten einer Platzierungsposition (350)
basierend auf dem Auswahlen von einer der moglichen
Stellen (360) in einem validierten Satz gemaR einer Plat-
zierungsbewertung, die gemal einer oder mehreren Plat-
zierungspraferenzen berechnet wird, wobei die Platzie-
rungsbewertung zur Platzierung des Zielobjekts (112)
Uber der Aufgabenposition (116) dient; und

Kommunizieren von Informationen gemaR der Platzie-
rungsposition (350) fir das Platzieren des Zielobjekts
(112) an der Platzierungsposition (350) tiber dem Platzie-
rungsbereich (340).
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Beschreibung

QUERVERWEIS AUF VERWANDTE ANMELDUNG
(EN)

[0001] Der Gegenstand der Anmeldung bezieht sich
auf eine gleichzeitig eingereichte US-Patentanmel-
dung von Rosen N. Diankov und Denys Kanunikov
mit dem Titel ,A ROBOTIC SYSTEM WITH
PACKING MECHANISM® die Mujin, Inc., erteilt
wurde, mit dem Aktenzeichen des Anwalts
131837-8005.US01, und ist vollumfanglich durch
Bezugnahme hierin aufgenommen.

[0002] Der Gegenstand der Anmeldung bezieht sich
auf eine gleichzeitig eingereichte US-Patentanmel-
dung von Rosen N. Diankov und Denys Kanunikov
mit dem Titel ,A ROBOTIC SYSTEM WITH ERROR
DETECTION AND DYNAMIC PACKING MECHA-
NISM*, die Mujin, Inc., erteilt wurde, mit dem Akten-
zeichen des Anwalts 131837-8007.US01, und ist
vollumfanglich durch Bezugnahme hierin aufgenom-
men.

[0003] Der Gegenstand der Anmeldung bezieht sich
auf eine gleichzeitig eingereichte US-Patentanmel-
dung von Rosen N. Diankov und Denys Kanunikov
mit dem Titel ,ROBOTIC SYSTEM FOR PROCES-
SING PACKAGES ARRIVING OUT OF
SEQUENCE?®, die Muijin, Inc., erteilt wurde, mit dem
Aktenzeichen des Anwalts 131837-8008.US01, und
ist vollumfanglich durch Bezugnahme hierin aufge-
nommen.

[0004] Der Gegenstand der Anmeldung bezieht sich
auf eine gleichzeitig eingereichte US-Patentanmel-
dung von Rosen N. Diankov und Denys Kanunikov
mit dem Titel ,ROBOTIC SYSTEM FOR PALLETI-
ZING PACKAGES USING REAL-TIME PLACE-
MENT SIMULATION®, die Mujin, Inc., erteilt wurde,
mit dem Aktenzeichen des Anwalts
131837-8009.US01, und ist vollumfanglich durch
Bezugnahme hierin aufgenommen.

TECHNISCHES GEBIET

[0005] Die vorliegende Technologie bezieht sich im
Allgemeinen auf Robotersysteme und insbesondere
auf Systeme, Prozesse und Techniken fir das
Packen von Objekten basierend auf dynamischen
Berechnungen.

ALLGEMEINER STAND DER TECHNIK

[0006] Aufgrund ihrer stdndig wachsenden Leistung
und sinkenden Kosten werden nun viele Roboter (z.
B. Maschinen, die dazu konfiguriert sind, physische
Handlungen automatisch/autonom auszufiihren) in
vielen Bereichen weitgehend verwendet. Beispiels-
weise kénnen Roboter verwendet werden, um ver-
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schiedene Aufgaben (z. B. Steuern oder Ubertragen
eines Objekts durch einen Raum) beim Herstellen
und/oder Zusammenbauen, Packen und/oder Verpa-
cken, Transportieren und/oder Versenden usw. aus-
zufthren. Bei dem Ausfuhren der Aufgaben kdénnen
die Roboter menschliche Handlungen replizieren,
wodurch menschliches Eingreifen, das anderenfalls
zur Durchfihrung gefahrlicher oder sich wiederho-
lender Aufgaben erforderlich ware, ersetzt oder redu-
ziert wird.

[0007] Trotz der technischen Fortschritte fehlt Robo-
tern jedoch oftmals die Ausgereiftheit, die notwendig
ist, um menschliches Feingefihl und/oder menschli-
che Anpassungsfahigkeit, das bzw. die fur die Aus-
fuhrung komplexerer Aufgaben erforderlich ist, zu
duplizieren. Beispielsweise fehlt Robotern oftmals
die Detailtiefe fir die Steuerung und Flexibilitat bei
den ausgefiihrten Handlungen, um Abweichungen
und Unklarheiten, die aus verschiedenen Faktoren
aus der realen Welt hervorgehen kénnen, zu beriick-
sichtigen. Dementsprechend gibt es noch immer
einen Bedarf nach verbesserten Techniken und Sys-
temen zum Steuern und Handhaben verschiedener
Aspekte der Roboter, um die Aufgaben trotz der ver-
schiedenen Faktoren aus der realen Welt abzu-
schlielRen.

[0008] DE 10 2018 008 744 A1 beschreibt eine
Berechnungseinrichtung zum Berechnen eines
geeigneten Beladungsmusters von Artikeln und
eine Robotersteuereinrichtung, die die Berechnungs-
einrichtung umfasst. Die Berechnungseinrichtung
umfasst einen Modellerzeugungsabschnitt, der
dazu eingerichtet ist, basierend auf Abmessungen
jeweiliger Arten der Artikel erste physikalische
Modelle der Artikel zu erzeugen und basierend auf
einer Abmessung eines Aufnahmebereichs ein zwei-
tes physikalisches Modell des Aufnahmebereichs zu
erzeugen, in dem die Artikel gestapelt werden, einen
Platzierungsabschnitt, der dazu eingerichtet ist, die
ersten Modelle in absteigender Reihenfolge der Prio-
ritat, die in Bezug auf die Art der Artikel vorgegeben
wird, im zweiten Modell zu platzieren, und einen
Abschnitt zur physikalischen Berechnung, der dazu
eingerichtet ist, dem zweiten Modell immer dann
eine Vibration oder einen Stof3 zuzufiihren, wenn
das erste Modell im zweiten Modell platziert wird,
und eine auf die Vibration oder den Stol} zuriickzu-
fuhrende Anderung einer Position und/oder Ausrich-
tung des ersten Modells im zweiten Modell zu
berechnen.

[0009] DE 102017 105 082 A1 beschreibt eine Ver-
stauvorrichtung, die eine Transportvorrichtung
umfasst, die mehrere Arten von Objekten in einer
unregelmaBigen Reihenfolge transportiert, und eine
Steuervorrichtung, die die Positionen der Objekte im
Inneren des Unterbringungsbereichs festlegt. Die
Steuervorrichtung umfasst eine Abschlussmuster-
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wahleinheit, die auf Basis von Informationen hin-
sichtlich der durch die Detektionsvorrichtung detek-
tierten Arten von Objekten und der gegenwartig in
dem Unterbringungsbereich angeordneten Objekte
ein Abschlussmuster wahlt, in dem ein durch die
Transportvorrichtung transportiertes Objekt verstaut
werden kann. Die Steuervorrichtung umfasst eine
Positionsbestimmungseinheit, die auf Basis des
Abschlussmusters die Position bestimmt, an der ein
Objekt im Inneren des Unterbringungsbereichs
angeordnet wird.

[0010] DE 10 2016 013 497 A1 beschreibt eine
StauungsmusterBerechnungsvorrichtung,  welche
Positionen von unregelmafig beférderten Gegen-
stdnden berechnet. Die Mehrzahl von Gegenstanden
hat eine Kistenform und umfasst Gegenstande mit
zueinander unterschiedlichen Abmessungen. Die
Stauungsmusterberechnungsvorrichtung  umfasst
einen Kombinationsberechnungsteil, der eine Kom-
bination der Gegenstande berechnet, die eine in
einem Lagerbereich gebildete Schicht darstellen,
und wahlt eine Schicht der Gegenstande auf Basis
der Gegenstandstypen, einer Héhe der Schicht und
einer Flache der Schicht aus. Die Stauungsmuster-
berechnungsvorrichtung umfasst einen Positionser-
mittlungsteil, der eine erste Wahrscheinlichkeit einer
Vollendung der Schicht berechnet, und welcher Posi-
tionen, in denen die Gegenstande gestapelt sind, auf
Basis einer Positionsbeziehung zwischen einem
Roboter und dem Lagerbereich und der ersten Wahr-
scheinlichkeit ermittelt.

[0011] EP 2 769 341 B1 offenbart ein Packverfahren
fur Packstationen, wobei das Packverfahren eine
Mehrzahl von Lagen definiert, in welchen eine Sta-
pelhdohe konstant ist, sodass eine im Wesentlichen
flache Oberflache zwischen einer oberen Flache
der Lage und einer Basisflache, auf der die mindes-
tens eine Lage sitzt, erhalten wird, um die Komplexi-
tat des Stapelproblems zu verringern. Die Lagen
werden aufeinander gestapelt, um einen Paketstapel
mit einer hohen Packungsdichte zu erzeugen.

[0012] US 9,315,344 B1 offenbart ein System und
ein Verfahren zum Verbessern des Stapelns von
Behaltern auf oder in einer Transporteinheit. Eine
Stapelkonfiguration kann geplant werden, die Con-
tainer und eine Position fir diese Container in der
Stapelkonfiguration identifiziert. Die Stapelkonfigura-
tion kann basierend auf Abmessungswerten der
Behalter so geplant werden, dass die Stapelkonfigu-
ration beim Stapeln stabil bleibt. Um die Effizienz zu
verbessern, mit der Container gestapelt werden kén-
nen, beschreibt die Offenbarung auferdem, dass
Container und/oder die Entnahme von Artikeln fir
diese Container sequenziert werden konnen, sodass
die Container, wenn sie verpackt und geleitet wer-
den, in einer Weise ankommen, die ein effizientes
Stapeln ermdglicht
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[0013] US 2015/0073588 A1 offenbart ein automati-
siertes Palettiersystem, das mehrere Behalterpuffer
und einen Sensor zum Messen von Behaltern in den
Puffern umfasst. Eine Steuerung berechnet ein aus-
gewabhltes Lagenlayout zum Bauen durch eine Palet-
tenlademaschine in einer Lage einer Palette inner-
halb eines definierten Umfangs. Der Controller
berechnet Kandidaten-Tier-Layouts, die jeweils eine
zweidimensionale Anordnung von Containern in den
Puffern umfassen. Der Controller berechnet einen
Wert einer Ebenenqualitatsmetrik fir jedes Kandida-
tenlayout, der mindestens eines von Stabilitat, Fla-
chennutzung und Volumennutzung darstellt. Eines
der Kandidaten-Layouts wird basierend auf der
Lagenqualitatsmetrik ausgewahlt, und die Paletten-
lademaschine ordnet Behalter gemal dem ausge-
wahlten Lagenlayout an.

Figurenliste

Fig. 1 ist eine Veranschaulichung einer beispiel-
haften Umgebung, in der ein Robotersystem mit
einem dynamischen Packmechanismus arbei-
ten kann.

Fig. 2 ist ein Blockdiagramm, welches das
Robotersystem gemafl einer oder mehreren
Ausflihrungsformen der vorliegenden Technolo-
gie veranschaulicht.

Fig. 3A ist eine Veranschaulichung von diskreti-
sierten Objekte gemall einer oder mehreren
Ausfliihrungsformen der vorliegenden Technolo-

gie.

Fig. 3B ist eine Veranschaulichung einer diskre-
tisierten Packplattform gemals einer oder meh-
reren Ausfihrungsformen der vorliegenden
Technologie.

Fig. 4A ist eine Veranschaulichung einer Stitz-
berechnung gemaf einer oder mehreren Aus-
fuhrungsformen der vorliegenden Technologie.

Fig. 4B ist eine Veranschaulichung einer Stitz-
metrik gemaR einer oder mehreren Ausfih-
rungsformen der vorliegenden Technologie.

Fig. 5 ist eine Draufsicht, die eine beispielhafte
Platzierung veranschaulicht, die von dem Robo-
tersystem gemaf einer oder mehreren Ausfih-
rungsformen der vorliegenden Offenbarung
ausgefuhrt wird.

Fig. 6A ist eine Profilansicht, die einen ersten
beispielhaften Ansatz gemalf einer oder mehre-
ren Ausfihrungsformen der vorliegenden Offen-
barung veranschaulicht.

Fig. 6B ist eine Profilansicht, die einen zweiten
beispielhaften Ansatz gemaR einer oder mehre-
ren Ausfihrungsformen der vorliegenden Offen-
barung veranschaulicht.
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Fig. 7 ist ein Ablaufdiagramm zum Betreiben
des Robotersystems aus Fig. 1 gemal einer
oder mehrerer Ausfihrungsformen der vorlie-
genden Technologie.

DETAILLIERTE BESCHREIBUNG

[0014] Ein verbessertes Verfahren, Robotersystem
und Computerprogramm, welche die vorstehenden
Probleme beim Einsatz von Robotern in der realen
Welt adressieren, wird gemall den unabhangigen
Anspriichen 1, 16, und 18 bereitgestellt. In der vor-
liegenden Schrift werden Systeme und Verfahren
zum dynamischen Packen von Objekten (z. B. Pake-
ten und/oder Kisten) beschrieben. Ein Robotersys-
tem (z. B. ein integriertes System von Vorrichtungen,
das eine oder mehrere spezielle Aufgaben ausfihrt),
das gemal einigen Ausfiihrungsformen konfiguriert
ist, stellt eine verbesserte Pack- und Lagereffizienz
bereit, indem Lagerpositionen fir die Objekte dyna-
misch dynamisch abgeleitet werden und diese ent-
sprechend gestapelt werden.

[0015] Traditionelle Systeme verwenden systemun-
abhangige Packsimulatoren, um Packsequenzen/-
anordnungen vorzubestimmen. Die traditionellen
Packsimulatoren verarbeiten Objektinformationen
(z. B. Formen/GréRen von Behaltern) fiir eine vorbe-
stimmte oder geschatzte Reihe von Behaltern, um
Packplane zu erzeugen. Sobald sie bestimmt wur-
den, geben die Packplane spezifische Positionen/-
Stellungen fiir die Platzierung der Objekte an Zielor-
ten (z. B. Paletten, Tonnen, Korbe, Kisten usw.),
spezifische Sequenzen fir die Platzierung und/oder
vorbestimmte Bewegungsplane vor und/oder erfor-
dern diese. Anhand der vorbestimmten Packplane
kénnen die traditionellen Packsimulatoren Aus-
gangsanforderungen (z. B. Sequenzen und/oder
Platzierungen fir die Objekte) ableiten, die mit den
Packplanen Ubereinstimmen oder diese ermdgli-
chen. Da die Packplane in traditionellen Systemen
systemunabhangig entwickelt werden, sind die
Plane unabhangig von tatsachlichen Packvorgan-
gen/-bedingungen, Objektankiinften und/oder ande-
ren Systemumsetzungen. Dementsprechend erfor-
dert der gesamte Betrieb/die gesamte Umsetzung,
dass die aufgenommenen Pakete (z. B. an der
Start-/Aufnahmeposition) festen Sequenzen folgen,
die mit den vorbestimmten Packplanen Ubereinstim-
men. Demnach konnen sich traditionelle Systeme
nicht an Echtzeit-Bedingungen und/oder Abweichun-
gen der empfangenen Pakete (z. B. andere
Sequenz, Position und/oder Ausrichtung), unerwar-
tete Fehler (z. B. Kollisionen und/oder verlorenge-
gangene Stlicke), Echtzeit-Packanforderungen (z.
B. empfangene Auftrage) und/oder andere Echtzeit-
Faktoren anpassen.

[0016] Da traditionelle Systeme Objekte geman fes-
ten vorbestimmten Planen/Sequenzen gruppieren
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und packen, ist ferner erforderlich, dass alle Objekte
an einer Startposition entweder (1) eine gleiche
Abmessung/Art aufweisen oder (2) gemal der
bekannten Sequenz ankommen. Zum Beispiel erfor-
dern traditionelle Systeme, dass Objekte (z. B. mit-
tels einer Fordervorrichtung) gemal einer festen
Sequenz an einer Aufnahmeposition ankommen.
Aullerdem erfordern die traditionellen Systeme bei-
spielsweise, dass die Objekte an der Aufnahmeposi-
tion gemaR einer vorbestimmten Stellung an speziel-
len Positionen zu platzieren sind. Somit erfordern
traditionelle Systeme einen oder mehrere Vorgange,
um die Objekte am Ausgang (d. h. vor dem Packvor-
gang) gemal der vorbestimmten Sequenz/Anord-
nung zu sortieren und/oder zu platzieren. Oftmals
erfordern traditionelle Systeme einen Sequenzpuffer,
der bis zu einer Million US-Dollar kostet, um die
Objekte am Ausgang gemal der vorbestimmten
Sequenz/Stellung zu sortieren und/oder zu platzie-
ren.

[0017] Im Gegensatz zu traditionellen Systemen
kann das hierin beschriebene Robotersystem wah-
rend des Systembetriebs Platzierungspositionen
der Objekte dynamisch ableiten (z. B., wenn das
Objekt ankommt oder identifiziert wird und/oder
nach dem Starten von einem oder mehreren Vorgan-
gen, wie etwa einem tatsachlichen Packvorgang). In
einigen Ausfiuhrungsformen kann das Robotersys-
tem die dynamische Ableitung der Platzierung basie-
rend auf einem AuslOseereignis einleiten/umsetzen,
wie etwa einem Neubewertungszeitpunkt, einem
Pack-/Steuerungsfehler (z. B. einem Kollisionsereig-
nis oder einem Ereignis eines verlorengegangenen
Stlicks), eines nicht erkannten Objekts (z. B. am Aus-
gang und/oder am Ziel), einer Veranderung der Posi-
tionen/Ausrichtungen von bereits platzierten Paketen
und/oder einem Vorhandensein anderer dynami-
scher Bedingungen. In einigen Ausfihrungsformen
kann die Platzierungsposition dynamisch abgeleitet
werden, wenn dem Robotersystem Vorabinformatio-
nen Uber die ankommenden Objekte fehlen, wie etwa
zum Aufnehmen von noch unbekannten Objekten
und/oder zum Aufnehmen von Objekten in zufallige-
n/unbekannten Sequenzen. Beim dynamischen
Ableiten der Platzierungspositionen kann das Robo-
tersystem verschiedene Echtzeit-Bedingungen (z. B.
derzeit bestehende oder fortdauernde Bedingungen)
verwenden, die z. B. verfiigbare/ankommende
Objekte, Objekteigenschaften und/oder -anforderun-
gen, Platzierungsanforderungen und/oder andere
Echtzeit-Faktoren beinhalten.

[0018] Das Robotersystem kann die Platzierungs-
positionen basierend auf einem Diskretisierungsme-
chanismus (z. B. einem Prozess, einer Schaltung,
einer Funktion und/oder einer Routine) ableiten.
Zum Beispiel kann das Robotersystem den Diskreti-
sierungsmechanismus verwenden, um physische
Grolken/Formen von Objekten und/oder Zielpositio-
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nen gemal einer Diskretisierungseinheit (d. h. einem
diskreten Bereich/Raum) zu beschreiben. Das Robo-
tersystem kann diskretisierte Objektprofile, die die
Diskretisierungseinheiten verwenden, um die erwar-
teten Objekte zu beschreiben, und/oder diskretisierte
Zielprofile, die die Zielposition (z. B. Flache oben auf
der Palette und/oder einen Raum/eine untere Flache
innerhalb einer Tonne/eines Behalters/einer Kiste)
beschreiben, erzeugen. Dementsprechend kann
das Robotersystem einen durchgehenden Raum/Be-
reich der realen Welt in computerlesbare digitale
Informationen umwandeln. Ferner kbnnen die diskre-
tisierten Daten eine Reduzierung der Rechenkom-
plexitdt zum Beschreiben des Grundrisses des
Pakets und zum Vergleichen verschiedener Paket-
platzierungen ermdglichen. Zum Beispiel kdénnen
die Paketabmessungen ganzen Zahlen von Diskreti-
sierungseinheiten entsprechen, die zu einfacheren
mathematischen Berechnungen flhren, anstelle
von Dezimalzahlen der realen Welt.

[0019] In einigen Ausflihrungsformen kann das
Robotersystem diskretisierte Zellen hinsichtlich der
Platzierungsplattform Gberprifen, um Objektplatzie-
rungsmoglichkeiten zu bestimmen. Zum Beispiel
kann das Robotersystem Tiefenmessungen oder
Hohen von platzierten Objekten auf der Platzierungs-
plattform verwenden. Das Robotersystem kann das
TiefenmalR bestimmen, um Hohen bei/gemal den
diskretisierten Zellen zu bestimmen. Das Roboter-
system kann das Tiefenmall gemaf den Gruppierun-
gen der diskretisierten Zellen beurteilen, die dem
Objekt entsprechen, das platziert werden soll. Das
Robotersystem kann die maximale Héhe innerhalb
der Gruppierung zum Beurteilen der Platzierungs-
moglichkeiten bestimmen. Anders formuliert, kann
das Robotersystem bestimmen, ob die getestete
Platzierungsposition eine ausreichende Stitzung
bereitstellt, sodass das platzierte Objekt relativ flach
platziert werden kann (z. B. gemaR den vorbestimm-
ten Schwellenwerten und/oder Bedingungen). Ein-
zelheiten bezuglich der dynamischen Platzierungs-
ableitungen sind nachfolgend beschrieben.

[0020] Dementsprechend kann das Robotersystem
die Effizienz, Geschwindigkeit und Genauigkeit fur
das dynamische Ableiten der Objektplatzierung
basierend auf den Echtzeit-Bedingungen verbes-
sern. Zum Beispiel kann das hierin beschriebene
System die Platzierungspositionen ableiten, wenn
die Echtzeit-Bedingungen Unklarheiten in Verbin-
dung mit erwarteten Bedingung und/oder Abwei-
chungen davon darstellen. Demnach kann das
Robotersystem unbekannte Objekte und/oder zufal-
lig ankommende Objekte (d. h. ohne bekannte/vor-
bestimmte Sequenz) aufnehmen und packen.

[0021] Ferner kann das Robotersystem die Gesamt-
kosten durch Beseitigen des einen oder der mehre-
ren Vorgange, der einen oder mehreren Maschinen
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(z. B. Sequenzpuffer) und/oder der menschlichen
Unterstitzung, die bei traditionellen Systemen not-
wendig waren, um die Objekte am Ausgang und/oder
fur den Packvorgang (z. B. zur Fehlerbehandlung) zu
platzieren, reduzieren. Durch das dynamische Ablei-
ten von Platzierungspositionen, wenn die Objekte
verflgbar werden (z. B. basierend auf Ankunfts-
und/oder Ausldseereignissen von Objekten), besei-
tigt das Robotersystem die Notwendigkeit, die
Pakete erneut zu organisieren oder zu sequenzieren,
zusammen mit den assoziierten maschinellen/-
menschlichen Vorgangen.

[0022] In der folgenden Beschreibung sind zahlrei-
che spezifische Details aufgefihrt, um ein umfassen-
des Verstandnis der vorliegend offenbarten Techno-
logie zu ermdglichen. In anderen
Ausflhrungsformen kdnnen die hier eingefihrten
Techniken ohne diese spezifischen Details in die Pra-
xis umgesetzt werden. In anderen Fallen werden hin-
reichend bekannte Merkmale, wie etwa spezifische
Funktionen oder Routinen, nicht ausfihrlich
beschrieben, um die vorliegende Offenbarung nicht
unnétig undeutlich zu machen. Verweise in dieser
Beschreibung auf ,eine Ausfihrungsform® oder der-
gleichen bedeuten, dass ein/e bestimmte/s Merkmal,
Struktur, Material oder Charakteristik, das bzw. die
beschrieben ist, in mindestens einer Ausfihrungs-
form der vorliegenden Offenbarung enthalten ist.
Somit bezieht sich das Auftreten derartiger Formulie-
rungen in dieser Beschreibung nicht notwendiger-
weise allesamt auf die gleiche Ausfiihrungsform.
Andererseits schlieRen sich derartige Verweise
nicht notwendigerweise gegenseitig aus. Zudem
kdnnen die konkreten Merkmale, Strukturen, Mate-
rialien oder Eigenschaften in einer oder mehreren
Ausfihrungsformen auf eine beliebige geeignete
Weise kombiniert werden. Es versteht sich, dass
die in den Figuren gezeigten verschiedenen Ausflih-
rungsformen lediglich veranschaulichende Darstel-
lungen und nicht unbedingt maf3stabsgetreu sind.

[0023] Mehrere Details, die Strukturen oder Pro-
zesse beschreiben, die hinreichend bekannt und oft-
mals mit Robotersystemen und -teilsystemen asso-
ziiert sind, die jedoch einige signifikante Aspekte
der offenbarten Techniken unnoétig undeutlich
machen kénnen, sind der Einfachheit halber in der
folgenden Beschreibung nicht dargelegt. Wenngleich
die folgende Offenbarung mehrere Ausflihrungsfor-
men verschiedener Aspekte der vorliegenden Tech-
nologie darlegt, kbnnen dariiber hinaus mehrere
andere Ausfuhrungsformen andere Konfigurationen
oder andere Komponenten als die in diesem
Abschnitt beschriebenen aufweisen. Dementspre-
chend konnen die offenbarten Techniken andere
Ausfihrungsformen mit zusatzlichen Elementen
oder ohne mehrere der Elemente, die nachfolgend
beschrieben sind, aufweisen.
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[0024] Viele Ausfihrungsformen oder Aspekte der
vorliegenden  Offenbarung, die nachfolgend
beschrieben sind, kénnen die Form von computer-
oder prozessorausfihrbaren Anweisungen anneh-
men, einschliellich Routinen, die von einem pro-
grammierbaren Computer oder Prozessor ausge-
fuhrt werden. Der Fachmann erkennt, dass die
offenbarten Techniken auf anderen Computer- oder
Prozessorsystemen als den nachfolgend gezeigten
und beschriebenen umgesetzt werden kénnen. Die
hierin beschriebenen Techniken kénnen in einem
Spezialcomputer oder einem Datenprozessor ausge-
fuhrt werden, der spezifisch programmiert, konfigu-
riert oder konstruiert ist, eine oder mehrere der nach-
folgend  beschriebenen  computerausfihrbaren
Anweisungen  auszufhren.  Dementsprechend
beziehen sich die Begriffe ,Computer” und ,Prozes-
sor®, wie in der vorliegenden Schrift im Allgemeinen
verwendet, auf einen beliebigen Datenprozessor und
kénnen Internetgerate und tragbare Vorrichtungen
umfassen (darunter Palmtop-Computer, tragbare
Computer, Mobiltelefone, Mehrprozessorsysteme,
prozessorbasierte oder programmierbare Unterhal-
tungselektronik, Netzwerkcomputer, Minicomputer
und dergleichen). Informationen, die von diesen
Computern und Prozessoren verarbeitet werden,
kénnen auf einem beliebigen geeigneten Anzeige-
medium, einschliellich einer Flussigkristallanzeige
(liquid crystal display - LCD), dargestellt werden.
Anweisungen zum Ausflhren von computer- oder
prozessorausfuhrbaren Aufgaben kénnen in oder
auf einem beliebigen geeigneten computerlesbaren
Medium, einschlieRBlich Hardware, Firmware oder
einer Kombination aus Hardware und Firmware,
gespeichert sein. Anweisungen kénnen in einer
beliebigen geeigneten Speichervorrichtung enthal-
ten sein, einschliel3lich zum Beispiel eines Flash-
Laufwerks und/oder eines anderen geeigneten
Mediums.

[0025] Die Ausdriicke ,gekoppelt‘ und ,verbunden®
samt deren Ableitungen kdnnen hierin verwendet
werden, um strukturelle Beziehungen zwischen den
Komponenten zu beschreiben. Es versteht sich,
dass diese Ausdrucke nicht als Synonyme fireinan-
der bestimmt sind. Vielmehr kann ,verbunden® in
bestimmten Ausfiihrungsformen verwendet werden,
um anzugeben, dass zwei oder mehr Elemente in
direktem Kontakt miteinander stehen. Sofern aus
dem Kontext nicht anderweitig ersichtlich, kann der
Ausdruck ,gekoppelt* verwendet werden, um anzu-
geben, dass zwei oder mehr Elemente entweder in
direktem oder in indirektem Kontakt miteinander
(mit anderen Zwischenelementen dazwischen) ste-
hen oder dass die zwei oder mehr Elemente mitei-
nander wirken oder interagieren (z. B. als eine Ursa-
che-Wirkungs-Beziehung, wie etwa fir die
Signallbertragung/den Signalempfang oder fur
Funktionsaufrufe) oder beides.
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[0026] Fig. 1 ist eine Veranschaulichung einer bei-
spielhaften Umgebung, in der ein Robotersystem
100 mit einem dynamischen Packmechanismus
arbeiten kann. Das Robotersystem 100 kann eine
oder mehrere Einheiten (z. B. Roboter) beinhalten
und/oder mit diesen kommunizieren, die dazu konfi-
guriert sind, eine oder mehrere Aufgaben auszufih-
ren. Aspekte des dynamischen Packmechanismus
kénnen von den verschiedenen Einheiten praktiziert
oder umgesetzt werden.

[0027] Fur das in Fig. 1 veranschaulichte Beispiel
kann das Robotersystem 100 eine Entladeeinheit
102, eine Ubertragungseinheit 104 (z. B. einen Palet-
tierungsroboter und/oder einen Stlickaufnahmerobo-
ter), eine Transporteinheit 106, eine Ladeeinheit 108
oder eine Kombination davon in einem Lager oder
einem Verteil-/Versandzentrum beinhalten. Jede der
Einheiten in dem Robotersystem 100 kann dazu kon-
figuriert sein, eine oder mehrere Aufgaben auszufiih-
ren. Die Aufgaben kdnnen nacheinander kombiniert
werden, um einen Vorgang durchzufiihren, der ein
Ziel erreicht, wie etwa das Entladen von Objekten
von einem Lastkraftwagen oder einem Lieferwagen
und das Lagern dieser in einem Lager oder das Ent-
laden von Objekten aus Lagerbereichen und Vorbe-
reiten dieser fur den Versand. In einigen Ausfiuh-
rungsformen kann die Aufgabe das Platzieren der
Objekte an einer Zielposition (z. B. oben auf einer
Palette und/oder innerhalb einer Tonne/eines Korb-
s/einer Kiste/eines Behalters) umfassen. Wie nach-
folgend ausfihrlich beschrieben, kann das Roboter-
system 100 individuelle Platzierungspositionen/-
ausrichtungen ableiten, entsprechende Bewegungs-
plane berechnen oder eine Kombination davon, um
die Objekte zu platzieren und/oder zu stapeln. Jede
der Einheiten kann dazu konfiguriert sein, eine
Sequenz von Handlungen (z. B. Betreiben einer
oder mehrerer Komponenten darin) auszufiihren,
um eine Aufgabe auszufihren.

[0028] In einigen Ausflihrungsformen kann die Auf-
gabe das Steuern (z. B. das Bewegen und/oder Neu-
ausrichten) eines Zielobjekts 112 (z. B. eines von den
Paketen, Kisten, Behaltern, Kérben, Paletten usw.,
die der auszufiihrenden Aufgabe entsprechen) von
einer Start-/Ausgangsposition 114 zu einer Ziel-/Auf-
gabenposition 116 beinhalten. Beispielsweise kann
die Entladeeinheit 102 (z. B. ein Containerentlader-
oboter) konfiguriert sein, um das Zielobjekt 112 von
einer Position auf einem Trager (z. B. einem Last-
kraftwagen) zu einer Position auf einem Forderband
zu Ubertragen. AuRerdem kann die Ubertragungsein-
heit 104 konfiguriert sein, um das Zielobjekt 112 von
einer Position (z. B. dem Forderband, einer Palette
oder einer Tonne) zu einer anderen Position (z. B.
einer Palette, einer Tonne usw.) zu Ubertragen. In
einem anderen Beispiel kann die Ubertragungsein-
heit 104 (z. B. ein Palettierungsroboter) konfiguriert
sein, um das Zielobjekt 112 von einer Ausgangsposi-
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tion (z. B. einer Palette, einem Aufnahmebereich
und/oder einer Fordervorrichtung) zu einer Zielpa-
lette zu Ubertragen. Beim AbschlieRen des Vorgangs
kann die Transporteinheit 106 das Zielobjekt 112 von
einem Bereich, der mit der Ubertragungseinheit 104
assoziiert ist, zu einem Bereich, der mit der Entlade-
einheit 108 assoziiert ist, Ubertragen, und die Entla-
deeinheit 108 kann das Zielobjekt 112 (z. B. durch
Bewegen der Palette, die das Zielobjekt 112 tragt)
von der Ubertragungseinheit 104 zu einer Lagerposi-
tion (z. B. einer Position auf den Regalen) Ubertra-
gen. Einzelheiten bezlglich der Aufgabe und der
assoziierten Handlungen sind nachfolgend beschrie-
ben.

[0029] Zum Zwecke der Veranschaulichung ist das
Robotersystem 100 im Kontext eines Versandzent-
rums beschrieben; jedoch versteht es sich, dass
das Robotersystem 100 dazu konfiguriert sein kann,
Aufgaben in anderen Umgebungen/zu anderen Zwe-
cken auszufuhren, wie etwa fur die Herstellung, den
Zusammenbau, das Verpacken, die Gesundheits-
pflege und/oder andere Arten von Automatisierung.
Es versteht sich aulierdem, dass das Robotersystem
100 andere Einheiten beinhalten kann, wie etwa
Handhabungsvorrichtungen, Serviceroboter, modu-
lare Roboter usw., die in Fig. 1 nicht gezeigt sind. In
einigen Ausfuhrungsformen kann das Robotersys-
tem 100 zum Beispiel eine Depalettierungseinheit
fur das Ubertragen der Objekte von Korbwégen
oder Paletten auf Fordervorrichtungen oder andere
Paletten, eine Containerwechseleinheit fiir das Uber-
tragen der Objekte von einem Container auf einen
anderen, eine Verpackungseinheit fiir das Einwickeln
der Objekte, eine Sortiereinheit fir das Gruppieren
von Objekten gemaf einer oder mehreren Charakte-
ristika davon, eine Stlckaufnahmeeinheit fir das
unterschiedliche Steuern (z. B. Sortieren, Gruppie-
ren und/oder Ubertragen) der Objekte gemaR einer
oder mehreren Charakteristika davon oder eine
Kombination davon beinhalten.

[0030] Fig. 2 ist ein Blockdiagramm, welches das
Robotersystem 100 gemald einer oder mehreren
Ausfiihrungsformen der vorliegenden Technologie
veranschaulicht. In einigen Ausfiihrungsformen
kann das Robotersystem 100 (z. B. an einer/einem
oder mehreren der Einheiten und/oder Roboter, wie
vorstehend beschrieben) zum Beispiel elektron-
ische/elektrische Vorrichtungen, wie etwa einen
oder mehrere Prozessoren 202, eine oder mehrere
Speichervorrichtungen 204, eine oder mehrere Kom-
munikationsvorrichtungen 206, eine oder mehrere
Eingabe-/Ausgabevorrichtungen 208, eine oder
mehrere Betatigungsvorrichtungen 212, einen oder
mehrere Transportmotoren 214, einen oder mehrere
Sensoren 216 oder eine Kombination davon beinhal-
ten. Die verschiedenen Vorrichtungen kénnen lber
drahtgebundene Verbindungen und/oder drahtlose
Verbindungen aneinander gekoppelt sein. Zum Bei-

7/31

spiel kann das Robotersystem 100 einen Bus, wie
etwa einen Systembus, einen Peripheral-Compo-
nent-Interconnect(PCIl)-Bus oder PCI-Express-Bus,
einen HyperTransport- oder Industry-Standard-
Architecture(ISA)-Bus, einen Small-Computer-Sys-
tem-Interface(SCSI)-Bus, einen Universal Serial
Bus (USB), einen IIC(12C)-Bus oder einen Institute-
of-Electrical-and-Electronics-Engineers(IEEE)-Stan-
dard-1394-Bus (auch als ,Firewire“ bezeichnet),
beinhalten. Beispielsweise kann das Robotersystem
100 auch Bricken, Adapter, Prozessoren oder
andere signalbezogene Vorrichtungen zum Bereit-
stellen der drahtgebundenen Verbindungen zwi-
schen den Vorrichtungen beinhalten. Die drahtlosen
Verbindungen kdnnen beispielsweise auf zellularen
Kommunikationsprotokollen (z. B. 3G, 4G, LTE, 5G
usw.), drahtlosen Local-Area-Network(LAN)-Proto-
kollen (z. B. Wireless Fidelity (WiFi)), Peer-to-Peer-
oder Vorrichtung-zu-Vorrichtung-Kommunikations-
protokollen (z. B. Bluetooth, Nachbereichskommuni-
kation (NFC) usw.), Internet-der-Dinge(Internet of
Things - loT)-Protokollen (z. B. NB-loT, LTE-M usw.)
und/oder anderen drahtlosen Kommunikationsproto-
kollen basieren.

[0031] Die Prozessoren 202 kdénnen Datenprozes-
soren (z. B. zentrale Verarbeitungseinheiten (central
processing units - CPU), Spezialcomputer und/oder
integrierte Server) umfassen, die konfiguriert sind,
um Anweisungen (z. B. Software-Anweisungen), die
in den Speichervorrichtungen 204 (z. B. Computer-
speicher) gespeichert sind, auszufiihren. In einigen
Ausfihrungsformen kénnen die Prozessoren 202 in
einer separaten/eigenstandigen Steuerung enthalten
sein, die an die anderen in Fig. 2 veranschaulichten
elektronischen/elektrischen Vorrichtungen und/oder
den in Fig. 1 veranschaulichten Robotereinheiten
wirkgekoppelt ist. Die Prozessoren 202 kdnnen die
Programmanweisungen umsetzen, um andere Vor-
richtungen zu steuern bzw. eine Schnittstelle damit
zu bilden, wodurch das Robotersystem 100 dazu ver-
anlasst wird, Handlungen, Aufgaben und/oder Vor-
gange auszufihren.

[0032] Bei den Speichervorrichtungen 204 kann es
sich um nicht flichtige computerlesbare Medien han-
deln, auf denen Programmanweisungen (z. B. Soft-
ware) gespeichert sind. Einige Beispiele fiir die Spei-
chervorrichtungen 204 umfassen fllichtigen Speicher
(z. B. Cache und/oder Direktzugriffsspeicher
(random-access memory - RAM)) und/oder nicht
flichtigen Speicher (z. B. Flash-Speicher und/oder
Magnetplatteneinheiten). Andere Beispiele fur die
Speichervorrichtungen 204 kénnen tragbare Spei-
chervorrichtungen und/oder Cloud-Speichervorrich-
tungen beinhalten.

[0033] In einigen Ausfiihrungsformen kénnen die
Speichervorrichtungen 204 verwendet werden, um
zudem Verarbeitungsergebnisse und/oder vorbe-
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stimmte Daten/Schwellenwerte zu speichern und
Zugriff darauf bereitzustellen. Zum Beispiel kénnen
die Speichervorrichtungen 204 Masterdaten 252
speichern, die Beschreibungen von Objekten (z. B.
Kisten, Behaltern und/oder Produkten) beinhalten,
die von dem Robotersystem 100 gesteuert werden
kénnen. In einer oder mehreren Ausfuhrungsformen
kénnen die Masterdaten 252 eine Abmessung, eine
Form (z. B. Vorlagen fir mégliche Stellungen und/o-
der von Computern erzeugte Modelle fir das Erken-
nen des Objekts in unterschiedlichen Stellungen),
ein Farbschema, ein Bild, Identifizierungsinformatio-
nen (z. B. Barcodes, Quick-Response(QR)-Codes,
Logos usw. und/oder erwartete Positionen davon),
ein erwartetes Gewicht, andere physische/visuelle
Charakteristika oder eine Kombination davon fir die
Objekte, die von dem Robotersystem 100 erwar-
tungsgemal zu steuern sind, beinhalten. In einigen
Ausfihrungsformen kénnen die Masterdaten 252
steuerungsbezogene Informationen beziiglich der
Objekte beinhalten, wie etwa eine Massenmittel-
punkt(center of mass - CoM)-Position an jedem der
Objekte, erwartete Sensormessungen (z. B. fur Kraft-
, Drehmoment-, Druck- und/oder Kontaktmessun-
gen), die einer/einem oder mehreren Handlungen/-
Manévern entsprechen, oder eine Kombination
davon. AulRerdem kdnnen die Speichervorrichtungen
204 beispielsweise Objektverfolgungsdaten 254
speichern. In einigen Ausflihrungsformen kénnen
die Objektverfolgungsdaten 254 ein Protokoll von
gescannten oder gesteuerten Objekten beinhalten.
In einigen Ausfihrungsformen kdnnen die Objektver-
folgungsdaten 254 Bildgebungsdaten (z. B. ein Bild,
eine Punktwolke, eine Live-Videoubertragung usw.)
der Objekte an einer oder mehreren Positionen (z.
B. speziellen Aufnahme- oder Abgabepositionen
und/oder Férderbander) beinhalten. In einigen Aus-
fuhrungsformen kénnen die Objektverfolgungsdaten
254 Positionen und/oder Ausrichtungen der Objekte
an der einen oder den mehreren Positionen beinhal-
ten.

[0034] Die Kommunikationsvorrichtungen 206 kon-
nen Schaltungen beinhalten, die dazu konfiguriert
sind, Uber ein Netzwerk mit externen oder entfernen
Vorrichtungen zu kommunizieren. Beispielsweise
kénnen die Kommunikationsvorrichtungen 206 Emp-
fanger, Sender, Modulatoren/Demodulatoren
(Modems), Signaldetektoren, Signalcodierer/- deco-
dierer, Verbindungsanschlisse, Netzwerkkarten
usw. umfassen. Die Kommunikationsvorrichtungen
206 kénnen konfiguriert sein, um elektrische Signale
gemal einem oder mehreren Kommunikationsproto-
kollen (z. B. dem Internetprotokoll (IP), den drahtlo-
sen Kommunikationsprotokollen usw.) zu senden, zu
empfangen und/oder zu verarbeiten. In einigen Aus-
fihrungsformen kann das Robotersystem 100 die
Kommunikationsvorrichtungen 206 verwenden, um
Informationen zwischen Einheiten des Robotersys-
tems 100 auszutauschen und/oder Informationen
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(z. B. zum Zwecke der Berichterstattung, der Daten-
erfassung, der Analyse und/oder der Fehlerbehe-
bung) mit Systemen oder Vorrichtungen aufierhalb
des Robotersystems 100 auszutauschen.

[0035] Die Eingabe-/Ausgabevorrichtungen 208
kénnen Benutzerschnittstellenvorrichtungen umfas-
sen, die konfiguriert sind, um Informationen an die
menschlichen Bediener zu kommunizieren und/oder
Informationen von diesen zu empfangen. Beispiels-
weise kénnen die Eingabe-/Ausgabevorrichtungen
208 eine Anzeige 210 und/oder andere Ausgabevor-
richtungen (z. B. einen Lautsprecher, eine haptische
Schaltung oder eine Tastrlickmeldungsvorrichtung
usw.) zum Kommunizieren von Informationen an
den menschlichen Bediener umfassen. Zudem kon-
nen die Eingabe-/Ausgabevorrichtungen 208 Steuer-
und Empfangsvorrichtungen umfassen, wie etwa
eine Tastatur, eine Maus, einen Touchscreen, ein
Mikrofon, einen Benutzerschnittstellen(user interface
- Ul)-Sensor (z. B. eine Kamera fir das Empfangen
von Bewegungsbefehlen), eine tragbare Eingabevor-
richtung usw. In einigen Ausfiihrungsformen kann
das Robotersystem 100 die Eingabe-/Ausgabevor-
richtungen 208 verwenden, um mit den menschli-
chen Bedienern bei der Ausfiihrung einer Handlung,
einer Aufgabe, eines Vorgangs oder einer Kombina-
tion davon zu interagieren.

[0036] Das Robotersystem 100 kann physische
oder strukturelle Elemente (z.B. Robotersteuerarme)
umfassen, die zur Bewegung an Gelenken verbun-
den sind (z. B. Rotations- und/oder Translationsver-
schiebungen). Die strukturellen Elemente und die
Gelenke konnen eine kinetische Kette bilden, die
konfiguriert ist, um einen Endeffektor (z. B. den Grei-
fer) zu steuern, der konfiguriert ist, um eine oder
mehrere Aufgaben (z. B. Greifen, Drehen, Schwei-
Ren usw.) in Abhangigkeit von der Verwendung/dem
Betrieb des Robotersystems 100 auszuflihren. Das
Robotersystem 100 kann die Betatigungsvorrichtun-
gen 212 (z. B. Motoren, Aktoren, Drahte, kiinstlichen
Muskeln, elektroaktiven Polymere usw.) umfassen,
die konfiguriert sind, um die strukturellen Elemente
um ein entsprechendes Gelenk oder daran anzutrei-
ben oder zu steuern (z. B. zu verschieben und/oder
neu auszurichten). In einigen Ausfiihrungsformen
kann das Robotersystem 100 die Transportmotoren
214 umfassen, die konfiguriert sind, um die ent-
sprechenden Einheiten/Gehause von Ort zu Ort zu
transportieren.

[0037] Das Robotersystem 100 kann die Sensoren
216 umfassen, die konfiguriert sind, um Informatio-
nen abzurufen, die verwendet werden, um die Aufga-
ben umzusetzen, wie etwa zum Steuern der struktu-
rellen Elemente und/oder zum Transportieren der
Robotereinheiten. Die Sensoren 216 kénnen Vorrich-
tungen umfassen, die konfiguriert sind, um eine oder
mehrere physische Eigenschaften des Robotersys-
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tems 100 (z. B. einen Zustand, eine Bedingung
und/oder eine Position von einem oder mehreren
strukturellen Elementen/Gelenken davon) und/oder
einer unmittelbaren Umgebung zu erkennen oder
zu messen. Zu einigen Beispielen fur die Sensoren
216 koénnen Beschleunigungsmesser, Gyroskope,
Kraftsensoren, Dehnungsmesser, Berihrungssen-
soren, Drehmomentsensoren, Positionscodierer
usw. gehdren.

[0038] In einigen Ausfuhrungsformen kénnen die
Sensoren 216 beispielsweise eine oder mehrere
Bildgebungsvorrichtungen 222 (z. B. visuelle und/o-
der Infrarotkameras, 2D- und/oder 3D-Bildaufnah-
mekameras, Abstandsmessvorrichtungen, wie etwa
Lidar oder Radar, usw.) umfassen, die konfiguriert
sind, um die unmittelbare Umgebung zu erkennen.
Die Bildgebungsvorrichtungen 222 kénnen Darstel-
lungen der detektierten Umgebung erzeugen, wie
etwa digitale Bilder und/oder Punktwolken, die
durch Maschinen-/Computervision verarbeitet wer-
den koénnen (z. B. zur automatischen Inspektion,
Roboterfiihrung oder flir andere Roboteranwendun-
gen). Wie nachfolgend ausfuhrlicher beschrieben,
kann das Robotersystem 100 (z. B. Uber die Pro-
zessoren 202) das digitale Bild und/oder die Punkt-
wolke verarbeiten, um das Zielobjekt 112 aus Fig. 1,
die Startposition 114 aus Fig. 1, die Aufgabenposi-
tion 116 aus Fig. 1, eine Stellung des Zielobjekts
112, ein Konfidenzmaly bezlglich der Startposition
114 und/oder der Stellung oder eine Kombination
davon zu identifizieren.

[0039] Zur Steuerung des Zielobjekts 112 kann das
Robotersystem 100 (z. B. Uber die verschiedenen
vorstehend beschriebenen Schaltungen/Vorrichtun-
gen) Bildaten eines speziellen Bereichs (z. B. einer
Aufnahmeposition, wie etwa innerhalb des Lastkraft-
wagens oder auf dem Forderband) erfassen und
analysieren, um das Zielobjekt 112 und die Startposi-
tion 114 davon zu identifizieren. Gleichermalfien kann
das Robotersystem 100 Bilddaten eines anderen
festgelegten Bereichs (z. B. einer Ablageposition
zum Platzieren von Objekten auf dem Fdérderband,
einer Position zum Platzieren von Objekten innerhalb
des Containers oder einer Position auf der Palette
zum Stapeln) erfassen und analysieren, um die Auf-
gabenposition 116 zu erkennen. Beispielsweise kon-
nen die Bildgebungsvorrichtungen 222 eine oder
mehrere Kameras, die dazu konfiguriert sind, Bildda-
ten des Aufnahmebereichs zu erzeugen, und/oder
eine oder mehrere Kameras, die dazu konfiguriert
sind, Bilddaten des Aufgabebereichs (z. B. Abgabe-
bereichs) zu erzeugen, beinhalten. Basierend auf
den Bilddaten, wie nachfolgend beschrieben, kann
das Robotersystem 100 die Startposition 114, die
Aufgabenposition 116, die assoziierten Stellungen,
einen Pack-/Platzierungsplan und/oder andere Ver-
arbeitungsergebnisse  bestimmen.  Einzelheiten
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bezlglich des dynamischen Packalgorithmus sind
nachfolgend beschrieben.

[0040] In einigen Ausfiuhrungsformen kdnnen die
Sensoren 216 beispielsweise Positionssensoren
224 (z. B. Positionscodierer, Potentiometer usw.)
beinhalten, die dazu konfiguriert sind, Positionen
von strukturellen Elementen (z. B. den Roboterar-
men und/oder den Endeffektoren) und entsprechen-
den Gelenken des Robotersystems 100 zu detektie-
ren. Das Robotersystem 100 kann die
Positionssensoren 224 verwenden, um Positionen
und/oder Ausrichtungen der strukturellen Elemente
und/oder der Gelenke wahrend der Ausflihrung der
Aufgabe zu verfolgen.

[0041] Fig. 3A und Fig. 3B sind Veranschaulichun-
gen von diskretisierten Daten, die verwendet wer-
den, um Objekte gemald einer oder mehreren Aus-
fuhrungsformen der vorliegenden Technologie zu
planen und zu packen. Fig. 3A veranschaulicht dis-
kretisierte Objekte und Fig. 3B veranschaulicht eine
diskretisierte Packplattform fiir das Packen von
Objekten.

[0042] In einigen Ausflihrungsformen kann das
Robotersystem 100 aus Fig. 1 vorbestimmte diskre-
tisierte  Modelle/Darstellungen der erwarteten
Objekte, die in den Masterdaten 252 aus Fig. 2
gespeichert sind, beinhalten. In einigen Ausfih-
rungsformen kann das Robotersystem 100 (z. B.
Uber die Prozessoren 202 aus Fig. 2) die diskretisier-
ten Modelle dynamisch erzeugen, indem durchge-
hende Flachen/Kanten von Objekten der realen
Welt (z. B. Paketen, Paletten und/oder anderen
Objekten, die mit der Aufgabe assoziiert sind) in dis-
krete Gegenstlicke (z. B. Langeneinheiten und/oder
Flacheneinheiten) abgebildet werden. Zum Beispiel
kann das Robotersystem 100 Bilddaten (z. B. ein
Bild einer Draufsicht und/oder Punktwolkedaten)
des Zielobjekts 112 und/oder einer oberen Flache
der Palette, die durch die eine oder mehreren Bildge-
bungsvorrichtungen 222 aus Fig. 2 erfasst werden,
diskretisieren. Anders formuliert, kann das Roboter-
system 100 die Bilddaten der Startposition 114 aus
Fig. 1, einer Position vor der Startposition 114 auf
einer Fordervorrichtung und/oder der Aufgabenposi-
tion 116 aus Fig. 1 diskretisieren. Das Robotersys-
tem 100 kann basierend auf dem Identifizieren
eines Aulenumfangs des Objekts/der Palette in
den Bilddaten und dann Unterteilen des Bereichs
innerhalb des AuRenumfangs gemal einer Dimen-
sions-/Flacheneinheit diskretisieren. In einigen Aus-
fihrungsformen kann die Dimensions-/Flachenein-
heit fur die Bilddaten basierend auf einer GrofRe
und/oder einer Position des Objekts/der Palette rela-
tiv zu den Bildgebungsvorrichtungen 222 gemaf
einem Koordinatendiagramm und/oder einem vorbe-
stimmten Anpassungsfaktor/einer vorbestimmten
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Anpassungsgleichung skaliert oder abgebildet wer-
den.

[0043] Wie in Fig. 3A veranschaulicht, kénnen
einige Ausfihrungsformen des Robotersystems 100
diskretisierte Objektmodelle 302 verwenden, um
Platzierungspositionen von Objekten (z. B. des Ziel-
objekts 112) zu planen/abzuleiten. Die diskretisierten
Objektmodelle 302 (in gepunkteten Linien gezeigt)
kénnen aulere physische Abmessungen, Formen,
Kanten, Flachen oder eine Kombination davon (in
gestrichelten Linien gezeigt) fir ankommende oder
eingehende Objekte (z. B. Pakete, Kisten, Behalter
usw.) gemal einer Diskretisierungseinheit (z. B.
einer Langeneinheit) darstellen. Die diskretisierten
Objektmodelle 302 koénnen erwartete/bekannte
Objekte und/oder unerwartete/unbekannte Objekte
darstellen, die wie vorstehend beschrieben abgebil-
det und diskretisiert wurden.

[0044] Wie in Fig. 3B veranschaulicht, kénnen
einige Ausflihrungsformen des Robotersystems 100
ein oder mehrere diskretisierte Plattformmodelle 304
(z. B. diskretisierte Darstellungen der Aufgabenposi-
tionen 116 aus Fig. 1) verwenden, um Stapelplatzie-
rungen von Objekten zu planen/abzuleiten. Die dis-
kretisierten Plattformmodelle 304 koénnen einen
Platzierungsbereich 340 (z. B. die physikalische
Abmessung, Form oder eine Kombination davon
der Aufgabenposition 116, wie etwa eine obere Fla-
che der Aufgabenposition 116, eine obere Flache
eines darauf platzierten Pakets oder eine Kombina-
tion davon) gemaR der Diskretisierungseinheit dar-
stellen. In einer oder mehreren Ausflihrungsformen
kénnen die diskretisierten Plattformmodelle 304
Echtzeit-Bedingungen des Platzierungsbereichs
340, wie etwa Uber Echtzeit-Aktualisierungen, dar-
stellen. In Bezug auf eine Draufsicht kdnnen die dis-
kretisierten Plattformmodelle 304 beispielsweise
anfangs eine obere Flache einer Palette, eine innere
untere Flache einer Tonne oder einer Kiste usw., die
die Objekte aufnehmen und direkt bertihren soll, dar-
stellen. Wenn das Robotersystem 100 die Objekte
platziert, kann sich der Platzierungsbereich 340 der-
art verandern, dass er obere Flachen der platzierten
Pakete (z. B. zum Stapeln von Paketen) beinhaltet,
und das diskretisierte Plattformmodell 304 kann
aktualisiert werden, um die Veranderungen widerzu-
spiegeln.

[0045] In einigen Ausfihrungsformen kénnen die
diskretisierten Plattformmodelle 304 auf Draufsich-
ten von einer oder mehreren Paletten mit Standard-
gréRe (z. B. Paletten mit 1,1 m mal 1,1 m) basieren.
Dementsprechend konnen die diskretisierten Platt-
formmodelle 304 verpixelten 2D-Darstellungen der
Platzierungsbereiche entlang horizontalen Ebenen
(z. B. der x-y-Ebenen) gemaf einem von dem Robo-
tersystem 100 verwendeten Rastersystem entspre-
chen. In einigen Ausfiihrungsformen kénnen die dis-

kretisierten Objektmodelle 302 Draufsichten (z. B. x-
y-Ebenen) von erwarteten oder ankommenden
Objekten beinhalten. Dementsprechend kdnnen die
diskretisierten Objektmodelle 302 verpixelten 2D-
Darstellungen der Objekte entsprechen.

[0046] Die Diskretisierungseinheit, die verwendet
wird, um diskretisierte Modelle zu erzeugen, kann
eine Lange beinhalten, die von einem Systembetrei-
ber, einem System-Designer, einer vorbestimmten
Eingabe/Einstellung, einem Auftrag oder einer Kom-
bination davon voreingestellt wird. In einigen Ausfuh-
rungsformen kann das Robotersystem 100 Einheits-
pixel 310 (z. B. Polygone, wie etwa Quadrate, mit
einer oder mehreren Abmessungen gemaf der Dis-
kretisierungseinheit) verwenden, um Bereiche/FIa-
chen von angezielten Objekten (z. B. tber die diskre-
tisierten Objektmodelle 302) und Beladeplattformen/-
flachen (z. B. Uber die diskretisierten Plattformmo-
delle 304) zu beschreiben. Dementsprechend kann
das Robotersystem 100 die Objekte und die Belade-
plattformen in 2D entlang den x-y-Achsen verpixeln.
In einigen Ausfiihrungsformen kann sich die GréRRe
der Einheitspixel 310 (z. B. der Diskretisierungsein-
heit) gemal den Abmessungen der Objekte und/o-
der Abmessungen der Beladeplattformen verandern.
Die GroRRe der Einheitspixel 310 kann auch (z. B.
Uber eine voreingestellte Regel/Gleichung und/oder
eine Auswahl des Bedieners) eingestellt werden, um
erforderliche Ressourcen (z. B. Rechenzeiten, erfor-
derlichen Speicher usw.) an der Packgenauigkeit
anzupassen. Wenn die GréRRe der Einheitspixel 310
abnimmt, kénnen beispielsweise die Rechenzeiten
und die Packgenauigkeit zunehmen. Dementspre-
chend stellt die Diskretisierung der Packaufgaben
(z. B. die Zielpakete und die Packplattformen) unter
Verwendung der Einheitspixel 310, die einstellbar
sind, eine erhdhte Flexibilitat fur das Palettieren der
Pakete bereit. Das Robotersystem 100 kann einen
Ausgleich zwischen den Rechenressourcen/der
Rechenzeit und der Packgenauigkeit gemaR Echt-
zeit-Szenarien, -Mustern und/oder -Umgebungen
steuern.

[0047] In einigen Ausflihrungsformen kann das
Robotersystem 100 fir die diskretisierten Objektmo-
delle 302 Teile der Einheitspixel 310 beinhalten, die
das Objekt nur teilweise Uberlappen, sodass die Ein-
heitspixel 310 sich Uber die tatsachlichen Umfangs-
kanten des Objekts hinaus erstrecken. In anderen
Ausfihrungsformen kann das Robotersystem 100
teilweise Uberlappende Teile der Einheitspixel 310
aus den diskretisierten Plattformmodellen 304 (ber
die tatsachlichen Abmessungen der Plattformflache
hinaus ausschlieRen, sodass die Einheitspixel 310 in
den diskretisierten Objektmodellen 302 Uberlappt
werden und/oder in den tatsachlichen Umfangskan-
ten der Plattformflache enthalten sind.
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[0048] Als ein veranschaulichendes Beispiel zeigt
Fig. 3A eine erste Modellausrichtung 332 und eines
zweite Modellausrichtung 334 eines diskretisierten
Objektmodells, welches das Zielobjekt 112 darstellt.
In einigen Ausfuihrungsformen kann das Robotersys-
tem 100 eines der diskretisierten Modelle (d. h., das
als die erste Modellausrichtung 332 erfasst/gespei-
chert wurde) um einen vorbestimmten Betrag ent-
lang der abgebildeten Ebene drehen. Wie in
Fig. 3A veranschaulicht, kann das Robotersystem
100 das diskretisierte Objektmodell 302 um eine ver-
tikale Achse (die sich in die und aus der Ebene der
Veranschaulichung oder senkrecht dazu erstreckt)
und entlang einer horizontalen Ebene (z. B. entlang
der x- und y-Achsen dargestellt) um 90 Grad fir die
zweite Modellausrichtung 334 drehen. Das Roboter-
system 100 kann die verschiedenen Ausrichtungen
verwenden, um entsprechende Platzierungen der
Objekte zu testen/beurteilen.

[0049] Basierend auf den diskretisierten Daten/Dar-
stellungen kann das Robotersystem 100 eine Plat-
zierungsposition 350 fir das Zielobjekt 112 dyna-
misch ableiten. Wie in Fig. 3B veranschaulicht,
kann das Robotersystem 100 die Platzierungsposi-
tion 350 dynamisch ableiten, auch nachdem ein
oder mehrere Objekte (z. B. in Fig. 3B als diagonal
ausgefillte Objekte veranschaulicht) auf den Platzie-
rungsbereich 340 platziert wurden. Aulerdem kann
die dynamische Ableitung der Platzierungsposition
350 auftreten, nachdem das Zielobjekt 112 entla-
den/vom Regal genommen, registriert, abgetastet,
abgebildet wurde, oder eine Kombination davon,
oder wahrenddessen. Zum Beispiel kann das Robo-
tersystem 100 die Platzierungsposition 350 dyna-
misch ableiten, wenn das Zielobjekt 112 (z. B. Uber
eine Fordervorrichtung) transportiert wird, nachdem
die Bildgebungsvorrichtungen 222 aus Fig. 2 die
Bilddaten des Zielobjekts 112 erzeugt haben, oder
eine Kombination davon.

[0050] Das dynamische Ableiten der Platzierungs-
position 350 eines Objekts stellt eine erhohte Flexibi-
litdt und eine reduzierte menschliche Arbeitskraft fir
Versand-/Packumgebungen bereit. Das Robotersys-
tem 100 kann diskretisierte Echtzeit-Bilder/-Tiefen-
abbildungen von Objekten und der Palette (d. h. ein-
schlieBlich der bereits platzierten Objekte)
verwenden, um verschiedene Platzierungspositio-
nen und/oder Ausrichtungen zu testen und zu beur-
teilen. Dementsprechend kann das Robotersystem
100 Objekte ohne Eingriff eines menschlichen Bedie-
ners packen, auch wenn das Objekt nicht erkannt
wird (z. B. bei neuen/unerwarteten Objekten und/o-
der Fehlern des maschinellen Sehens), wenn eine
Ankunftssequenz/-reihenfolge der Objekte unbe-
kannt ist und/oder wenn ein unerwartetes Ereignis
auftritt (z. B. ein Stlickverlustereignis und/oder ein
Kollisionsereignis).

[0051] Zum Zwecke der Veranschaulichung ist die
Platzierungsposition 350 in Fig. 3B derart gezeigt,
dass sie sich benachbart zu den bereits platzierten
Objekten befindet (d. h. auf derselben horizontalen
Ebene/HOhe wie diese platziert ist), wie etwa direkt
auf der Palette bzw. diese beriihrend. Es versteht
sich jedoch, dass die Platzierungsposition 350 oben
auf den bereits platzierten Objekten sein kann.
Anders formuliert, kann das Robotersystem 100 die
Platzierungsposition 350 fur das Stapeln des Zielob-
jekts 112 Uber einem oder mehreren und/oder auf
eines oder mehrere Objekte, die sich bereits auf der
Palette befinden, ableiten. Wie nachfolgend ausfuhr-
lich beschrieben, kann das Robotersystem 100 die
Hohen der bereits platzierten Objekte beim Ableiten
der Platzierungsposition 350 beurteilen, um sicher-
zustellen, dass das Objekt ausreichend gestitzt
wird, wenn es auf die bereits platzierten Objekte
gestapelt wird.

[0052] In einigen Ausflihrungsformen kann das
Robotersystem 100 die Objektkanten 362 beim
Ableiten der Platzierungsposition 350 identifizieren.
Die Objektkanten 362 kdnnen Linien in den Bilddaten
beinhalten, die Kanten und/oder Seiten der bereits
auf der Palette platzierten Objekte darstellen. In eini-
gen Ausflhrungsformen kdénnen die Objektkanten
362 Kanten entsprechen, die freiliegen (z. B. ein
anderes Objekt/eine andere Kante nicht direkt bertih-
ren bzw. benachbart dazu sind), sodass sie einen
Umfang von einem oder einer Gruppe von Objekten
(z. B. einer Schicht von Objekten), die an der Aufga-
benposition 116 platziert sind, definieren.

[0053] Wie nachfolgend ausflhrlicher beschrieben,
kann das Robotersystem 100 die Platzierungsposi-
tion 350 gemal einer Reihe von Platzierungsregeln,
Bedingungen, Parametern, Anforderungen usw.
ableiten. In einigen Ausflihrungsformen kann das
Robotersystem 100 die Platzierungsposition 350
basierend auf dem Beurteilen/Testen von einer oder
mehreren maoglichen Stellen 360 ableiten. Die mégli-
chen Stellen 360 kdnnen den diskretisierten Objekt-
modellen 302 entsprechen, die an verschiedenen
Positionen und/oder mit verschiedenen Ausrichtun-
gen auf den diskretisierten Plattformmodellen 304
Uberlagert sind. Dementsprechend kénnen die mog-
lichen Stellen 360 das potentielle Platzieren des Ziel-
objekts 112 benachbart zu einer oder mehreren der
Objektkanten 362 und/oder das potentielle Stapeln
des Zielobjekts 112 auf eines oder mehrere der
bereits platzierten Objekte beinhalten. Das Roboter-
system 100 kann jede der moglichen Stellen 360
gemal verschiedenen Parametern/Bedingungen
beurteilen, wie etwa Stlitzmaly/-bedingung, Stlitzge-
wicht im Vergleich zu Zerbrechlichkeitseinstufungen
(z. B. maximales Stltzgewicht, wie etwa flir darauf
gestapelte Pakete) der stiitzenden Objekte, Raum-
/Packauswirkungen oder eine Kombination davon.
Das Robotersystem 100 kann ferner die méglichen
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Stellen 360 unter Verwendung von einer oder mehre-
ren Platzierungsregeln beurteilen, wie etwa kolli-
sionsfreie Anforderung, Stapelstabilitat, vom Kunden
festgelegte Regeln/Prioritaten, Pakettrennungsan-
forderungen oder das Fehlen davon, Maximierung
von insgesamt beladenen Paketen oder eine Kombi-
nation davon.

[0054] Die Fig. 4A und Fig. 4B veranschaulichen
verschiedene Aspekte einer Stiitzberechnung und
einer Stlutzmetrik gemank einer oder mehreren Aus-
fihrungsformen der vorliegenden Technologie. In
einigen Ausflhrungsformen, wie in Fig. 4A veran-
schaulicht, kann das Robotersystem 100 aus Fig. 1
die moéglichen Stellen 360 aus Fig. 3B basierend auf
dem Uberlappen des diskretisierten Objektmodells
302 aus Fig. 3A des Zielobjekts 112 aus Fig. 1 tber
dem diskretisierten Plattformmodell 304 der Aufga-
benposition 116 aus Fig. 1 erzeugen. Ferner kann
das Robotersystem 100 das diskretisierte Objektmo-
dell 302 iterativ Uber das diskretisierte Plattformmo-
dell 304 bewegen, wenn die mdglichen Stellen 360
erzeugt werden. Zum Beispiel kann das Robotersys-
tem 100 einen anfanglichen Teil der mdglichen Stelle
360 durch Platzieren eines entsprechenden diskreti-
sierten Objektmodells 302 gemaR einer oder mehre-
ren Ausrichtungen (z. B. der ersten Modellausrich-
tung 332 aus Fig. 3A und/oder der zweiten
Modellausrichtung 334 aus Fig. 3A) an einer vorbe-
stimmten anfanglichen Position (z. B. einer Ecke)
des diskretisierten Plattformmodells 304 erzeugen.
Fir den nachste Teil der moglichen Stelle 360 kann
das Robotersystem 100 das diskretisierte Objektmo-
dell 302, welches einem anderen/nachsten Objekt
entspricht, um eine vorbestimmte Entfernung (z. B.
ein oder mehrere Einheitspixel 310 aus Fig. 3B)
gemal einer vorbestimmten Richtung/einem vorbe-
stimmten Muster bewegen.

[0055] Wenn die mdglichen Stellen 360 ein oder
mehrere Objekte Uberlappen, die bereits an der Auf-
gabenposition 116 platziert sind, kann das Roboter-
system 100 ein Mall an Stlitzung, das von den
bereits platzierten Objekten bereitgestellt wird,
berechnen und beurteilen. Um das Malf} an Stiitzung
zu berechnen und zu beurteilen, kann das Roboter-
system 100 Héhen/die Kontur fir den Platzierungs-
bereich 340 aus Fig. 3B in Echtzeit unter Verwen-
dung von einer oder mehreren der
Bildgebungsvorrichtungen 222 aus Fig. 2 bestim-
men. In einigen Ausfiihrungsformen kann das Robo-
tersystem 100 Tiefenmalie (z. B. Punktwolkewerte)
von einer oder mehreren der Bildgebungsvorrichtun-
gen 222, die sich Uber der Aufgabenposition 116
befinden, verwenden. In einigen Ausfiihrungsformen
kann das Robotersystem 100 vorbestimmte Héhen-
/Stellenwerte aufweisen, die einer vertikalen Stelle
des Bodens und/oder der Oberflache der Plattform
(z. B. Palette) entsprechen, wie etwa einer Hohe
der Oberflache der Plattform tGber der Bodenflache

der Anlage. In einigen Ausfuhrungsformen kann das
Robotersystem 100 das Tiefenmal} verwenden, um
die Héhen/Kontur der freiliegenden oberen Flache(n)
der Plattform, der platzierten Objekte oder einer
Kombination davon zu berechnen. In einigen Ausfuh-
rungsformen kann das Robotersystem 100 die Auf-
gabenposition 116 abbilden und die Héhen der frei-
liegenden oberen Flache(n) in Echtzeit aktualisieren,
wie etwa nach dem Transportieren des Objekts zur
Plattform und/oder dem Austauschen des Objekts
auf der Plattform.

[0056] In einigen Ausflihrungsformen, wie in Fig. 4A
veranschaulicht, kann das Robotersystem 100 das
diskretisierte Plattformmodell 304 derart aktualisie-
ren, dass es Ho6henmale 402 beinhaltet. Das Robo-
tersystem 100 kann die HohenmalRe 402 gemal
jedem der diskretisierten Pixel (z. B. der Einheitspixel
310) in dem diskretisierten Plattformmodell 304
bestimmen. Zum Beispiel kann das Robotersystem
100 die H6henmalRe 402 als maximale Hohen fur
die Oberflachenabschnitte des Platzierungsbereichs
340, der durch die entsprechenden Einheitspixel 310
dargestellt wird, bestimmen.

[0057] Furjede der méglichen Stellen 360, die eines
oder mehrere der bereits platzierten Objekte lber-
lappen, kann das Robotersystem 100 die Platzie-
rungsmoglichkeit basierend auf den Hohenmalen
402 beurteilen. In einigen Ausfihrungsformen kann
das Robotersystem 100 die Platzierungsmoglichkeit
basierend auf dem Identifizieren des héchsten Werts
der Héhenmalle 402, die an jeder der moglichen
Stellen 360 Uberlappt werden, beurteilen. Das Robo-
tersystem 100 kann ferner andere Hohenmalle 402
identifizieren, die sich an jeder der moglichen Stellen
360 befinden, wobei die Hohenmale 402 innerhalb
einer Grenze eines Differenzschwellenwerts relativ
zu dem hochsten Maly der Hohenmale 402 liegen.
Die geeigneten Zellen/Pixel konnen Positionen dar-
stellen, die eine Stiitzung fir das gestapelte Objekt
bereitstellen kdnnen, sodass das gestapelte Objekt
im Wesentlichen flach/horizontal liegt.

[0058] Wie in Fig. 4A veranschaulicht, kann das
hochste Hohenmald fir die ersten der mdglichen
Stellen 360 (obere linke Ecke des diskretisierten
Plattformmodells 304) 0,3 betragen (z. B. 300 Milli-
meter (mm) hoch). Fir den Differenzschwellenwert,
der als 0,02 (was z. B. 20 mm darstellt) vorbestimmt
wurde, kann das Robotersystem 100 die oberen vier
diskretisierten Zellen/Pixel als den Differenzschwel-
lenwert einhaltend identifizieren. Das Robotersystem
100 kann die identifizierten/geeigneten Zellen/Pixel
verwenden, um das Ausmal} der Stitzung zu beur-
teilen/darzustellen.

[0059] Fig. 4B veranschaulicht ein weiteres Beispiel
fur die Stutzberechnung. Fig. 4B zeigt eine der mdg-
lichen Stellen 360 aus Fig. 3 mit dem diskretisierten
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Objektmodell 302 (mit einem durchgezogenen dick-
eren Umriss gezeigt), das in einer oberen linken
Ecke des diskretisierten Plattformmodells 304 tber-
lagert ist. Das Robotersystem 100 kann verschie-
dene Stitzparameter 410 berechnen/verwenden,
bei denen es sich um Parameter handelt, die verwen-
det werden, um die mogliche Stelle 360 zu beurtei-
len. Zum Beispiel kdnnen die Stltzparameter 410
diskretisierte Abmessungen 412, einen uberlappten
Bereich 414, einen Hoéhendifferenzschwellenwert
416, einen Stitzschwellenwert 418, eine maximale
Hohe 420, eine untere Hohengrenze 422, eine geeig-
nete Anzahl 424, eine Reihe von Stitzbereichumris-
sen 426, eine Stltzbereichsgrofle 428, ein Stutzver-
haltnis 430, eine Position des Massenmittelpunkts
(CoM) 432 oder eine Kombination davon beinhalten.

[0060] Die diskretisierten Abmessungen 412 koén-
nen physikalische Abmessungen (z. B. Lange,
Breite, Hohe, Umfang usw.) des Zielobjekts 112 aus
Fig. 1 gemal den Einheitspixeln 310 aus Fig. 3A
beschreiben. Zum Beispiel kénnen die diskretisierten
Abmessungen 412 Mengen der Einheitspixel 310
beinhalten, die Umfangskanten des diskretisierten
Objektmodells 302 bilden. Der Uberlappte Bereich
414 kann einen Bereich (z. B. eine Grundrissgrofie
entlang der horizontalen Ebene) beschreiben, der
von dem Zielobjekt 112 belegt ist und gleichermalf3en
gemal den Einheitspixeln 310 dargestellt werden
kann. Anders formuliert, kann der tGberlappte Bereich
414 einer Menge der Einheitspixel 310 innerhalb des
diskretisierten Objektmodells 302 entsprechen. Fur
das in Fig. 4B veranschaulichte Beispiel kann das
Zielobjekt 112 die diskretisierte Abmessung 412 von
sechs Pixeln mal sieben Pixeln aufweisen, was dem
Uberlappten Bereich 414 von 42 Pixeln entspricht.

[0061] Der Hohendifferenzschwellenwert 416 und
der Stutzschwellenwert 418 kdénnen Grenzen ent-
sprechen, die verwendet werden, um die moglichen
Stellen 360 zu verarbeiten und/oder zu validieren.
Der Hohendifferenzschwellenwert 416, der von
einem Bediener und/oder durch einen Auftrag vorbe-
stimmt und/oder angepasst werden kann, kann
erlaubte Abweichungen von einer anderen Referenz-
héhe (z. B. der maximalen Hoéhe 420, die dem hoch-
sten Teil fir die Hohenmalie 402 in dem von dem
diskretisierten  Objektmodell 302 Uberlappten
Bereich entspricht) zum Berlihren und/oder Stiitzen
von Paketen, die obendrauf platziert sind, darstellen.
Anders formuliert, kann der Héhendifferenzschwel-
lenwert 416 verwendet werden, um einen Bereich
der Oberflachenhéhen zu definieren, die das darauf
platzierte Pakete beritihren und/oder stiitzen konnen.
Somit kann die untere Héhengrenze 422 relativ zur
maximalen Hohe 420 einer unteren Grenzen flr
Hoéhen innerhalb des Uberlappten Bereichs 414 ent-
sprechen, die eine Stltze fir das gestapelte Paket
bereitstellen kann. Fir das in Fig. 4B veranschau-
lichte Beispiel kann der Hohendifferenzschwellen-

wert 416 0,02 betragen. Wenn die maximale Hoéhe
420 0,2 betragt, kann die untere Héhengrenze 422
0,18 betragen. Dementsprechend kann das Roboter-
system 100 beim Platzieren des Zielobjekts 112 an
der moglichen Stelle 360 schatzen, dass Oberfla-
chen/Pixel mit Héhen Uber 0,18 das Zielobjekt 112
bertUhren und/oder Stiitzung daflr bereitstellen.

[0062] Dementsprechend kann das Robotersystem
100 in einer oder mehreren Ausfiihrungsformen die
Einheitspixel 310 innerhalb des Uberlappten
Bereichs 414 gemal dem Hohendifferenzschwellen-
wert 416 kategorisieren. Zum Beispiel kann das
Robotersystem 100 die Einheitspixel 310 mit
Hoéhen, die den Hoéhendifferenzschwellenwert 416
einhalten (d. h. Werten grofRer als oder gleich der
unteren HOhengrenze 422), als stiitzende Positionen
442 kategorisieren (z. B. eine Gruppierung von Ein-
heitspixeln 310, die eine Oberflache darstellt, auf der
Objekte gestapelt werden kdnnen, wie in Fig. 4B
durch die schraffierten Pixeln dargestellt). Das Robo-
tersystem 100 kann die anderen Einheitspixel 310
als ungeeignete Positionen 444 kategorisieren (z.
B. Pixel mit Hoéhen unter der unteren Hohengrenze
422).

[0063] Der Stltzschwellenwert 418 kann eine
Grenze flir das Beurteilen der moglichen Stellen
360 basierend auf einer Angemessenheit der stiitz-
enden Positionen 442 darstellen. Zum Beispiel kann
der Stutzschwellenwert 418 zum Beurteilen einer
Menge, eines Verhaltnisses, eines Bereichs, einer
Position oder einer Kombination davon in Verbin-
dung mit den stiitzenden Positionen 442 dienen. In
einigen Ausfiihrungsformen kann der Stiitzschwel-
lenwert 418 verwendet werden, um zu bestimmen,
ob die geeignete Anzahl 424 (z. B. eine Menge der
stitzenden Positionen 442) fir die mogliche Stelle
360 zum Stitzen des Zielobjekts 112 ausreichend ist.

[0064] In einer oder mehreren Ausfiihrungsformen
kann der Stiitzschwellenwert 418 verwendet werden,
um einen gestitzten Bereich (z. B. die Einheitspixel
360, die Stltzung fir ein darauf gestapeltes Objekt
bereitstellen kdnnen, wie durch den Hohenschwel-
lenwert bestimmt werden kann) in Verbindung mit
den stltzenden Positionen 442 zu beurteilen. Zum
Beispiel kann das Robotersystem 100 die Stitzbe-
reichsumrisse 426 basierend auf dem Verlangern
von Kanten und/oder dem Bestimmen von Linien
bestimmen, die sich Uber oder um die ungeeigneten
Positionen 444 erstrecken, um Ecken der duflers-
ten/umrandenden Teile der stiitzenden Positionen
442 zu verbinden. Somit kénnen die Stiitzbereich-
sumrisse 426 die ungeeigneten Positionen 444 aus-
schlieBen. Dementsprechend kénnen die Stlitzbe-
reichsumrisse 426 einen Umfang fiir den gestitzten
Bereich basierend auf den umrandenden Teilen der
stlitzenden Positionen 442 definieren. Da die Stitz-
bereichsumrisse 426 sich Uber die ungeeigneten
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Positionen 444 erstrecken und/oder diese beinhalten
kdénnen, kann die Stitzbereichsgréfe 428 (z. B. eine
Menge der Einheitspixel 310 innerhalb des gestit-
zten Bereichs) grofler sein als die geeignete Anzahl
424. Somit stellt die StitzbereichsgroRe 428 effektiv
Trennungen zwischen den duersten Kanten/Ecken,
an denen die Stutzung bereitgestellt wird, dar. Da
breitere Stutzungen bevorzugt werden (z. B., bei
denen Abschnitte der Stltzbereichsumrisse 426 gro-
Rer sind als der Uberlappungsbereich 414 des
Objekts, um Uberstande zu reduzieren und/oder die
Stabilitdt zu verbessern), kann der Stitzschwellen-
wert 418 einer minimalen Anzahl der Einheitspixel
310 im gestutzten Bereich entsprechen (z. B. zum
Beurteilen der Stitzbereichsumrisse 426), wodurch
effektiv eine Trennung zwischen den dul3ersten Kan-
ten/Ecken, an denen die Stutzung bereitgestellt wird,
beurteilt wird.

[0065] In einigen Ausflihrungsformen kann der
Stitzschwellenwert 418 zum Beurteilen des Stitz-
verhaltnisses 430 dienen, der basierend auf dem
Vergleichen der geeigneten Anzahl 424 und/oder
der Stitzbereichsgrofle 428 mit dem Uberlappten
Bereich 414 berechnet werden kann. Zum Beispiel
kann das Stitzverhaltnis 430 ein Verhaltnis zwischen
der geeigneten Anzahl 424 und dem uberlappten
Bereich 414 zum Darstellen der horizontalen Stabili-
tat, der Konzentration des gestitzten Gewichts oder
einer Kombination davon beinhalten. Auf3erdem
kann der Stltzbereich 430 ein Verhaltnis zwischen
der StitzbereichsgréRe 428 und dem (Uberlappten
Bereich 414 zum Darstellen relativer Breiten zwi-
schen den stitzenden Kanten/Ecken unter dem Ziel-
objekt 112 beinhalten.

[0066] Ferner kann das Robotersystem 100 die
mdglichen Stellen 360 basierend auf der CoM-Posi-
tion 432 des Zielobjekts 112 beurteilen. In einigen
Ausfliihrungsformen kann das Robotersystem 100
anhand der Masterdaten 252 aus Fig. 2 auf die
CoM-Position 432 des Zielobjekts 112 zugreifen
und/oder die CoM-Position 432 basierend auf dem
Greifen und/oder Anheben des Zielobjekts 112 dyna-
misch schatzen. Sobald auf sie zugegriffen/sie
geschatzt wurde, kann das Robotersystem 100 die
CoM-Position 432 mit den Stltzbereichsumrissen
426 vergleichen. Das Robotersystem 100 kann erfor-
dern, dass die mogliche Stelle 360 die CoM-Position
432 innerhalb der Stiitzbereichsumrisse 426 beinhal-
tet, und die moglichen Stellen 360, die einer derarti-
gen Erfordernis nicht entsprechen, beseitigen/aus-
schlielRen. In einer oder mehreren
Ausfiihrungsformen kann das Robotersystem 100
eine Platzierungsbewertung basierend auf Tren-
nungsabstanden (z. B. entlang der x- und/oder der
y-Achse) zwischen der CoM-Position 432 und den
Stutzbereichsumrissen 426 berechnen und beurtei-
len.

[0067] Das Robotersystem 100 kann die Stutzpara-
meter 410 verwenden, um Einschrankungen/Erfor-
dernisse zu beurteilen. Zum Beispiel kann das Robo-
tersystem 100 die moglichen Stellen
beseitigen/ausschlielen, die den Stitzschwellen-
wert 418, einen CoM-Positionsschwellenwert (z. B.
eine Erfordernis, dass die CoM-Position 432 inner-
halb der Stutzbereichsumrisse 426 enthalten ist)
und andere Stapelregeln nicht einhalten. Au3erdem
kann das Robotersystem 100 die Stitzparameter
410 verwenden, um die Platzierungsbewertungen
fur die mdglichen Stellen 360 (z. B. die Positionen,
welche die Einschréankungen einhalten) gemaf vor-
bestimmten Gewichtungen und/oder Gleichungen zu
berechnen. Wie nachfolgend ausfuhrlich beschrie-
ben, kann das Robotersystem 100 die berechnete
Platzierungsbewertung verwenden, um die mogli-
chen Stellen 360 gemal den vorbestimmten Prafe-
renzen (z. B., wie durch die Gewichte/Gleichungen
widergespiegelt) einzustufen.

[0068] Fig. 5 ist eine Draufsicht, die eine beispiel-
hafte Platzierung veranschaulicht, die von dem
Robotersystem 100 gemaly einer oder mehreren
Ausfiuhrungsformen der vorliegenden Offenbarung
ausgefuhrt wird. In einigen Ausfiihrungsformen
kann das Robotersystem 100 einen Roboterarm
502 (z. B. einen Abschnitt der Ubertragungseinheit
104 aus Fig. 1, wie etwa eines Palettierungsrobo-
ters) beinhalten und/oder mit diesem kommunizie-
ren, der dazu konfiguriert ist, das Zielobjekt 112 von
der Startposition 114 zu Ubertragen und dieses an
der abgeleiteten Platzierungsposition 350 an der
Aufgabenposition 116 zu platzieren. Zum Beispiel
kann das Robotersystem 100 den Roboterarm 502
betreiben, um das Zielobjekt 112 von einer bestimm-
ten Position/einem bestimmten Abschnitt auf einer
Foérdervorrichtung zu greifen und aufzunehmen und
das Zielobjekt 112 auf einer Palette zu platzieren.

[0069] Das Robotersystem 100 kann die Platzie-
rungsposition 350 dynamisch ableiten, z. B., wenn
das Zielobjekt 112 an der Anlage und/oder an der
Startposition 114 ankommt, und/oder nachdem ein
oder mehrere Vorgange, wie etwa der Packvorgang,
gestartet wurden. Das Robotersystem 100 kann die
Platzierungsposition 350 basierend auf oder unter
Berlicksichtigung von einem oder mehreren Unge-
nauigkeitsfaktoren dynamisch ableiten, wie etwa
einem Fehlen eines Packplans (z. B. eines Plans
zum Darstellen von Platzierungspositionen 350, die
fir eine Reihe von Objekten abgeleitet sind, ein-
schlieBlich des Zielobjekts 112, an der Aufgabenpo-
sition 116), einem Fehler bei ankommenden Objek-
ten (z. B.,, wenn das Objekt nicht mit einem
erwarteten/bekannten Objekt oder einer Sequenz
Ubereinstimmt) oder einer Kombination davon. Das
Robotersystem 100 kann auch die Platzierungsposi-
tion 350 basierend auf oder unter Berulcksichtigung
von einer oder mehreren Ungenauigkeiten am Ziel
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dynamisch ableiten, wie etwa aufgrund von bereits
platzierten Objekten 508 (z. B. nicht erkennbaren
und/oder nicht erwarteten Paketen auf der Palette)
und/oder einer Verschiebung von einem oder mehre-
ren der bereits platzierten Objekte 508.

[0070] In einigen Ausfiihrungsformen kann das
Robotersystem 100 die Platzierungsposition 350
basierend auf Daten (z. B. Bilddaten und/oder Mess-
daten), die Uber einen oder mehrere der Sensoren
216 aus Fig. 2 (z. B. die Bildgebungsvorrichtungen
222 aus Fig. 2) dynamisch erfasst wurden, dyna-
misch ableiten. Zum Beispiel kann das Robotersys-
tem 100 einen Ausgangssensor 504 (z. B. eine 3D-
Kamera) beinhalten und/oder mit diesem kommuni-
zieren, der sich Uber der Startposition 114 und/oder
einem eingehenden Pfad (z. B. einer Férdervorrich-
tung) befindet. Das Robotersystem 100 kann die
Daten von dem Ausgangssensor 504 verwenden,
um die diskretisierten Objektmodelle 302 aus
Fig. 3A zu erzeugen und/oder darauf zuzugreifen.
In einer oder mehreren Ausfiihrungsformen kann
das Robotersystem 100 unter Verwendung des Aus-
gangssensors 504 die Objekte abbilden und/oder
eine oder mehrere Abmessungen der Objekte mes-
sen. Das Robotersystem 100 kann die Bilder und/o-
der die Messungen mit den Masterdaten 252 aus
Fig. 2 vergleichen, um die eingehenden Objekte zu
identifizieren. Basierend auf der Identifizierung kann
das Robotersystem 100 auf die diskretisierten
Objektmodelle 302, die mit den Objekten assoziiert
sind, zugreifen. In einer oder mehreren Ausfihrungs-
formen kann das Robotersystem 100 die diskretisier-
ten Objektmodelle 302 basierend auf dem Untertei-
len der Bilder/Abmessungen gemal dem
Einheitspixel 310 dynamisch erzeugen, wie vorste-
hend beschrieben.

[0071] Aullerdem kann das Robotersystem 100
einen Zielsensor 506 (z. B. eine 3D-Kamera) beinhal-
ten und/oder mit diesem kommunizieren, der sich
Uber der Aufgabenposition 116 befindet. Das Robo-
tersystem 100 kann die Daten von dem Zielsensor
506 verwenden, um die diskretisierten Plattformmo-
delle 304 aus Fig. 3B zu bestimmen und dynamisch
zu aktualisieren. In einer oder mehreren Ausfih-
rungsformen kann das Robotersystem 100 eine
oder mehrere Abmessungen des Platzierungsbe-
reichs (z. B. der Aufgabenposition 116, wie etwa
einer Palette) abbilden und/oder messen. Das Robo-
tersystem 100 kann das Bild und/oder die Messun-
gen verwenden, um die diskretisierten Plattformmo-
delle 304 zu identifizieren, darauf zuzugreifen
und/oder diese zu erzeugen, ahnlich wie vorstehend
fur die diskretisierten Objektmodelle 302 beschrie-
ben. Des Weiteren kann das Robotersystem 100
die Daten (z. B. die Tiefenabbildung) von dem Ziel-
sensor 506 verwenden, um die Hohenmalie 402 aus
Fig. 4A zu bestimmen. Dementsprechend kann das
Robotersystem 100 die Hohenmalie 402 verwenden,

um den Platzierungsbereich 340 und die diskretisier-
ten Plattformmodelle 304 in Echtzeit zu aktualisieren.
Zum Beispiel kann das Robotersystem 100 die
Hoéhenmalie 402 gemal den bereits platzierten
Objekten 508, wie etwa nach dem Platzieren des
Zielobjekts 112 an der Platzierungsposition 350,
aktualisieren.

[0072] Das Robotersystem 100 kann einen Annahe-
rungspfad 510 fiir das Ubertragen des Zielobjekts
112 zur Platzierungsposition 350 und/oder jede der
moglichen Stellen 360 aus Fig. 3B ableiten. Der
Annaherungspfad 510 kann einem Bewegungsplan
fur das Steuern/Ubertragen des Zielobjekts 112
durch den Raum von der Startposition 114 zur ent-
sprechenden mdoglichen Stelle 360 entsprechen.
Der Annaherungspfad 510 kann in 3D vorliegen,
der sich Uber horizontale und/oder vertikale Richtun-
gen erstreckt.

[0073] Die Fig. 6A und Fig. 6B sind Profilansichten,
die beispielhafte Ansatze zum Platzieren des Zielob-
jekts 112 aus Fig. 1 gemal einer oder mehreren Aus-
fuhrungsformen der vorliegenden Offenbarung ver-
anschaulichen. Die Fig. 6A und Fig. 6B
veranschaulichen die Annaherungspfade 510 aus
Fig. 5 zum Platzieren des Zielobjekts 112 an der ent-
sprechenden moglichen Stelle 360 aus Fig. 3B Uber
eines der bereits platzierten Objekte 508 an der Auf-
gabenposition 116 (z. B. einer Palette).

[0074] Das Robotersystem 100 aus Fig. 1 kann die
Annaherungspfade 510 basierend auf den Anndhe-
rungszunahmen 602 ableiten, die als gestrichelte
Felder F-1 bis F-5 veranschaulicht sind. Die Anndhe-
rungszunahmen 602 kdnnen sequentielle Stellen
des Zielobjekts 112 im 3D-Raum entlang des ent-
sprechenden Annaherungspfades 510 beinhalten.
Anders formuliert, kdnnen die Annaherungszunah-
men 602 abgetasteten Stellen des Zielobjekts 112
zum Folgen des entsprechenden Annaherungspf-
ades 510 entsprechen. Die Annaherungszunahmen
602 kdénnen gemal den Pfadsegmenten 604 des
entsprechenden Annaherungspfades 510 ausgerich-
tet sein. Die Pfadsegmente 604 konnen linearen
Segmenten/Richtungen im Annaherungspfad 510
entsprechen. Die Pfadsegmente 604 kdnnen ein
finales Segment 606 fir das Platzieren des Zielob-
jekts 112 an der entsprechenden mdglichen Stelle
360 beinhalten. Das finale Segment 606 kann eine
vertikale (z. B. nach unten gerichtete) Richtung bein-
halten.

[0075] Um die Annaherungspfade 510 abzuleiten,
kann das Robotersystem 100 beliebige der bereits
platzierten Objekte 508 identifizieren, die moglicher-
weise zu einem Hindernis 610 werden kénnen (wie z.
B. einem mdglichen Hindernis, wenn das Zielobjekt
112 an der moglichen Stelle 360 platziert wird). In
einer oder mehreren Ausfiihrungsformen kann das
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Robotersystem 100 (ein) mdgliche(s) Hindernis(se)
610 als Teil(e) der bereits platzierten Objekte 508
identifizieren, die eine horizontale Linie 611 Gberlap-
pen (z. B. eine gerade Linie entlang der x-y-Ebene),
welche die Startposition 114 und die entsprechende
mogliche Stelle 360 verbindet. Das Robotersystem
100 kann ferner das/die mogliche(n) Hindernis(se)
610 als Teil(e) der bereits platzierten Objekte 508,
die eine abgeleitete Bahn 613 um die horizontale
Linie Uberlappen, identifizieren, wie etwa basierend
auf dem Ableiten der Bahn parallel zu der horizonta-
len Linie und diese Uberlappend, die eine Breite
basierend auf einer oder mehreren Abmessungen
(z. B. einer Breite, einer Lange und/oder einer
Hohe) des Zielobjekts 112 aufweist. Wie in den
Fig. 6A und Fig. 6B veranschaulicht, kann sich die
Startposition 114 rechts von der mdglichen Stelle 360
befinden. Dementsprechend kann das Robotersys-
tem 100 das bereits platzierte Objekt auf der rechten
Seite als das mdgliche Hindernis 610 identifizieren.

[0076] In einigen Ausfiihrungsformen kann das
Robotersystem 100 das mdgliche Hindernis 610
basierend auf den Hoéhenmafien 402 aus Fig. 4A
validieren. Zum Beispiel kann das Robotersystem
100 die mdglichen Hindernisse 610 mit einem oder
mehreren der Hbhenmalle 402, das gréRer als oder
gleich denen der mdglichen Stelle 360 ist, validiere-
n/identifizieren. Das Robotersystem 100 kann die
bereits platzierten Objekte 508, welche die Hohen-
male 402 aufweisen, die kleiner sind als diejenigen
der méglichen Stelle 360, als die moglichen Hinder-
nisse 610 beseitigen. In einer oder mehreren Ausflih-
rungsformen kann das Robotersystem 100 die mog-
lichen Hindernisse 610 basierend auf einer
Mehrdeutigkeit in Verbindung mit der H6he der mog-
lichen Stelle 360 und/oder der Héhe der mdglichen
Hindernisse 610 identifizieren/beseitigen.

[0077] In einigen Ausfiihrungsformen kann das
Robotersystem 100 die Anndherungspfade 510 in
umgekehrter Reihenfolge ableiten, wie etwa bei der
mdglichen Stelle 360 beginnend und bei der Startpo-
sition 114 aus Fig. 5 endend. Dementsprechend
kann das Robotersystem 100 das finale Segment
606 zuerst ableiten (z. B. vor anderen Segmenten),
um die moglichen Hindernisse 610 zu vermeiden.
Zum Beispiel kann das Robotersystem 100 die Anna-
herungszunahmen 602 (z. B. ,F-1“ zuerst, dann ,F-2*
usw.) basierend auf dem iterativen Erhdhen der
Hoéhe der Annaherungszunahmen 602 um einen vor-
bestimmten Abstand bestimmen. Fir jede lteration
kann das Robotersystem 100 einen Vektor 612 zwi-
schen der bestimmten Annaherungszunahme 602
(z. B. einer unteren Flache/Kante davon) und den
moglichen Hindernissen 610 (z. B. einer oberen
Flache/Kante davon) berechnen und analysieren.
Das Robotersystem 100 kann damit fortfahren, die
Hoéhe der Annaherungszunahmen 602 zu erhdhen,
bis der Vektor 612 angibt, dass die bestimmte Anna-

herungszunahme 602 Uber den mdglichen Hinder-
nissen 610 liegt und/oder die mdglichen Hindernisse
610 um einen Entfernungsschwellenwert 614 ent-
fernt (z. B. eine Anforderung fur eine minimale ver-
tikale Trennung fur das Zielobjekt 112 Uber dem
hdchsten Punkt der méglichen Hindernisse 610, um
eine Kollision zwischen dem Zielobjekt 112 und dem
moglichen Hindernis 610 zu vermeiden). Wenn die
bestimmte Annaherungszunahme 602 den Entfer-
nungsschwellenwert 614 einhalt, oder fir die fol-
gende lteration, kann das Robotersystem 100 die
entsprechende Anndherungszunahme 602 um
einen vorbestimmten Abstand entlang einer horizon-
talen Richtung (z. B. zur Startposition 114) anpassen.
Dementsprechend kann das Robotersystem 100 das
finale Segment 606 und/oder die anschlieRenden
Pfadsegmente 604 basierend auf der moglichen
Stelle 360 und der Anndherungszunahme 602, wel-
che den Entfernungsschwellenwert 614 eingehalten
hat, ableiten, um die Anndherungspfade 510 abzulei-
ten.

[0078] Sobald sie abgeleitet wurden, kann das
Robotersystem 100 die Annaherungspfade 510 ver-
wenden, um die entsprechenden moglichen Stellen
360 zu beurteilen. In einigen Ausfihrungsformen
kann das Robotersystem 100 die Platzierungsbewer-
tung gemal den Annaherungspfaden 510 berech-
nen. Zum Beispiel kann das Robotersystem 100 die
Platzierungsbewertung gemaR einer Praferenz (z. B.
gemal einem oder mehreren Gewichten, die den
vorbestimmten Platzierungspraferenzen entspre-
chen) fir eine kurzere Lange/Entfernung fur das fina-
le/vertikale Segment 606 berechnen. Dementspre-
chend kann das Robotersystem 100 beim
Vergleichen der Annaherungspfade 510 aus den
Fig. 6A und Fig. 6B den Pfad bevorzugen, der in
Fig. 6B veranschaulicht ist und eine kirzere Lange
des finalen/vertikalen Segments 606 aufweist. In
einer oder mehreren Ausfiihrungsformen kann das
Robotersystem 100 eine Einschrankung beinhalten,
wie etwa eine maximale Grenze, die mit den Annahe-
rungspfaden 510 assoziiert ist (z. B. fur das finale/-
vertikale Segment 606) und verwendet wird, um
mogliche Stellen 360 zu beseitigen oder auszu-
schliel3en.

[0079] In einigen Ausflihrungsformen kann das
Robotersystem 100 ferner die entsprechenden mog-
lichen Stellen 360 gemal anderen auf eine Kolli-
sion/Blockierung bezogene Parametern beurteilen.
Zum Beispiel kann das Robotersystem 100 die még-
lichen Stellen 360 gemaf horizontalen Trennungen
616 zwischen den moglichen Stellen 360 und einem
oder mehreren der bereits platzierten Objekte 508
beurteilen. Jede der horizontalen Trennungen 616
kann ein Abstand (z. B. ein kiirzester Abstand) ent-
lang einer horizontalen Richtung (z. B. x-y-Ebene)
zwischen der entsprechenden mdglichen Stelle 360
und einem benachbarten Teil der bereits platzierten
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Objekte 508 sein. Das Robotersystem 100 kann die
Platzierungsbewertungen fiir die mdglichen Stellen
360 basierend auf der horizontalen Trennung 616
berechnen, ahnlich wie vorstehend fir die Annahe-
rungspfade 510 beschrieben. Auflerdem kann das
Robotersystem 100 mdgliche Stellen 360 basierend
auf der horizontalen Trennung 616 beseitigen oder
ausschlieen, wie etwa, wenn die horizontale Tren-
nung 616 eine Mindestanforderung nicht erfillt. Ein-
zelheiten bezlglich der Berechnung der Platzie-
rungsbewertung und/oder der Einschrankungen fir
das Beseitigen der mdglichen Stellen 360 sind nach-
folgend erdrtert.

[0080] Fig. 7 ist ein Ablaufdiagramm fiir ein Verfah-
ren 700 zum Betreiben des Robotersystems 100 aus
Fig. 1 gemaR einer oder mehrerer Ausflihrungsfor-
men der vorliegenden Technologie. Das Verfahren
700 kann zum dynamischen Ableiten der Platzie-
rungsposition 350 aus Fig. 3B an der Aufgabenposi-
tion 116 aus Fig. 1 zum Platzieren des Zielobjekts
112 aus Fig. 1 dienen. Das Verfahren 700 kann
basierend auf dem Ausfuhren der Anweisungen, die
auf einer oder mehreren der Speichervorrichtungen
204 aus Fig. 2 gespeichert sind, mit einem oder meh-
reren der Prozessoren 202 aus Fig. 2 umgesetzt
werden.

[0081] Bei Block 702 kann das Robotersystem 100
Echtzeit-Packbedingungen identifizieren. Zum Bei-
spiel kann das Robotersystem 100, wie bei Block
732 veranschaulicht, eingehende Objekte und/oder
die Aufgabenposition 116 aus Fig. 1 in Echtzeit ana-
lysieren. Das Robotersystem 100 kann Sensordaten
von den Sensoren 216 aus Fig. 2 empfangen und
analysieren. In einigen Ausfihrungsformen kann
das Robotersystem 100 Ausgangssensordaten emp-
fangen (z. B. von dem Ausgangssensor 504 aus
Fig. 5) und analysieren, welche das Zielobjekt 112
aus Fig. 1 darstellen, das sich an der Startposition
114 aus Fig. 1 befindet oder sich dieser nahert.
AuBerdem kann das Robotersystem 100 Zielsensor-
daten empfangen (z. B. von dem Zielsensor 506 aus
Fig. 5) und analysieren, welche einen Platzierungs-
bereich (z. B. den Platzierungsbereich 340 aus
Fig. 3B) darstellen, der mit der Aufgabenposition
116 und/oder den bereits darauf platzierten Objekten
508 aus Fig. 5 assoziiert ist.

[0082] In einigen Ausflihrungsformen, wie bei Block
734 veranschaulicht, kann das Robotersystem 100
die Sensordaten analysieren, um einen oder meh-
rere Ungenauigkeitsfaktoren zu bestimmen. Zum
Beispiel kann das Robotersystem 100 die Sensorda-
ten mit einem bereits abgeleiteten (z. B. Uber eine
systemunabhangige Berechnung und/oder eine
Echtzeit-Berechnung an der entsprechenden
Anlage) Packplan vergleichen, der die Platzierungs-
positionen fir eingehende Objekte, einschliel3lich
des Zielobjekts 112, festlegt. Dementsprechend kon-

nen einige Falle der Ungenauigkeiten auf Nichtlber-
einstimmungen der Sensordaten und des Packplans
oder einer dazugehdrigen Ankunftssequenz basie-
ren.

[0083] Beim Analysieren der Sensordaten beziglich
Ungenauigkeiten, wie bei Block 736 veranschaulicht,
kann das Robotersystem 100 die Sensordaten (z. B.
Bilder und/oder Tiefenabbildungen) verarbeiten, um
Kanten zu identifizieren/schatzen. Zum Beispiel kann
das Robotersystem 100 die Sensordaten verarbei-
ten, wie etwa unter Verwendung von Sobel-Filtern,
um Kanten des Zielobjekts 112, der Aufgabenposi-
tion 116, der bereits platzieren Objekte 508 oder
einer Kombination davon zu erkennen. Das Roboter-
system 100 kann die Kanten verwenden, um Berei-
che zu identifizieren, die separate Objekte und/oder
Abmessungen davon darstellen.

[0084] In einigen Fallen kénnen die Nichtiberein-
stimmungen Ausgangszuordnungsfehler beinhalten,
die aus dem Vergleichen der Ausgangssensordaten
mit den Masterdaten 252 aus Fig. 2, einer Zugangs-
/Ankunftssequenz, die mit dem Packplan assoziiert
ist, oder einer Kombination davon resultieren. Die
Ausgangszuordnungsfehler kénnen zum Beispiel
daraus resultieren, dass das eingehende Objekt
falsch identifiziert wird (z. B., wenn die Ausgangssen-
sordaten keinen Objekten im Packplan und/oder in
den Masterdaten 252 entsprechen) und/oder sich
das eingehende Objekt aulerhalb der Sequenz
befindet und nicht mit der erwarteten Ankunfts-
/Zugangssequenz flir den Packplan Ubereinstimmt.
AuRerdem kénnen die Nichtlibereinstimmungen Ziel-
zuordnungsfehler beinhalten, welche aus dem Ver-
gleichen der Zielsensordaten mit dem Packplan
resultieren. Die Zielzuordnungsfehler kénnen zum
Beispiel durch eines oder mehrere der bereits plat-
zierten Objekte 508 verursacht werden, die sich an
nicht erwarteten Positionen (d. h., die nicht mit dem
Packplan Ubereinstimmen) befinden, wie etwa auf-
grund eines Verschiebens des Pakets. Zu anderen
Beispielen kdnnen gehoéren, dass der Container bei
der Ankunft fur die Aufgabenposition 116 nicht voll-
standig geoffnet ist, um die Pakete aufzunehmen,
und/oder unerwartete Elemente darin aufweist.

[0085] In einer oder mehreren Ausfiihrungsformen
kann das Robotersystem 100 die Ungenauigkeiten
basierend auf weiteren Auslésern bestimmen. Zum
Beispiel kann das Robotersystem 100 die Unge-
nauigkeiten basierend auf einem Fehlen des Pack-
plans bestimmen. AulRerdem kann das Robotersys-
tem 100 zum Beispiel die Ungenauigkeiten
basierend auf dem Betriebsstatus oder Ereignissen
bestimmen, wie etwa einem Kollisionsereignis (z.
B., wenn Robotereinheiten und/oder Objekte kollidie-
ren), einem Ereignis eines verlorengegangenen
Objekts (z. B., wenn Objekte wahrend des Trans-
port/der Steuerung fallengelassen werden), einem
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Ereignis eines verschobenen Objekts (z. B., wenn
sich ein Objekt nach der Platzierung verschiebt)
oder einer Kombination davon. Wie nachfolgend
ausfuhrlicher beschrieben, kann das Robotersystem
100 die Platzierungsposition 350 aus Fig. 3 fir das
Zielobjekt 112 als Reaktion auf und/oder unter
Berucksichtigung von den Ungenauigkeiten dyna-
misch ableiten.

[0086] Bei Block 704 kann das Robotersystem 100
diskretisierte Modelle (z. B. die diskretisierten Objekt-
modelle 302 aus Fig. 3A und/oder die diskretisierten
Plattformmodelle 304 aus Fig. 3B) erzeugen und/o-
der darauf zugreifen, die eingehende Pakete (ein-
schlie8lich z. B. des Zielobjekts 112) und die Aufga-
benposition 116, wie etwa die Palette und/oder den
Korb, darstellen.

[0087] Das Robotersystem 100 kann die diskreti-
sierten Modelle (z. B. das diskretisierte Objektmodell
302 und/oder die diskretisierten Plattformmodelle
304) basierend auf den Echtzeit-Sensordaten (z. B.
den Ausgangssensordaten und/oder den Zielsensor-
daten) bestimmen (z. B. erzeugen und/oder darauf
zugreifen). In einigen Ausfiihrungsformen kann das
Robotersystem 100 einen Objekttyp (z. B. eine Iden-
tifizierung oder eine Kategorie fir das eingehende
Objekt) fur Objekte, wie etwa das Zielobjekt 112,
basierend auf den Ausgangssensordaten identifizie-
ren. Das Robotersystem 100 kann die Masterdaten
252 durchsuchen, um eine abgebildete Oberflache
Oberflachenbildern zuzuordnen, welche dem Objekt-
typ entsprechen, wenn die Ungenauigkeiten (ber-
prift werden, wie vorstehend beschrieben. In einigen
Ausfihrungsformen kann das Robotersystem 100
eine oder mehrere Abmessungen oder Langen des
erfassten Objekts (z. B. des eingehenden Objekts,
des Zielobjekts 112, der Palette, des Korbs usw.)
basierend auf den Sensordaten (z. B. den Ausgangs-
sensordaten) beim Uberpriifen von Ungenauigkeiten
schatzen. Das Robotersystem 100 kann die identifi-
zierenden Informationen verwenden, um auf die dis-
kretisierten Modelle zugreifen, die in den Speicher-
vorrichtungen aus Fig. 2 und/oder einer anderen
Vorrichtung (z. B. einer Speichervorrichtung, einer
Datenbank und/oder einem Server eines Paketliefer-
anten, auf die bzw. den Gber die Kommunikationsvor-
richtungen 206 aus Fig. 2 zugegriffen wird) gespei-
chert sind. Zum Beispiel kann das Robotersystem
100 die Masterdaten 252 unter Verwendung der
identifizierten Informationen (z. B. des Oberflachen-
bildes und/oder der geschatzten Abmessungen)
durchsuchen, um (bereinstimmende diskretisierte
Modelle zu finden und auf diese zuzugreifen.

[0088] In einigen Ausflihrungsformen kann das
Robotersystem 100 die diskretisierten Modelle in
Echtzeit erzeugen, wie etwa direkt als Reaktion auf
das Empfangen der Ausgangssensordaten und/oder
Bestimmen der Ungenauigkeiten. Um die diskreti-

sierten Modelle dynamisch zu erzeugen, kann das
Robotersystem 100 die Sensordaten und/oder ent-
sprechende physikalische Abmessungen (z. B. fiur
das eingehende Objekt, die obere Flache der Palette
usw.) gemafly dem Einheitspixel 310 aus Fig. 3B
unterteilen. Anders formuliert, kann das Robotersys-
tem 100 die diskretisierten Modelle basierend auf
dem Uberlagern der Einheitspixel 310 ber einem
Bereich, der flir das Zielobjekt 112 und/oder die Auf-
gabenposition 116 reprasentativ ist, gemal den ent-
sprechenden Sensordaten erzeugen. Das Einheits-
pixel 310 kann vorbestimmt werden (z. B. von
einem Hersteller, einem auftraggebenden Kunden
und/oder einem Betreiber), wie etwa 1 mm oder
1/16 Zoll (in) oder gréRer (z. B. 5 mm oder 20 mm).
In einigen Ausflhrungsformen kann das Einheitspi-
xel 310 (z. B. als Prozentsatz oder Bruchteil) auf
einer Abmessung oder einer Grof3e von einem oder
mehreren der Pakete und/oder der Plattform basie-
ren.

[0089] Bei Block 706 kann das Robotersystem 100
eine Reihe von méglichen Stellen (z. B. die mdgliche
Stelle 360 aus Fig. 3B) flr das Platzieren des Ziel-
objekts 112 an/uber der Aufgabenposition 116 ablei-
ten. Das Robotersystem 100 kann die mdglichen
Stellen 360 basierend auf dem Uberlappen des dis-
kretisierten Objektmodells 302 des Zielobjekts 112
Uber dem diskretisierten Plattformmodell 304 an ent-
sprechenden Positionen in/Uber der Aufgabenposi-
tion 116 ableiten. Die mdglichen Stellen 360 kénnen
Positionen der diskretisierten Objektmodelle 302 ent-
lang einer horizontalen Ebene und uber/in dem dis-
kretisierten Plattformmodell 304 entsprechen. Das
Robotersystem 100 kann die mdglichen Stellen
360, welche die bereits platzierten Objekte 508 Gber-
lappen und/oder benachbart dazu sind, ableiten.

[0090] In einigen Ausflihrungsformen kann das
Robotersystem 100 die Positionen des diskretisier-
ten Objektmodells 302 basierend auf dem Bestim-
men einer anfanglichen Platzierungsposition (z. B.
einer vorbestimmten Position fiir einen Teil der mog-
lichen Stelle 360, wie etwa eine festgelegte Ecke des
Platzierungsbereichs) iterativ bestimmen. Das Robo-
tersystem 100 kann anschlieBende maogliche Stellen
360 gemal einer vorbestimmten Richtung fir das
Ableiten der nachsten moglichen Stellen 360, einer
Trennungsanforderung zwischen den mdglichen
Stellen 360 Uber lterationen hinweg, einer Regel/Be-
dingung, welche die Platzierung regelt, einer Grenze
der Gesamtanzahl der moglichen Stellen 360, einem
oder mehreren Mustern davon oder einer Kombina-
tion davon bestimmen. Des Weiteren kann das
Robotersystem 100 eine Reihe von Praferenzen
und/oder Regeln fir das Bestimmen der mdglichen
Stellen 360 relativ zu den bereits platzierten Objek-
ten 508 beinhalten. Zum Beispiel kann das Roboter-
system 100 mit Praferenzen (z. B. fir das Durchfih-
ren der Funktion friher als die meisten anderen
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Arten/Kategorien der moglichen Stelle 360) bezlg-
lich des Bestimmens der mdglichen Stellen 360 kon-
figuriert sein, an denen sich das diskretisierte Objekt-
modell 302 benachbart zu einer oder mehreren
Kanten der bereits platzierten Objekte 508 und/oder
einer Umfangsgrenze/-kante des Platzierungsbe-
reichs 340 oder daran angrenzend befindet. Aul3er-
dem kann das Robotersystem 100 mit Praferenzen
beziglich des Bestimmens der mdglichen Stellen
360 konfiguriert sein, an denen sich das diskretisierte
Objektmodell 302 Gber den bereits platzierten Objek-
ten 508 befindet und in eines der Objekte passt
und/oder eine oder mehrere Kanten der Objekte
Uberlappt.

[0091] Das Robotersystem 100 kann die mdglichen
Stellen 360 gemal den vorbestimmten Regeln, Mus-
tern, Grenzen und/oder Sequenzen fir das Platzie-
ren des diskretisierten Objektmodells 302 ableiten.
Zum Beispiel kann das Robotersystem 100 die még-
lichen Stellen 360 basierend auf einer Praferenz fir
die Objektkanten ableiten, wie etwa benachbart zu
und/oder innerhalb einer vorbestimmten Abstands-
grenze von den aul3ersten Kanten der bereits platzie-
rten Objekte 508. Aullerdem kann das Robotersys-
tem 100 die moglichen Stellen 360 basierend auf
einer Praferenz fir dulBere Kanten/Rander fir den
Platzierungsbereich 340 ableiten, wie etwa, an
denen sich das diskretisierte Objektmodell 302 am
nachsten zu den Randern/Kanten der Palette, des
Korbs usw. befindet oder an diese angrenzt. Aul3er-
dem kann das Robotersystem 100 die mdglichen
Stellen 360, welche die bereits platzierten Objekte
508 Uberlappen, ableiten.

[0092] Bei Block 708 kann das Robotersystem 100
Echtzeit-Bedingungen des Platzierungsbereichs 340
aus Fig. 3B bestimmen/aktualisieren, wie etwa fir
3D-Stapelbeurteilungen. Zum Beispiel kann das
Robotersystem 100 die Zielsensordaten verwenden,
um die Héhenmale 402 aus Fig. 4 zu bestimmen.
Das Robotersystem 100 kann die Tiefenmale, die
von den Zielsensordaten abgeleitet wurden, und
bekannte Hohen der Aufgabenposition 116 und/oder
den Sensor verwenden, um Hohen der oberen
Flache(n) an der Aufgabenposition 116 abzuleiten.
Das Robotersystem 100 kann die berechneten
Hoéhen den Einheitspixeln 310 in dem diskretisierten
Plattformmodell 304 zuordnen und die maximale
berechnete Hohe innerhalb des Einheitspixels 310
als das entsprechende Hohenmal} 402 zuweisen. In
einigen Ausflihrungsformen kann das Robotersys-
tem 100 die Héhenmale 402 fur die Einheitspixel
310 bestimmen, die von dem diskretisierten Objekt-
modell 302 an den mdglichen Stellen 360 Uberlappt
werden.

[0093] Bei Block 710 kann das Robotersystem 100
die mdglichen Stellen 360 beurteilen. In einigen Aus-
fihrungsformen kann das Robotersystem 100 die

moglichen Stellen 360 gemal Echtzeit-Bedingun-
gen, Verarbeitungsergebnissen, vorbestimmten
Regeln und/oder Parametern oder einer Kombina-
tion davon beurteilen. Zum Beispiel kann das Robo-
tersystem 100 die moglichen Stellen 360 basierend
auf dem Berechnen von entsprechenden Platzie-
rungsbewertungen, Validieren/Qualifizieren der mog-
lichen Stellen 360 oder einer Kombination davon
beurteilen.

[0094] Bei Block 742 kann das Robotersystem 100
die Platzierungsbewertung flr jede der moglichen
Stellen 360 berechnen. Das Robotersystem 100
kann die Platzierungsbewertung gemal einer oder
mehreren der Platzierungsbedingungen berechnen.
Zum Beispiel kann das Robotersystem 100 Platzie-
rungspraferenzen (z. B. Uber Multiplikatorgewichte)
und/oder Gleichungen verwenden, um Praferenzen
fur Folgendes zu beschreiben: Trennungsabstande
zwischen Paketen, Differenzen bei Paketabmessun-
gen/Zerbrechlichkeitseinstufungen/Paketgewichten
fur horizontal benachbarte Pakete, die Kollisions-
wahrscheinlichkeiten (z. B. basierend auf den Anna-
herungspfaden 510 aus Fig. 5 oder einer Charakte-
ristik davon und/oder der horizontalen Trennung 616
aus Fig. 6), durchgehende/benachbarte Flachen mit
derselben Hohe, ein statistisches Ergebnis davon (z.
B. durchschnittliche, maximale, minimale, Standard-
abweichung usw.) oder eine Kombination davon. Zu
anderen Beispielen fir die Platzierungspraferenzen
kénnen eine resultierende Hoéhe, ein Naherungs-
mal, ein Kantenplatzierungsstatus, ein maximal
unterstitzbares Gewicht, die Objektart, ein unter-
stutztes Gewichtsverhaltnis oder eine Kombination
davon gehoren. Dementsprechend kann das Robo-
tersystem 100 in einigen Ausfihrungsformen die
Verarbeitungsgewichte/Multiplikatoren  beinhalten,
die Praferenzen fur untere maximale Héhen fir das
Platzieren des Zielobjekts 112 in der Nahe eines
Randes eines bereits platzierten Objekts oder einer
Kante der Platzierungsplattform, fir das Minimieren
einer Differenz zwischen den Héhen und/oder maxi-
mal unterstitzbaren Gewichten benachbarter
Objekte, fir das Reduzieren eines Verhaltnisses zwi-
schen dem unterstitzten Gewicht und dem maximal
unterstitzbaren Gewicht fir Objekte, die von dem
Zielobjekt 112 Uberlappt werden, fiir das Zuordnen
der Objektarten fir benachbarte Objekte oder eine
Kombination davon darstellen. Jede Platzierungspo-
sition kann gemaR den Praferenzfaktoren und/oder
den Gleichungen bewertet werden, die von einem
Systemhersteller, einem Auftrag und/oder einem
Systembetreiber vordefiniert werden kénnen.

[0095] In einigen Ausflihrungsformen kann das
Robotersystem 100 beispielsweise die Platzierungs-
bewertungen basierend auf Stlitzmalen fir die mog-
lichen Stellen 360 berechnen. Das Robotersystem
100 kann den Betrag an Stlitzung (z. B. beim Stapeln
von Objekten) flr eine oder mehrere der méglichen
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Stellen 360 zumindest teilweise basierend auf den
Hoéhenmalien 402 berechnen. Als ein veranschauli-
chendes Beispiel kann das Robotersystem 100 den
Betrag an Stitzung basierend auf dem Identifizieren
der maximalen Hohe 420 aus Fig. 4B fir jede der
mdglichen Stellen 360 berechnen.

[0096] Basierend auf der maximalen Hoéhe 420 und
dem Hoéhendifferenzschwellenwert 416 aus Fig. 4B
kann das Robotersystem 100 die untere Hohen-
grenze 422 aus Fig. 4B fir jede der moglichen Stel-
len 360 berechnen. Das Robotersystem 100 kann die
Hoéhenmalie 402 der mdglichen Stellen 360 mit den
entsprechenden unteren Hohengrenzen 422 verglei-
chen, um die stitzenden Positionen 442 aus Fig. 4B
fur jede der moglichen Stellen 360 zu identifizieren.
Das Robotersystem 100 kann die Platzierungsbe-
wertung fir jede der moglichen Stellen 360 basie-
rend auf der geeigneten Anzahl 424 aus Fig. 4B
der entsprechenden stilitzenden Positionen 442
berechnen.

[0097] In einer oder mehreren Ausflihrungsformen
kann das Robotersystem 100 die Platzierungsbewer-
tungen basierend auf dem Ableiten der Stiitzbereich-
sumrisse 426 aus Fig. 4B flr die moglichen Stellen
360 berechnen. Wie vorstehend beschrieben, kann
das Robotersystem 100 den Satz der Stiitzbereich-
sumrisse 426 fur jede der mdglichen Stellen 360
basierend auf dem Verlangern von aufleren Kanten
und/oder Verbinden von Ecken von aufersten/um-
randenden Teilen der stlitzenden Positionen 442 an
der entsprechenden Stelle ableiten. Basierend auf
den stlitzenden Positionen 442 kann das Roboter-
system 100 die StitzbereichsgroRe 428 aus
Fig. 4B und/oder das Stutzverhaltnis 430 aus
Fig. 4B zum Berechnen der Platzierungsbewertung
bestimmen. AuRerdem kann das Robotersystem 100
einen geringsten Trennungsabstand zwischen der
CoM-Position 432 und den Stitzbereichsumrissen
426 berechnen. Das Robotersystem 100 kann die
Stitzbereichsgrofle 428, das Stltzverhaltnis 430,
den geringsten Trennungsabstand, entsprechende
Praferenzgewichte oder eine Kombination davon
verwenden, um die Platzierungsbewertung fir die
entsprechende mogliche Stelle zu berechnen.

[0098] In einer oder mehreren Ausfiihrungsformen
kann das Robotersystem 100 die Platzierungsbewer-
tungen basierend auf dem Ableiten der Annahe-
rungspfade 510 fir die moglichen Stellen 360
berechnen, wie vorstehend beschrieben. Das Robo-
tersystem 100 kann die Platzierungsbewertung fir
jede der moglichen Stellen 360 gemafl dem finalen
Segment 606 aus Fig. 6 (z. B. einer Lange davon),
einer Menge/Lange von einem oder mehreren Pfad-
segmenten 604 aus Fig. 6 oder einer Kombination
davon berechnen. In einigen Ausflihrungsformen
kann das Robotersystem 100 die Platzierungsbewer-

tungen basierend auf der horizontalen Trennung 616
aus Fig. 6 fir die moglichen Stellen 360 berechnen.

[0099] In einigen Ausflihrungsformen, wie bei Block
744 veranschaulicht, kann das Robotersystem 100
die mdglichen Stellen 360 qualifizieren. Das Robo-
tersystem 100 kann die moglichen Position 360
basierend auf dem dynamischen Ableiten eines vali-
dierten Satzes der mdglichen Stellen 360 gemaR
einer oder mehreren Platzierungseinschrankungen
qualifizieren. Beim Ableiten des validierten Satzes
kann das Robotersystem 100 Teile der mdglichen
Stellen 360, die eine oder mehrere der Platzierungs-
einschrankungen missachten oder nicht einhalten,
die zumindest teilweise mit den Hohenmalen 402
assoziiert sind, beseitigen oder ausschlieen. In
einer oder mehreren Ausfiihrungsformen kann das
Robotersystem 100 den validierten Satz zuerst ablei-
ten und dann die Platzierungsbewertungen fir den
validierten Satz berechnen. In einer oder mehreren
Ausfuhrungsformen kann das Robotersystem 100
den validierten Satz gleichzeitig mit dem Berechnen
der Platzierungsbewertungen ableiten.

[0100] In einer oder mehreren Ausfiihrungsformen
kdnnen die Platzierungseinschrankungen mit dem
Vergleichen der geeigneten Anzahl 424, des Satzes
von Stitzbereichsumrissen 426, der Stitzbereichs-
grolRe 428, des Stitzverhaltnisses 430, der CoM-
Position 432, der Annaherungspfade 510, der hori-
zontalen Trennung 616 oder einer Kombination
davon mit einem Schwellenwert (z. B. dem Stitz-
schwellenwert 418 aus Fig. 4B) oder einer Anforde-
rung assoziiert sein. Zum Beispiel kann das Roboter-
system 100 den validierten Satz ableiten, sodass er
Stellen mit der geeigneten Anzahl 424, der Stlitzbe-
reichsgréfRe 428 und/oder dem Stiitzverhaltnis 430,
die einen entsprechenden Schwellenwert einhalten/-
Uberschreiten, beinhaltet. Auflerdem kann das
Robotersystem 100 den validierten Satz ableiten,
sodass er die Stellen beinhaltet, welche die CoM-
Position 432 in/lumgeben von den Stitzbereichsum-
rissen 426 beinhalten und/oder einen minimalen
Trennungsabstand von den Stitzbereichsumrissen
426 einhalt. AuBerdem kann das Robotersystem
100 den validierten Satz ableiten, sodass er die Stel-
len beinhaltet, welche den Annaherungspfad 510 (z.
B. das finale Segment 606 darin) aufweisen, der
einen maximalen Langenschwellenwert einhalt,
und/oder die horizontale Trennung 616 aufweisen,
welche einen minimalen Schwellenwert einhalt.

[0101] Bei Block 712 kann das Robotersystem 100
die Platzierungsposition 350 fir das Platzieren des
Zielobjekts 112 Uber/an der Aufgabenposition 116
dynamisch ableiten. Das Robotersystem 100 kann
die Platzierungsposition 350 basierend auf dem Aus-
wabhlen von einer der Stellen in dem validierten Satz
oder der moglichen Stellen 360 gemal den Platzie-
rungsbewertungen dynamisch ableiten. In einigen
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Ausfuhrungsformen kann das Robotersystem 100
die mdglichen Stellen 360 unter Verwendung einer
Bergstruktur  nachverfolgen.  Dementsprechend
kann das Robotersystem 100 Stellen aus den Berg-
strukturen entfernen, wenn die Stellen Einschran-
kungen missachten, wie vorstehend beschrieben.
Ferner kann das Robotersystem 100 die nachverfol-
gen Stellen gemafll den entsprechenden Platzie-
rungsbewertungen sequenzieren oder einstufen. In
einigen Ausfuhrungsformen kann das Robotersys-
tem 100 die nachverfolgten Stellen kontinuierlich
sequenzieren, wenn die Platzierungsbewertungen
oder iterativen Aktualisierungen der Bewertungen
berechnet werden. Infolgedessen kann das Roboter-
system 100 die Stelle an der festgelegten Position (z.
B. im ersten Fenster) in der Bergstruktur als die Plat-
zierungsposition 350 auswahlen, wenn die Bewer-
tungsberechnungen abgeschlossen sind.

[0102] Bei Block 714 kann das Robotersystem 100
das Zielobjekt 112 an der abgeleiteten Platzierungs-
position 350 platzieren. Beim Platzieren des Zielob-
jekts 112 an der Platzierungsposition 350 kénnen
eine oder mehrere Komponenten/Vorrichtungen des
Robotersystems 100 mit anderen Komponenten/Vor-
richtungen kommunizieren und/oder diese betreiben.
Zum Beispiel kdnnen einer oder mehrere der Pro-
zessoren 202 und/oder eine eigenstandige Steue-
rung (wie z. B. eine Steuervorrichtung im Lager/Ver-
sandzentrum) Informationen, wie etwa die
Platzierungsposition 350, einen entsprechenden
Bewegungsplan, einen Satz von Befehlen und/oder
Einstellungen zum Betreiben der Betatigungsvorrich-
tungen 212 aus Fig. 2 und/oder des Transportmotors
214 aus Fig. 2 oder eine Kombination davon, an die
anderen Komponenten/Vorrichtungen senden. Die
anderen Komponenten/Vorrichtungen, wie etwa
andere Teile der Prozessoren 202 und/oder der
Roboterarm 502 aus Fig. 5, die Betatigungsvorrich-
tungen 212, der Transportmotor 214 und/oder
andere externe Vorrichtungen/Systeme, kdnnen die
Informationen empfangen und entsprechende Funk-
tionen ausfiihren, um das Zielobjekt 112 zu steuern
(z. B. zu greifen und aufzunehmen, durch den Raum
zu Ubertragen und/oder neu auszurichten, am Ziel zu
platzieren und/oder freizugeben) und es an der Plat-
zierungsposition zu platzieren.

[0103] In einigen Ausfiihrungsformen kann das
Robotersystem 100 Echtzeit-Packbedingungen
nach dem Platzieren des Zielobjekts 112 aktualisie-
ren oder erneut identifizieren. Anders formuliert,
kann der Steuerablauf nach Block 714 zu Block 702
Ubergehen. Dementsprechend kann das Roboter-
system 100 das nachste eingehende Obijekt als das
Zielobjekt 112 aktualisieren/identifizieren. Das Robo-
tersystem 100 kann auf’erdem Informationen beziig-
lich des Platzierungsbereichs 340 und/oder der
bereits platzierten Objekte 508 darauf aktualisieren,
sodass es das zuletzt platzierte Objekt beinhaltet. In

anderen Ausfuhrungsformen kann das Robotersys-
tem 100 den Packplan neuberechnen oder anpassen
und/oder gemal dem Packplan fortfahren, nachdem
das Zielobjekts 112 platziert wurde.

[0104] Die Diskretisierung der Aufgaben und die 2D-
/3D-Schichtung, wie vorstehend beschrieben, stellen
verbesserte  Effizienz,  Geschwindigkeit und
Genauigkeit fir das Packen von Objekten bereit.
Dementsprechend kénnen die Reduzierung der
Bedienereingaben und die Erhéhung der Genauig-
keit ferner menschliche Arbeit fir den automatisier-
ten Packprozess verringern. In einigen Umgebungen
kann das Robotersystem 100, wie vorstehend
beschrieben, die Notwendigkeit fur Sequenzierungs-
puffer, die etwa oder mehr als 1 Million US-Dollar
kosten kdnnen, beseitigen.

[0105] Des Weiteren stellt die dynamische Berech-
nung der Platzierungsposition 350 gemal Echtzeit-
Bedingungen (wie z. B. durch die Sensordaten und
andere Status/Daten dargestellt) reduzierte Betriebs-
fehler bereit. Wie vorstehend beschrieben, kann das
Robotersystem Ungenauigkeiten bericksichtigen
und beheben, die durch unerwartete Bedingunge-
n/Ereignisse verursacht werden, ohne dass es
eines menschlichen Eingriffs bedarf. Auferdem kon-
nen die vorstehend beschriebenen Ausflihrungsfor-
men die Objekte in 3D stapeln, ohne dass es einen
bereits bestehenden Packplan gibt, wie etwa durch
das dynamische Ableiten der Platzierungspositionen
350, wenn die Objekte an der Startposition 114
ankommen. Im Vergleich zu traditionellen Systemen,
die auf dynamisches 2D-Packen begrenzt sind (d. h.
Platzieren von Objekten direkt auf der Plattform als
eine Schicht), kann die Bertcksichtigung der Héhe
es den vorstehend beschriebenen Ausflihrungsfor-
men ermoglichen, die Objekte Ubereinander zu sta-
peln und die Packdichte zu erhéhen.

[0106] Wenngleich Prozesse oder Blocke in einer
bestimmten Reihenfolge dargestellt sind, kdnnen
alternative Umsetzungen Routinen durchfiihren, die
Schritte aufweisen, oder Systeme verwenden, die
Blocke aufweisen, die durch eine andere Reihen-
folge gekennzeichnet sind, und einige Prozesse
oder Blocke kdnnen geldscht, verschoben, hinzuge-
fugt, unterteilt, kombiniert und/oder modifiziert sein,
um alternative oder Unterkombinationen bereitzu-
stellen. Jeder dieser Prozesse oder Blocke kann auf
eine Vielzahl von verschiedenen Arten umgesetzt
sein. Zudem kénnen, wenngleich Prozesse oder BIl6-
cke manchmal so dargestellt sind, dass sie der Reihe
nach ausgefiihrt werden, diese Prozesse oder BIo-
cke anstelle dessen parallel durchgefiihrt oder
umgesetzt oder zu anderen Zeitpunkten durchge-
fihrt werden. Zudem sind jedwede konkreten Ziffern,
die in der vorliegenden Schrift enthalten sind, ledig-
lich beispielhaften Charakters; alternative Umsetzun-
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gen kdénnen abweichende Werte oder Bereiche ver-
wenden.

Patentanspriiche

1. Verfahren (700) zum Betreiben eines Roboter-
systems (100), wobei das Verfahren (700) umfasst:
Bestimmen eines diskretisierten Objektmodells
(302) basierend auf Ausgangssensordaten, die ein
Zielobjekt (112) darstellen, wobei das diskretisierte
Objektmodell (302) eine physikalische GrofRke, eine
Form oder eine Kombination davon des Zielobjekts
(112) in zwei Dimensionen (2D) gemal Einheitspi-
xeln (310) darstellt,

Bestimmen eines diskretisierten Plattformmodells
(304) basierend auf Zielsensordaten, die einen Plat-
zierungsbereich (340), der mit einer Aufgabenposi-
tion (116) assoziiert ist, und/oder bereits an der Auf-
gabenposition (116) platzierte Objekte (508)
darstellen, wobei das diskretisierte Plattformmodell
(304) eine physikalische GroélRe, eine Form oder
eine Kombination davon der Aufgabenposition
(116) in 2D gemalR weiteren Einheitspixeln (310)
darstellt,

Ableiten von einer oder mehreren moglichen Stellen
(360) basierend auf dem Uberlappen des diskreti-
sierten Objektmodells (302) Gber dem diskretisierten
Plattformmodell (304) an entsprechenden Positio-
nen,

dynamisches Ableiten einer Platzierungsposition
(350) basierend auf dem Auswahlen von einer der
moglichen Stellen (360) in einem validierten Satz
gemal einer Platzierungsbewertung, die geman
einer oder mehreren Platzierungspraferenzen
berechnet wird, wobei die Platzierungsbewertung
zur Platzierung des Zielobjekts (112) Uber der Auf-
gabenposition (116) dient; und

Kommunizieren von Informationen geman der Plat-
zierungsposition (350) fur das Platzieren des Zielob-
jekts (112) an der Platzierungsposition (350) Uber
dem Platzierungsbereich (340).

2. Verfahren (700) nach Anspruch 1, wobei die
Platzierungsposition (350) als Reaktion auf
einen oder mehrere Ungenauigkeitsfaktoren dyna-
misch abgeleitet wird,
der eine oder die mehreren Ungenauigkeitsfaktoren
mit einem Fehlen eines Packplans und/oder mit
einer oder mehreren Abweichungen von einem
Packplan assoziiert sind, und der Packplan zur Dar-
stellung von Platzierungspositionen (350) fir eine
Reihe von Objekten (112, 508), einschlief3lich des
Zielobjekts (112), an der Aufgabenposition (116)
dient.

3. Verfahren (700) nach Anspruch 2, wobei der
eine oder die mehreren
Ungenauigkeitsfaktoren mit einem Ausgangszuord-
nungsfehler aufgrund des Vergleichens der Aus-
gangssensordaten mit Masterdaten, einer Sequenz,

die mit dem Packplan assoziiert ist, oder einer Kom-
bination davon assoziiert sind,

mit einem Zielzuordnungsfehler aufgrund des Ver-
gleichens der Zielsensordaten mit dem Packplan
assoziiert sind, und/oder

mit einem Kollisionsereignis, einem Ereignis eines
verlorengegangenen Sticks, einem Ereignis eines
verschobenen Objekts (508) oder einer Kombination
davon assoziiert sind.

4. \Verfahren (700) nach Anspruch 1, wobei das
Bestimmen des diskretisierten Objektmodells (302)
umfasst:

Identifizieren eines Objekityps basierend auf den
Ausgangssensordaten, wobei der Objekttyp das
Zielobjekt (112) identifiziert; und

Zugreifen auf das diskretisierte Objektmodell (302)
basierend auf dem Durchsuchen von Masterdaten
gemalf dem Objekttyp.

5. Verfahren (700) nach Anspruch 1, wobei das
Bestimmen des diskretisierten Objektmodells (302)
umfasst:

Schatzen von einer oder mehreren Langen basie-
rend auf den Ausgangssensordaten, wobei die
eine oder mehreren Langen eine oder mehrere
Abmessungen des Zielobjekts (112) darstellen;

Zugreifen auf das diskretisierte Objektmodell (302)
basierend auf dem Durchsuchen von Masterdaten
gemal der einen oder den mehreren Langen.

6. Verfahren (700) nach Anspruch 1, wobei das
Bestimmen des diskretisierten Objektmodells (302)
das Erzeugen des diskretisierten Objektmodells
(302) in Echtzeit direkt als Reaktion auf das Erfas-
sen oder Empfangen der Ausgangssensordaten
umfasst, wobei das diskretisierte Objektmodell
(302) basierend auf dem Uberlagern der Einheitspi-
xel (310) Uber einen Bereich (414), der das Zielob-
jekt (112) darstellt, gemafR den Ausgangssensorda-
ten erzeugt wird.

7. \Verfahren (700) nach Anspruch 1, ferner
umfassend das Bestimmen von Ho6henmalen
(402) basierend auf den Zielsensordaten, wobei
die Hohenmale (402) maximale Hohen in Abschnit-
ten des Platzierungsbereichs (340), die einem oder
mehreren Satzen der weiteren Einheitspixeln (310)
entsprechen, darstellen, wobei das Bestimmen der
Hoéhenmalie (402) das Bestimmen der Hohenmalie
(402) fur den einen oder die mehreren Satze der
weiteren Einheitspixel (310), die von dem diskreti-
sierten Objektmodell (302) Uberlappt werden, fir
eine oder mehrere der moglichen Stellen (360)
umfasst.

8. Verfahren (700) nach Anspruch 1, ferner
umfassend:
Bestimmen von Héhenmalien (402) basierend auf
den Zielsensordaten, wobei die Hohenmale (402)
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maximale Héhen in Abschnitten des Platzierungsbe-
reichs (340), die einem oder mehreren Satzen der
weiteren Einheitspixeln (310) entsprechen, darstel-
len;

Identifizieren einer maximalen Héhe flir mdgliche
Stellen (360), wobei die maximale Héhe einen hdch-
sten Teil der Héhenmale (402) fir die entspre-
chende mogliche Stelle (360) darstellt,

Berechnen einer unteren Héhengrenze basierend
auf einem Hohendifferenzschwellenwert und der
maximalen Hoéhe;

Identifizieren von stltzenden Positionen basierend
auf dem Vergleichen der Héhenmalie (402) mit der
unteren Héhengrenze, wobei die stlitzende Position
Teile der weiteren Einheitspixel (310) umfasst, bei
denen die H6henmal die untere Hohengrenze ein-
halten und/oder Gberschreiten.

9. \Verfahren (700) nach Anspruch 8, ferner
umfassend
dynamisches Ableiten eines validierten Satzes der
mdglichen Stellen (360) gemaR einer oder mehreren
Platzierungseinschrankungen, die mit den Hohen-
malen (402) assoziiert sind, und
Berechnen von Platzierungsbewertungen fiir Stellen
(360) im validierten Satz, wobei die Platzierungsbe-
wertung gemaf einer oder mehreren Platzierungs-
praferenzen berechnet wird,
wobei:
das Ableiten des validierten Satzes und/oder das
Berechnen der Platzierungsbewertungen das Beur-
teilen moglicher Stellen (360) gemal den stitzen-
den Positionen umfasst.

10. Verfahren (700) nach Anspruch 9, wobei das
Ableiten des validierten Satzes umfasst:
Berechnen einer geeigneten Anzahl (424), die eine
Menge der stutzenden Positionen darstellt, und
Ableiten des validierten Satzes basierend auf dem
Vergleichen der geeigneten Anzahl (424) fur einen
entsprechenden Teil der mdglichen Stellen (360)
mit einem Schwellenwert.

11.  Verfahren (700) nach Anspruch 9, wobei das
Ableiten des validierten Satzes umfasst:
Ableiten von Stltzbereichsumrissen basierend auf
Kanten und/oder Ecken von auRersten Teilen der
stiitzenden Positionen und
Berechnen einer Stutzbereichsgréfe basierend auf
den Stitzbereichsumrissen, wobei die Stitzbe-
reichsgrolRe eine Menge der Einheitspixel (310)
innerhalb der Stitzbereichsumrisse darstellt; und
Ableiten des validierten Satzes basierend auf dem
Vergleichen der StitzbereichsgréRe fir einen ent-
sprechenden Teil der moglichen Stellen (360) mit
einem Schwellenwert.

12. Verfahren (700) nach Anspruch 9, wobei das
Ableiten des validierten Satzes umfasst:
fir jede der mdglichen Stellen (360), Ableiten von

Stutzbereichsumrissen basierend auf Kanten und/o-
der Ecken von &aufersten Teilen der stiitzenden
Positionen;

Vergleichen einer Massenmittelpunkt(CoM)-Posi-
tion, die mit dem diskretisierten Objektmodell (302)
assoziiert ist, mit den Stltzbereichsumrissen; und
Ableiten des validierten Satzes, einschlieRlich der
moglichen Stellen (360), mit den Stiutzbereichsum-
rissen, welche die CoM-Position (432) umgeben.

13. Verfahren (700) nach Anspruch 9, wobei das
Ableiten des validierten Satzes umfasst:
Ableiten von Annaherungspfaden fiir das Platzieren
des Zielobjekts (112) an den mdglichen Stellen
(360); und
Ableiten des validierten Satzes basierend auf den
Annaherungspfaden.

14. Verfahren (700) nach Anspruch 9, wobei das
Berechnen der Platzierungsbewertungen das
Berechnen einer Platzierungsbewertung fir jede
der mdoglichen Stellen (360) basierend auf einer
geeigneten Anzahl (424), einer Stutzbereichsgrofie,
einer  Massenmittelpunkt(CoM)-Position,  eines
Annaherungspfades oder einer Kombination davon
umfasst.

15. Verfahren (700) nach Anspruch 9, wobei das
Berechnen der Platzierungsbewertungen das
Berechnen einer Platzierungsbewertung fir jede
der mdglichen Stellen (360) basierend auf einer
resultierenden Hohe, eines Naherungsmales,
eines Kantenplatzierungsstatus, eines maximal
unterstitzbaren Gewichts, eines Objekttyps, eines
unterstitzten Gewichtsverhaltnisses oder einer
Kombination davon umfasst.

16. Robotersystem (100), umfassend:
mindestens einen Prozessor (202); und
mindestens eine Speichervorrichtung (204), die mit
dem mindestens einen Prozessor (202) verbunden
ist und auf der vom Prozessor (202) ausfihrbare
Anweisungen fur Folgendes gespeichert sind:
Bestimmen eines diskretisierten Objektmodells
(302), welches eine physikalische GroRe, eine
Form oder eine Kombination davon eines Zielob-
jekts (112) in zwei Dimensionen (2D) gemal} den
Einheitspixeln (310) darstellt;

Bestimmen eines diskretisierten Plattformmodells
(304), welches eine physikalische GroRe, eine
Form oder eine Kombination davon eines Zielbe-
reichs in 2D gemal weiteren Einheitspixeln (310)
darstellt; und

Ableiten von einer oder mehreren maoglichen Stellen
(360) fir das Platzieren des Zielobjekts (112) im
Zielbereich.

17. Robotersystem (100) nach Anspruch 16,
wobei die Anweisungen ferner von dem Prozessor
(202) ausfiihrbar sind zum
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Empfangen von Sensordaten, wobei die Sensorda-
ten eine Bedingung darstellen, die mit dem Zielob-
jekt (112), dem Zielbereich oder einer Kombination
davon assoziiert ist;

Bestimmen von Héhenmallen (402) basierend auf
den Sensordaten, wobei die Héhenmafle (402)
maximale Héhen in Abschnitten des Platzierungsbe-
reichs (340), die einem oder mehreren Satzen der
weiteren Einheitspixeln (310) entsprechen, darstel-
len;

Berechnen von Platzierungsbewertungen fiir die
moglichen Stellen (360) zumindest teilweise basie-
rend auf den HbhenmalRen (402); und
dynamisches Ableiten einer Platzierungsposition
(350) basierend auf den Platzierungsbewertungen,
wobei die Platzierungsposition (350) eine bestimmte
Position innerhalb des Zielbereichs fiir das Platzie-
ren des Zielobjekts (112) darstellt.

18. Materielles, nicht fliichtiges computerlesba-
res Medium mit darauf gespeicherten Prozessoran-
weisungen, die bei Ausfiihrung durch ein Roboter-
system (100) (Uber einen oder mehrere
Prozessoren (202) davon das Robotersystem (100)
veranlassen, ein Verfahren (700) durchzuflhren,
wobei das Verfahren (700) umfasst:

Anweisungen zum Bestimmen eines diskretisierten
Objektmodells (302) basierend auf Ausgangssen-
sordaten, wobei das diskretisierte Objektmodell
(302) eine physikalische Groflke, eine Form oder
eine Kombination davon eines Zielobjekts (112) in
zwei Dimensionen (2D) gemaf Einheitspixeln (310)
darstellt;

Anweisungen zum Bestimmen eines diskretisierten
Plattformmodells (304) basierend auf Zielsensorda-
ten, die einen Platzierungsbereich (340), der mit
einer Aufgabenposition (116) assoziiert ist, und/oder
bereits an der Aufgabenposition (116) platzierte
Objekte (508) darstellen, wobei das diskretisierte
Plattformmodell (304) eine physikalische GroRe,
eine Form oder eine Kombination davon der Aufga-
benposition (116) in 2D gemaf weiteren Einheitspi-
xeln (310) darstellt;

Anweisungen zum Ableiten von einer oder mehre-
ren moglichen Stellen (360) basierend auf dem
Uberlappen des diskretisierten Objektmodells (302)
Uber dem diskretisierten Plattformmodell (304);
Anweisungen zum dynamischen Ableiten einer Plat-
zierungsposition (350) basierend auf dem Auswah-
len von einer der Stellen (360) in einem validierten
Satz gemall moglichen Platzierungsbewertungen,
die gemaR einer oder mehreren Platzierungsprafe-
renzen berechnet werden, wobei die Platzierungs-
bewertung zur Platzierung des Zielobjekts (112)
Uber der Aufgabenposition (116) dient; und
Anweisungen zum Kommunizieren von Informatio-
nen gemal der Platzierungsposition (350) fiir das
Platzieren des Zielobjekts (112) an der Platzierungs-
position (350) Uber dem Platzierungsbereich (340).

19. Computerlesbares Medium nach Anspruch
18, wobei die Anweisungen ferner umfassen:
Anweisungen zum Empfangen der Ausgangssen-
sordaten, die das Zielobjekt (112) darstellen, das
sich an einer Ausgangsposition (114) befindet oder
dieser nahert;

Anweisungen zum Empfangen der Zielsensordaten,
die den Platzierungsbereich (340), der mit der Auf-
gabenposition (116) assoziiert ist, und/oder bereits
an der Aufgabenposition (116) platzierte Objekte
(508) darstellen;

Anweisungen zum Bestimmen von Hoéhenmalien
(402) basierend auf den Zielsensordaten, wobei
die HGhenmale (402) maximale Hohen in Abschnit-
ten des Platzierungsbereichs (340), die einem oder
mehreren Satzen der weiteren Einheitspixeln (310)
entsprechen, darstellen;

Anweisungen zum dynamischen Ableiten des vali-
dierten Satzes der moglichen Stellen (360) geman
einer oder mehreren Platzierungseinschrankungen,
die mit den Hohenmalen (402) assoziiert sind,
Anweisungen zum Berechnen der Platzierungsbe-
wertungen fur moégliche Stellen (360) im validierten
Satz.

Es folgen 7 Seiten Zeichnungen
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