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(57) ABSTRACT 
A method and apparatus for processing a video signal using 
inter-viewpoint prediction are disclosed. The video signal 
processing method includes acquiring a type of a current 
block, acquiring a depth inter-view prediction flag according 
to the current block type, acquiring color information of a 
reference block corresponding to the current block when the 
current block is encoded using depth inter-view prediction 
according to the depth inter-view prediction flag, and predict 
ing color information of the current block using the color 
information of the reference block. The video signal process 
ing method performs inter-viewpoint prediction using depth 
information, such that a motion vector of a macroblock can be 
induced from a decoder using such depth information. There 
fore, a motion vector of the macroblock is not separately 
coded. In addition, the video signal processing method uses a 
flag that indicates whether to perform inter-viewpoint predic 
tion using depth information. 

4 Claims, 9 Drawing Sheets 
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FIG. 5 
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METHOD AND DEVICE FOR PROCESSINGA 
VIDEO SIGNAL USING INTER-VIEW 

PREDICTION 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to video signal coding. 
2. Discussion of the Related Art 
Compression coding involves a series of signal processing 

technologies used to transmit digitized information through a 
communication line or to store the digitized information in a 
specific form suitable for a storage medium. A variety of 
objects can be compression-coded, for example, Sound data, 
image (or video) data, text data, etc. Particularly, technology 
for compression encoding image data is called image com 
pression technology. Video data is characterized in that it has 
spatial redundancy and temporal redundancy. 

SUMMARY OF THE INVENTION 

Accordingly, the present invention is directed to a method 
and apparatus for processing a video signal using inter-view 
point prediction that substantially obviate one or more prob 
lem due to limitations and disadvantages of the related art. 
An object of the present invention is to provide a method 

and apparatus for increasing coding efficiency of a video 
signal. 

Another object of the present invention is to provide a 
Video signal processing method used when inter-viewpoint 
prediction (also called inter-view prediction) is performed on 
a macroblock, such that it obtains a position difference 
between viewpoints in units of either the macroblock or a 
pixel using depth information of the macroblock, and obtains 
a corresponding block referred by the macroblock using the 
position difference between viewpoints. 

Another object of the present invention is to provide a 
Video signal processing method that uses a flag to obtain a 
corresponding block referred by a macroblock, the flag indi 
cating whether or not inter-viewpoint prediction is performed 
using depth information. 

Another object of the present invention is to provide a 
Video signal processing method that configures a motion vec 
tor candidate of a macroblock using depth information, and 
uses the most appropriate motion vector from among motion 
vector candidates as a motion vector of a current macroblock. 

Another object of the present invention is to provide a 
Video signal processing method for coding a macroblock as a 
skip mode using depth information. 

Another object of the present invention is to provide a 
Video signal processing method using a flag indicating 
whether or not a macroblock is coded as a skip mode using 
depth information. 
A further object of the present invention is to provide a 

Video signal processing method used when a macroblock is 
coded as a skip mode using depth information, Such that it 
obtains a local motion vector in units of a macroblock or a 
macroblock partition. 

Additional advantages, objects, and features of the inven 
tion will be set forth in part in the description which follows 
and in part will become apparent to those having ordinary 
skill in the art upon examination of the following or may be 
learned from practice of the invention. The objectives and 
other advantages of the invention may be realized and 
attained by the structure particularly pointed out in the written 
description and claims hereofas well as the appended draw 
1ngS. 
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2 
To achieve these objects and other advantages and inaccor 

dance with the purpose of the invention, as embodied and 
broadly described herein, a method for processing a video 
signal includes acquiring a type of a current block; acquiring 
a depth inter-view prediction flag according to the current 
block type, acquiring color information of a reference block 
corresponding to the current block, if the current lock is 
encoded using depth inter-view prediction according to the 
depth inter-view prediction flag, and predicting color infor 
mation of the current block using the color information of the 
reference block, wherein the reference block is present at a 
viewpoint different from that of the current block. 
The depth inter-view prediction flag may be a flag indicat 

ing whether the current block is to be encoded using either 
inter-view prediction or depth inter-view prediction, and the 
depth inter-view prediction may indicate that color informa 
tion of the current block is predicted from a current block, a 
reference block corresponding to a pixel of the current block, 
or a pixel of the reference block using a corresponding depth 
block. 
The acquisition of the depth inter-view prediction flag may 

include acquiring the depth inter-view prediction flag associ 
ated with a partition of the current block specified by the 
current block type. 
The acquisition of the color information of the reference 

block may include inducing an inter-view position difference 
from the corresponding depth block, and inducing a pixel 
position of the reference block on the basis of the inter-view 
position difference and a pixel position of the current block, 
wherein color information of the reference block is acquired 
using color information of a pixel of the reference block 
dependent upon the pixel position of the reference block. 
The acquisition of the color information of the reference 

block may include inducing an inter-view position difference 
from the corresponding depth block, inducing a representa 
tive inter-view position difference using the inter-view posi 
tion difference, and inducing a position of the reference block 
on the basis of the representative inter-view position differ 
ence and the position of the current block, wherein color 
information of the reference block dependent upon the posi 
tion of the reference block is acquired. 
The inter-view position difference may be induced in units 

of a pixel of the corresponding depth block. 
The corresponding depth block may be a block of a current 

depth picture located at the same position as the current block. 
The inter-view position difference may be indicative of a 

disparity between the pixel position of the current block and 
the pixel position of the reference block corresponding to the 
current block pixel. 
The representative inter-view position difference may be 

indicative of an average of the inter-view position differences. 
It is to be understood that both the foregoing general 

description and the following detailed description of the 
present invention are exemplary and explanatory and are 
intended to provide further explanation of the invention as 
claimed. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The accompanying drawings, which are included to pro 
vide a further understanding of the invention and are incor 
porated in and constitute a part of this application, illustrate 
embodiment(s) of the invention and together with the descrip 
tion serve to explain the principle of the invention. In the 
drawings: 
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FIG. 1 is a conceptual diagram illustrating depth according 
to an embodiment of the present invention. 

FIG. 2 is a block diagram illustrating a broadcast receiver 
to which depth coding is applied according to an embodiment 
of the present invention. 

FIG. 3 is a block diagram illustrating an apparatus for 
decoding a video signal according to an embodiment of the 
present invention. 

FIG. 4 is a conceptual diagram illustrating a method for 
deriving a pixel position of a reference block corresponding 
to a pixel of a current block according to an embodiment of 
the present invention. 

FIG. 5 shows one example of a syntax that decides a skip 
mode method of a current block using a depth skip mode 
indication flag at a slice level according to an embodiment of 
the present invention. 

FIG. 6 shows one example of a syntax that decides a skip 
mode method of a current block using a depth skip mode 
indication flag at a macroblock level according to an embodi 
ment of the present invention. 

FIG. 7 shows multi-viewpoint image attribute information 
that is capable of being added to a multi-viewpoint image 
encoded bitstream according to an embodiment of the present 
invention. 

FIG. 8 is a conceptual diagram illustrating a method for 
performing motion compensation according to whether a 
motion skip is performed. 

FIG. 9 is a conceptual diagram illustrating a method for 
searching for a corresponding block using additional infor 
mation according to the present invention. 
- N3 to Qoli Lillo e Sio Stil 

DESCRIPTION OF SPECIFIC EMBODIMENTS 

Reference will now be made in detail to the preferred 
embodiments of the present invention, examples of which are 
illustrated in the accompanying drawings. Wherever pos 
sible, the same reference numbers will be used throughout the 
drawings to refer to the same or like parts. 

Compression coding technology for video signal or data 
considers spatial redundancy, temporal redundancy, Scalable 
redundancy, and inter-viewpoint redundancy. When coding a 
depth picture so as to implement a 3D display based on a 
multi-viewpoint image, the present invention can compres 
sion code the video signal or data in consideration of spatial 
redundancy, temporal redundancy, etc. The compression cod 
ing technology may be applied to an image sequence com 
posed of depth pictures, an image sequence composed of 
color pictures, and an image sequence composed of color 
pictures and depth pictures. In this case, the term depth may 
be a difference in disparity caused by a difference in view 
point, and a detailed description of the depth is shown in FIG. 
1. In the following embodiments of the present invention, 
depth information, depth data, depth picture, depth sequence, 
depth coding, depth bitstream, etc. may be interpreted as 
depth-associated information according to how depth is 
defined. In addition, the term 'coding may include both 
encoding and decoding, and may be flexibly interpreted 
according to the technical scope and range of the present 
invention. 
A bitstream of a video signal is defined as a separated 

hierarchical layer structure that is called a Network Abstrac 
tion Layer (NAL) located between a Video Coding Layer 
(VCL) for handling motion image coding processing and a 
lower system for transmitting and storing coded information. 
The coding process outputs VCL data as an output signal, and 
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4 
is mapped in units of an NAL prior to transmission or storage 
of data. Each NAL unit includes a Raw Byte Sequence Pay 
load (RBSP) corresponding to either compressed video data 
or header information. The RBSP means moving image com 
pression result data. 
The NAL unit is basically composed of an NAL header and 

an RBSP. The NAL header includes not only flag information 
(nal ref idc) indicating whether a slice serving as an NAL 
based reference picture is included, but also ID information 
(nal unit type) indicating the type of NAL unit. RBSP stores 
compressed original data, and an RBSP trailing bit is added to 
the end of the RBSP such that the RBSP length is a multiple 
of 8 bits. There are a variety of types of such an NAL unit, for 
example, an Instantaneous Decoding Refresh (IDR) picture, a 
Sequence Parameter Set (SPS), a Picture Parameter Set 
(PPS), Supplemental Enhancement Information (SEI), etc. 

In addition, current standards restrict a target or objective 
product to several profiles and levels in Such a manner that the 
product can be implemented at appropriate cost. It is neces 
sary for a decoder to satisfy predetermined restrictions at a 
corresponding profile and level. In order to represent func 
tions and parameters of the decoder, two concepts (i.e., profile 
and level) are defined so that the range of a certain com 
pressed image capable of being handled by the decoder can be 
recognized. Information about which profile incurs a basis of 
a bitstream can be identified by a profile ID (profile idc). The 
profile ID means a flag indicating a profile on which a bit 
stream is based. For example, in the case of H.264/AVC, a 
profile ID of 66 means that a bitstream is based on a base line 
profile, a profile ID of 77 means that a bitstream is based on a 
main profile, and a profile ID of 88 means that a bitstream is 
based on an extended profile. The profile ID may be contained 
in a Sequence Parameter Set (SPS). 

Accordingly, in order to deal with an image sequence 
(hereinafter referred to as a depth sequence) including one or 
more depth pictures, one embodiment of the present invention 
needs to identify whether an input bitstream relates to a pro 
file of a depth sequence. If the input bitstream is identified as 
the profile of the depth sequence, one embodiment of the 
present invention needs to add a syntax in Such a manner that 
at least one piece of additional information related to depth 
coding can be transmitted. In this case, the profile of the depth 
sequence indicates an additional H.264/AVC technology, 
may indicate a profile mode for dealing with the depth picture 
or may also indicate a profile mode related to multi-viewpoint 
video (also called multiview video) including a depth picture. 
Since depth coding is an add-on to conventional AVC tech 
nology, a technology for adding a syntax used as additional 
information for a depth coding mode may be more efficient 
than unconditional syntax addition. For example, provided 
that information regarding the depth coding is added when the 
AVC profile identifier (ID) indicates a profile of a depth 
sequence, coding efficiency can be increased. 
The sequence parameter set (SPS) means header informa 

tion including information related to the coding of the entire 
sequence. For example, a profile, a level, etc. may be con 
tained in the header information. The entire compressed mov 
ing image, i.e., a sequence, must inevitably start from a 
sequence header, so that the sequence parameter set (SPS) 
corresponding to header information must arrive at a decoder 
at an earlier time than data referring to the parameter set. In 
conclusion, RBSP of the sequence parameter set is used as 
header information for the compressed moving image data. If 
a bitstream is received, a profile ID identifies which profile is 
related to an input bitstream. Accordingly, a specific part (for 
example, “If (profile idc=DEPTH PROFILE)') indicating 
whether an input bitstream relates to a profile of the depth 
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sequence is added to a syntax, Such that it can be identified 
whether the input bitstream relates to the profile of the depth 
sequence, and a variety of attribute information can be added 
to the syntax only when the input bitstream relates to the 
depth sequence profile only. For example, a total number of 5 
viewpoints of the depth sequence, the number of depth-view 
reference pictures, and viewpoint ID numbers of the depth 
view reference pictures may be added to the syntax. In addi 
tion, the decoded picture buffer may use information regard 
ing the depth-view reference picture so as to generate and 
manage the list of reference pictures 

FIG. 1 is a conceptual diagram illustrating depth according 
to an embodiment of the present invention. 

Referring to FIG. 1, the term “depth' may indicate a dif 
ference in disparity between image sequences captured by a 
plurality of cameras, the difference in disparity being caused 
by a difference in viewpoint between Such image sequences. 
Referring to FIG. 1, the camera position (O) is the origin of a 
3D camera coordinate system, and a Z-axis (optical axis) is 
arranged in a straight line with the viewing direction of the 
user's eyes. One arbitrary point P=(X,Y,Z) of the camera 
coordinate system may be projected on one point p=(x,y) of a 
2D image plane perpendicular to the Z-axis. 

In this case, the point p(x,y) on a 2D image plane may be 
represented by a color value of the point P=(X,Y,Z) of a 3D 
coordinate system. In this case, the 2D image plane may 
denote a color picture. In addition, the point p(x,y) on the 
2D image plane may be represented by a Z value of the point 
P=(X,Y,Z) of the 3D coordinate system. In this case, the 2D 
image plane may represent a depth picture. In this case, the 
focal length (f) may represent the distance between the cam 
era position and the image plane. 

In addition, the point P=(X,Y,Z) of the 3D coordinate 
system may represent one arbitrary point of the camera coor 
dinate system. However, if the point P=(X,Y,Z) is captured 
by a plurality of cameras, a common reference coordinate 
system for the plurality of cameras may be needed. In FIG. 1, 
an arbitrary point for use in a reference coordinate system that 
uses a point Owas a reference may be represented by Pw= 
(Xw,Yw.Zw). Pw=(Xw.Yw.Zw) may be converted into one 
arbitrary point P=(X,Y,Z) of the camera coordinate system 
using a 3x3 rotation matrix (R) and a 3x1 translation vector 
(T). For example, P may be represented by Equation 1. 

P=RXP-T Equation 1 

When re-defining a depth picture or a depth map on the 
basis of the above-mentioned description, the depth picture or 
the depth map may be a set (or aggregate) of distance infor 
mation obtained when a distance from a camera to an actual 
object (target) is numerically represented as a relative value 
on the basis of the camera position. The depth picture or the 
depth map may also be denoted by a picture unit, a slice unit, 
etc. In the depth picture or the depth map, depth information 
may be represented in units of a pixel. 

Depth information of the depth picture may be obtained 
from a Z value of a 3D coordinate P=(X,Y,Z) of the camera 
coordinate system corresponding to a pixel of a color picture. 
The Z value may be contained in the range of a real number, 
and is quantized to any real number Such that the quantized Z 
value may be used as depth information of the depth picture. 
For example, the depth information of the depth picture may 
be represented by the following equation 2 or 3. 

Zq=round(255x(Z-Znear)/(Zfar-Znear) Equation 2 

Zq=round(255x (1/Z-1/Zfar)/(1/Znear-1/Zfar)) Equation 3 

In Equation 2 or 3, Zd may be quantized depth informa 
tion. Referring to the top view of FIG. 1, Znear is the lower 
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6 
limit of a Z-axis value, and Zifar is the upper limit of a Z-axis 
value. In Equation 2 or 3, the quantized depth information 
may have an integer of 0 to 255. 
As described above, the depth picture or the depth map may 

be encoded with an image sequence of the color picture or be 
encoded differently from the image sequence of the color 
picture. In this case, a variety of embodiments of the present 
invention may be used to achieve compatibility with a con 
ventional codec. For example, depth coding technology may 
be used to achieve compatibility with the H.264 codec, may 
be used as an extended technology within H.264/AVC mul 
tiview video coding, or may be used as an extended technol 
ogy within Scalable video coding. In addition, the depth cod 
ing technology may also be used as a separate codec 
technology that is capable of coding only the image sequence 
including a depth picture. Detailed embodiments of Such 
depth coding according to the present invention will be given 
below, and may be utilized in various ways as described 
above. 

FIG. 2 is a block diagram illustrating a broadcast receiver 
to which depth coding is applied according to an embodiment 
of the present invention. 

Referring to FIG. 2, the broadcast receiver according to the 
present invention is used to reproduce an image by receiving 
over-the-air broadcast signals. The broadcast receiver may 
reproduce 3D content using the received depth-associated 
information. The broadcast receiver includes a tuner 200, a 
demodulation/channel decoder 202, a transport demulti 
plexer (DEMUX) 204, a packet release unit 206, an audio 
decoder 208, a video decoder 210, a PSI/PSIP processor 214, 
a 3D rendering unit 216, a formatter 220, and a display 222. 
The tuner 200 selects a broadcast signal of a user-selected 

channel from among a plurality of broadcast signals received 
through an antenna (not shown), and outputs the selected 
broadcast signal. The demodulation/channel decoder 202 
demodulates a broadcast signal received from the tuner 200, 
and performs error correction decoding upon the demodu 
lated signal, so that it outputs a transport stream (TS). The 
transport DEMUX 204 demultiplexes a transport stream (TS) 
so as to separate a video PES and an audio PES from each 
other, and extracts PSI/PSIP information. The packet release 
unit 206 releases packets of a video PES and an audio PES so 
as to recover the video ES and an audio ES. The audio decoder 
208 decodes an audio ES so as to output an audio bitstream. 
The audio bitstream is converted into an analog audio signal 
by a digital-to-analog converter (DAC) (not shown), is ampli 
fied by an amplifier (not shown), and is then output through a 
speaker (not shown). The video decoder 210 decodes a video 
ES So as to recover an original image. The decoding process 
of the audio decoder 208 or the video decoder 210 may be 
carried out on the basis of a packet ID (PID) confirmed by the 
PSI/PSIP processor 214. The video decoder 210 may extract 
depth information through the decoding process. In addition, 
additional information needed to generate a virtual camera 
viewpoint image is extracted, and is then provided to the 3D 
rendering unit 216. In more detail, camera information, or 
information (e.g., geometrical information Such as an object 
outline, object transparency information, and color informa 
tion) for estimating a region (also called a occlusion region) 
occluded by an object located at a front site is extracted from 
the decoding process, so that the extracted information can be 
provided to the 3D rendering unit 216. However, according to 
another embodiment of the present invention, the depth infor 
mation and/or the additional information may be isolated by 
the transport DEMUX 204. 
A PSI/PSIP processor 214 receives PSI/PSIP information 

from the transport DEMUX 204, parses the received PSI/ 
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PSIP information, and stores the parsed result in a memory 
(not shown) or register, such that broadcast data is reproduced 
on the basis of the stored information. The 3D rendering unit 
216 may generate color information and depth information at 
a virtual camera position using the recovered image, depth 
information, additional information and a camera parameter. 

In addition, the 3D rendering unit 216 performs 3D warp 
ing using depth information for the recovered image. Such 
that it can generate a virtual image at a virtual camera posi 
tion. Although the 3D rendering unit 216 is configured to be 
separate from the video decoder 210, the scope or spirit of the 
present invention is not limited thereto, and the 3D rendering 
unit 216 may also be contained in the video decoder 210. 

The formatter 220 formats the recovered image (i.e., an 
image actually captured by a camera) obtained from the 
decoding process and a virtual image generated by the 3D 
rendering unit 216 according to a display scheme for use in 
the corresponding receiver, and displays a 3D image on the 
display 222. In this case, depth information and a virtual 
image are synthesized at a virtual camera position by the 3D 
rendering unit 216. Image formatting by the formatter 220 
may be selectively performed in response to a user command. 
That is, a viewer may prevent a synthesized image from being 
displayed by operating a remote controller (not shown), or 
may indicate a viewpoint at which image synthesis is to be 
performed. 
As can be seen from the above description, although depth 

information may be used in the 3D rendering unit 216 so as to 
generate a 3D image, it should be noted that the depth infor 
mation may also be used in the video decoder 210 as neces 
sary. A variety of embodiments for enabling the video 
decoder 210 to use depth information will hereinafter be 
described. 

FIG. 3 is a block diagram illustrating an apparatus for 
decoding a video signal according to an embodiment of the 
present invention. 

Referring to FIG. 3, the decoding apparatus may generally 
include a parsing unit 300 (NAL parser), an entropy decoder 
310, a dequantizing/inverse transforming unit 320, an intra 
prediction unit 330, a deblocking filter unit 340, a decoded 
picture buffer unit 350, an inter prediction unit 360, etc. The 
decoded picture buffer unit 350 may generally include a ref 
erence picture a reference picture storage unit (not shown), a 
reference picture list generator (not shown), a reference pic 
ture manager (not shown), etc. The inter prediction unit 360 
may include a motion skip discrimination unit 710, a corre 
sponding block searching unit 720, a motion information 
induction unit 730, a motion compensation unit 740, and a 
motion information acquisition unit 750. 
The parsing unit 300 parses data in units of an NAL so as to 

decode the received video image. Generally, one or more 
sequence parameter sets and one or more picture parameter 
sets are transmitted to a decoder before a slice header and 
slice data are decoded. In this case, the NAL header region or 
the extended region of the NAL header may include a variety 
of attribute information. For example, flag information 
capable of identifying whether there is an MVC bitstream 
may be added to the NAL header region or the extended 
region of the NAL header. Attribute information for a multi 
viewpoint image may be added to the NAL header region or 
the extended region of the NAL header only when an input 
bitstream dependent upon the flag information is a multi 
viewpoint image coded bitstream. For example, the attribute 
information may include view identification information, 
inter-view picture group identification information, inter 
view prediction flag information, temporal level information, 
priority identification information, identification information 
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8 
indicating whether a picture is an instantaneous decoded pic 
ture associated with a viewpoint, etc., and as Such a detailed 
description thereof will hereinafter be described with refer 
ence to FIG. 7. 
The parsed bitstream is entropy-decoded by the entropy 

decoder 310, and a coefficient of each macroblock, a motion 
vector, etc. may be extracted. The dequantizing/inverse trans 
forming unit 320 obtains a converted coefficient value by 
multiplying a predetermined constant by the received quan 
tized value. The dequantizing/inverse transforming unit 320 
inversely transforms the coefficient value so as to recover a 
pixel value. The intra prediction unit 340 performs intra 
frame prediction from the decoded sample contained in a 
current picture using the recovered pixel value. On the other 
hand, the deblocking filter unit 340 may apply deblocking 
filtering to each coded macroblock so as to reduce block 
distortion. The filter softens a block edge so as to improve an 
image quality of a decoded frame. Selection of the filtering 
process may depend upon boundary strength and a gradient of 
image samples located in the vicinity of a boundary. Filtered 
depth pictures are stored in the decoded picture buffer unit 
350 so that the filtered pictures can be output or used as 
reference pictures. 
The decoded picture buffer unit 350 may store or open 

pre-coded depth pictures so as to perform inter-frame predic 
tion. In this case, in order to store or open the pre-coded depth 
pictures in the decoded picture buffer unit 350, a frame num 
ber (frame num) and Picture Order Count (POC) of each 
picture are used. Therefore, during the multi-view video cod 
ing (MVC), since depth pictures located at viewpoints differ 
ent from a viewpoint of a current depth picture are present in 
the pre-encoded pictures, the frame number (frame num), the 
POC, and viewpoint information identifying a viewpoint of 
the picture may be simultaneously utilized to use Such pic 
tures as reference pictures. The decoded picture buffer unit 
350 may include a reference picture storage unit (not shown), 
a reference picture list generator (not shown), and a reference 
picture manager (not shown). 
The reference picture storage unit may store pictures to be 

referred for current picture coding. The reference picture list 
generator may generate the list of reference pictures for intra 
frame prediction. Since inter-viewpoint prediction may be 
achieved in multi-view video coding (MVC), it is necessary 
to generate a reference picture list for inter-viewpoint predic 
tion when a current picture refers to a different-viewpoint 
picture. 
The reference picture list generator may use information 

regarding a viewpoint so as to generate a reference picture list 
for inter-view prediction. For example, the reference picture 
list generator may use inter-view reference information. The 
inter-view reference information may denote information for 
indicating the relationship between viewpoints. For example, 
the inter-view reference information may include a total num 
ber of depth viewpoints, a view ID number, the number of 
inter-view reference pictures, and an ID number for identify 
ing a viewpoint of the inter-view reference picture. 
The reference picture manager manages a reference picture 

to more flexibly implement intra-frame prediction. For 
example, a memory management control operation method 
and a sliding window method may be used by the reference 
picture manager, Such that a memory of a reference picture 
and a memory of a non-reference picture are managed as one 
memory and can be effectively managed using a small num 
ber of memories. In the multi-view video coding (MVC), 
viewpoint-directional pictures have the same POC (Picture 
Order Count) such that information for identifying a view 
point of each picture may be used to perform marking of the 
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view-directional pictures. Reference pictures managed 
through the above-mentioned process may be used in the inter 
prediction unit 360. 

Through the above-mentioned processes, inter-frame pre 
dicted pictures and in-frame predicted pictures are selected 
according to a prediction mode so as to recover a current 
picture. 
Ablock of a current color picture (hereinafter referred to as 

a current block) may predict color information of a current 
block through inter-view prediction. In other words, color 
information of a current block may be predicted from a block 
of a reference color picture (hereinafter referred to as a ref 
erence block) of a viewpoint contiguous to a current view 
point, and the current viewpoint may denote a viewpoint to 
which the current color picture pertains. The viewpoint may 
denote a sequence composed of the same-viewpoint pictures, 
information of the viewpoint is specific information for iden 
tifying a viewpoint to which the NAL unit pertains, and it is 
considered that the NAL units having the same viewpoint 
information belong to the same viewpoint. The scope or spirit 
of the present invention is not limited to a current block, and 
a block of the current depth picture may predict depth infor 
mation of a block of a current depth picture using the inter 
view prediction. 
The current block may predict color information of a cur 

rent block from a reference block through depth inter-view 
prediction. The depth inter-view prediction may predict color 
information of the current block from a reference block (or a 
pixel of the reference block) corresponding to a current block 
(or a pixel of the current block) using a depth picture block 
(hereinafter referred to as a corresponding depth block) 
located at the same position as the current block. First, infor 
mation regarding a current block type may be obtained from 
a macroblock layer. If the current block type is a Por B slice, 
the current block may be encoded using inter-view prediction 
or depth inter-view prediction. In this case, a flag that indi 
cates whether a current block is to be encoded using the depth 
inter-view prediction can be defined. Hereinafter, the term 
flag may be referred to as a depth inter-view prediction flag. 
The depth inter-view prediction flag is obtained, and infor 
mation about whether the current block is coded using inter 
view prediction or using depth inter-view prediction accord 
ing to the depth inter-view prediction flag can be decided. For 
example, when acquiring the depth inter-view prediction flag, 
if the depth inter-view prediction flag is set to 1, a current 
block is encoded using depth inter-view prediction. If the 
depth inter-view prediction flag is set to 0, the current block is 
encoded using inter-view prediction. Alternatively, a new 
macroblock type is defined, such that it may indicate whether 
a current block is encoded using the depth inter-view predic 
tion. 

Next, if the current block is encoded using depth inter-view 
prediction according to the depth inter-view prediction flag, a 
detailed depth inter-view prediction process is as follows. 
The pixel position of a reference block corresponding to a 

pixel of a current block is derived, so that color information of 
a pixel of the reference block may be obtained, a prediction 
block for the current block may be configured using color 
information of the reference block pixel, and the motion of 
the current block may be compensated using the prediction 
block. 

FIG. 4 is a conceptual diagram illustrating a method for 
deriving a pixel position of a reference block corresponding 
to a pixel of a current block according to an embodiment of 
the present invention. 

Referring to FIG. 4, a current-viewpoint spatial position 
can be obtained using both a pixel position of the current 
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10 
block and depth information of the corresponding depth 
block. The current-viewpoint spatial position may representa 
3D position to which a pixel of the current block of the current 
viewpoint is mapped on the basis of the current viewpoint. 
For example, if a 2D coordinate of the current block is 
denoted by p=(x,y) and depth information of the depth block 
corresponding to p=(x,y) is denoted by Z(p), a 3D coordi 
nate P on the camera coordinate system can be obtained. The 
3D coordinate P can be obtained as shown in Equation 4. 

P=ZXK'xo Equation 4 p C 

In Equation 4, K is a (3x3) internal parameter of a current 
viewpoint camera, and p is a homogenous coordinate of the 
3D coordinate (p). 
The current viewpoint spatial position is position informa 

tion of one object on the basis of the current viewpoint, such 
that it is necessary for the current viewpoint spatial position to 
be converted into a 3D position (hereinafter referred to as a 
reference viewpoint spatial position) on the basis of a ref 
erence viewpoint. For example, assuming that the reference 
viewpoint spatial position is denoted by P, P may be calcu 
lated by the following equation 5 using a (3x3) rotation 
matrix (R) and a (3x1) translation vector (T). 

In addition, a specific position where the reference view 
point spatial position is projected on the reference block is 
obtained. For convenience of description, the specific posi 
tion is called a pixel position corresponding to the reference 
block. For example, assuming that the pixel position corre 
sponding to the reference block is denoted by p'(x,y), p' 
may be induced from the P'value and an internal parameter K. 
of the reference viewpoint camera as shown in the following 
equation 6. 

Zxp'=K'XP' Equation 6 

Therefore, color information of a reference block may be 
obtained on the basis of the above-mentioned position. 
A method for deriving a pixel position of a reference block 

corresponding to a pixel of a current block according to 
another embodiment of the present invention will hereinafter 
be described. 

For convenience of description and better understanding of 
the present invention, if multiple viewpoints are present, it is 
assumed that the multiple viewpoints are arranged at the same 
X axis of the camera coordinate system and have Z axes 
parallel to one another. If the pixel position p=(x,y) of the 
current block is compared with the corresponding pixel posi 
tion p'(x,y) of the reference block, it can be recognized that 
different X values are assigned to p(x,y) and p'(x,y) 
whereas the same y value is assigned to p=(x,y) and p'(x,y). 
Therefore, a difference (hereinafter referred to as 'd) 
between the X values may indicate a variation in pixel position 
between the current block and the reference block corre 
sponding to the current block pixel. The variation may be 
referred to as an inter-view position difference. The corre 
sponding pixel position of the reference block may be 
obtained from a pixel position of the current block using the 
inter-view position difference. For example, the inter-view 
position difference may be calculated by the following equa 
tion 7 using a focal length (f) of the current viewpoint camera 
and a distance (B) between the current viewpoint camera and 
the reference viewpoint camera. 

d=(f,xB)/Z Equation 7 

In Equation 7, d is an inter-view position difference, and Z 
is depth information of the corresponding depth block. If the 
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quantized depth information is used as depth information of 
the corresponding depth block, Z can be represented by the 
following equation 8 using the quantized depth information. 

Z=1/{Zq/255x (1/Znear-1/Zifar) Equation 8 

In Equation 8, Znear is the lower limit of a Z-axis value of 
the 3D coordinate (P) of the camera coordinate system, and 
Zifar is the upper limit of the Z-axis value. For example, a 2D 
coordinate (x, y) of the reference block corresponding to the 
2D coordinate (x, y) of the current block may be obtained by 
adding the “d value indicating the inter-view position differ 
ence (d) to the 2D coordinate (x, y), as denoted by x'=X+d. 

3'-x-d Equation 9 

However, the pixel position of the reference block may be 
set to a 2 coordinate (x,y) decided by the d value indicating 
the inter-view position difference, and may be set to any pixel 
position close to the 2D coordinate (x, y). That is, if x is an 
integer, the pixel position of the reference block may be set to 
2D coordinates (x, y). If x is a real number not the integer, a 
2D coordinate obtained by rounding-off the x' value may be 
set to the pixel position of the reference block. 
The reference block position corresponding to a current 

block may be derived using a representative inter-view posi 
tion difference of the corresponding depth block, and motion 
compensation may be performed using the reference block as 
a prediction block for the current block. 
An inter-view position difference may be induced from 

depth information of the corresponding depth block using 
Equation 7, and the representative inter-view position differ 
ence may be induced from the inter-view position difference. 
The representative inter-view position difference may be 
defined as an average of the inter-view position differences, or 
may be defined as an intermediate value between the inter 
view position differences. In addition, the representative 
inter-view position difference may also be defined as a posi 
tion difference between the highest-frequency viewpoints 
from among the inter-view position differences. The refer 
ence block position may be derived by a difference between 
the current block position and the representative inter-view 
position. For example, assuming that the representative inter 
view position difference is denoted by (d"), the position of the 
left upper pixel of the current block is denoted by (x, y), and 
the position of the left upper pixel of the reference block 
corresponding to the current block is denoted by (x,y), x' may 
be represented by the following equation 10. 

3'-x-d Equation 10 

Only a differential vector between a motion vector of the 
current block and a predicted value of the current block 
motion vector is encoded such that the amount of bits to be 
encoded can be reduced. The inter prediction unit 360 may 
extract a motion vector of a block contiguous to a current 
block, and may obtain a motion vector predicted value of the 
current block from the contiguous block. The contiguous 
block may include pixels which are located at a left side, a 
right side, and a right upper side of the current block. For 
example, the motion vector predicted value of the current 
block may be obtained using an intermediate value of each of 
horizontal and vertical components of the motion vectors of 
the contiguous blocks. Alternatively, if the block located at a 
left side of the current block includes one or more prediction 
blocks that are coded in the inter-frame prediction mode, a 
motion vector prediction value of the current block can be 
obtained using the motion vector of the prediction block 
located at the highest end. If the block located at the upper end 
of the current block includes one or more prediction blocks 
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12 
that are coded in the inter-frame prediction mode, a motion 
vector prediction value of the current block can be obtained 
using the motion vector of the prediction block located at the 
leftmost position. If a block located at the upper end of the 
current block and a block located at the upper end of the 
current block from among blocks contiguous to the current 
block are located outside of a boundary of a picture or slice, 
the motion vector of the left block may be established as a 
motion vector predicted value of the current block. If only one 
block having the same reference picture number as the current 
block is contained in the contiguous blocks, the motion vector 
of the one block may be established as a motion vector pre 
dicted value of the current block. 
The motion vector predicted value may be obtained on the 

basis of a partition of a macroblock specified by a macroblock 
block type. For example, assuming that the current macrob 
lock partition dependent upon the current macroblock type is 
denoted by 8x16, if an index of the current macroblock par 
tition is set to 0, the block located at the left of the current 
macroblock may be used for such prediction. If the index of 
the current block is set to 1, the block located at the right upper 
end of the current block may be used for such prediction. 
Assuming that the partition of the macroblock dependent 
upon the current macroblock type is denoted by 16x8, if the 
index of the macroblock partition is set to 0, the block located 
at the upper end of the current block may be used for such 
prediction. If the index of the macroblock partition is set to 1, 
the block located at the left of the current block may be used 
for Such prediction. 
The motion of the current block is compensated using the 

obtained motion vector predicted value and the differential 
vector extracted from the video signal. In addition, such 
motion compensation may be performed using one or more 
reference pictures. For example, if the size of the macroblock 
is 16x16, each of 7 block sizes (16x16, 16x8, 8x16, 8x8, 8x4, 
4x8, and 4x4) for inter-frame prediction may be used as a 
macroblock partition or a sub-macroblock partition. The 
seven block sizes may be hierarchically represented as shown 
in a macroblock or Sub-macroblock type. In more detail, the 
block size may be specified according to a macroblock type, 
and one of 16x16, 16x8, 8x16, and 8x8 may be selected as the 
block size. If the (8x8) block size is selected, one of 8x8, 8x4. 
4x8, and 4x4 block sizes may be selected as the sub-macrob 
lock type. The reference picture number and the differential 
vector may be encoded at every macroblock partition or every 
Sub-macroblock partition. 

In accordance with another embodiment for obtaining the 
position of a reference block corresponding to the current 
block, a method for using the representative inter-view posi 
tion difference as a motion vector predicted value of the 
current block may be used. For example, only a differential 
vector between the motion vector of the current block and the 
representative inter-view position difference may be 
decoded. The decoder may obtain the differential vector for 
either the macroblock partition or the sub-macroblock parti 
tion. The representative inter-view position difference may be 
induced from depth information of the corresponding depth 
block, and the motion vector of the current block may be 
derived using the representative inter-view position differ 
ence and the differential vector. Motion compensation may be 
achieved using the reference block indicated by the motion 
vector of the current block. 
When recovering the current macroblock, the skip macrob 

lock may use a pixel value of a macroblock contained in the 
pre-coded reference picture without using the current mac 
roblock information (i.e., a motion vector, a reference picture 
number, and residual data). When coding the skip macrob 
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lockblock, motion compensation may be performed using the 
motion vector predicted value of the skip macroblock, and the 
motion vector predicted value may be induced from contigu 
ous blocks. If necessary, a method for inducing the motion 
vector predicted value from contiguous blocks may be iden 
tical to the above-mentioned method for inducing the motion 
vector predicted value. 

It is determined whether the macroblock contained in the 
slice is a skip macroblock at a slice layer. In this case, a flag 
(hereinafter referred to as a skip mode indication flag) indi 
cating whether the macroblock has been encoded in a skip 
mode may be utilized. For example, if a current slice type is 
not an I or SI slice, the skip mode indication flag for the 
macroblock contained in a current slice may be obtained. If 
the skip mode indication flag is set to 1, the current macrob 
lock may be set to a P or B skip macroblock according to a 
current slice type. If the skip mode indication flag is set to 0. 
this means that the current macroblock is not encoded in a 
skip mode. 
The current block may be encoded in a skip mode using 

depth information of the corresponding depth block, and this 
skip mode may be called a depth skip mode for convenience 
of description. As described above, the pixel position of the 
reference picture corresponding to the current block pixel is 
induced such that color information of the reference picture 
pixel can be obtained. The reference block may be configured 
using color information of the reference picture pixel and 
motion compensation may be performed using the reference 
block. Alternatively, the position of the reference block cor 
responding to the current block may be induced using the 
representative inter-view position difference of the corre 
sponding depth block, and motion compensation may be 
performed using the reference block. 
A flag (hereinafter referred to a depth skip mode indication 

flag) indicating whether a current block is encoded in a skip 
mode or a depth skip mode may be defined, and the skip mode 
method of the current block may be decided according to the 
depth skip mode indication flag. 

FIG. 5 shows one example of a syntax that decides a skip 
mode method of a current block using a depth skip mode 
indication flag at a slice level according to an embodiment of 
the present invention. 

Referring to FIG. 5, if the slice type is not an I or SI slice, 
inter prediction, inter-view prediction or depth inter-view 
prediction may be possible (S100). Therefore, if the current 
slice type is not the I or SI slice, a skip mode indication flag for 
the current macroblock may be obtained (S.110). If the skip 
mode indication flag is set to 1, the current macroblock may 
be determined to be a skip macroblock. Accordingly, one 
embodiment of the present invention may not acquire a mac 
roblock type of the current macroblock, and may also not 
acquire motion information, residual data, etc. A flag (more 
dataFlag) indicating whether other information Such as 
motion information is obtained from the current macroblock 
may be set to 0 (S120). If the flag (moredataFlag) is set to 0. 
the depth mode indication flag may be obtained from the 
current macroblock (S130). For example, if the depth skip 
mode indication flag is set to 1, the current macroblock may 
be encoded in a depth skip mode. If the depth skip mode 
indication flag is set to 0, the current macroblock may be 
encoded in a skip mode. 

FIG. 6 shows one example of a syntax that decides a skip 
mode method of a current block using a depth skip mode 
indication flag at a macroblock level according to an embodi 
ment of the present invention. 

Referring to FIG. 6, when acquiring a skip mode indication 
flag for the current macroblock, if the current macroblock is 
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14 
not identical to the skip macroblock, the depth skip mode 
indication flag for the current macroblock may be obtained at 
the macroblock level (S200). The skip mode method of the 
current macroblock may be determined according to the 
depth skip mode indication flag. For example, if the depth 
skip mode indication flag is set to 1, the current macroblock 
may be encoded in a depth skip mode. If the depth skip mode 
indication flag is set to 0, the macroblock type for the current 
macroblock may be obtained, and intra prediction or inter 
prediction may be performed according to the macroblock 
block type. 

FIG. 7 shows multi-viewpoint image attribute information 
that is capable of being added to a multi-viewpoint image 
encoded bitstream according to an embodiment of the present 
invention. 

FIG. 7 shows one example of an NAL unit to which multi 
viewpoint attribute information can be added. The NAL unit 
is basically composed of an NAL unit header and a Raw Byte 
Sequence Payload (RBSP). The NAL unit header includes not 
only ID information (nal ref idc) indicating whether the 
NAL unit includes a slice of the reference picture, but also 
information (nal unit type) indicating the type of NAL unit. 
In addition, an extended region of the NAL unit header may 
be further included as necessary. For example, if the informa 
tion indicating the NAL unit type relates to multi-view video 
coding (MVC), or if the information regarding the NAL unit 
type indicates a prefix NAL unit, the NAL unit may include 
the extended region of the NAL unit header. In more detail, if 
information (nal unit type) is set to 20 or 14, the NAL unit 
may further include the extended region of the NAL unit 
header. In addition, the extended region of the NAL unit 
header may further include attribute information of a multi 
view image according to flag information (SVc mVc flag) 
capable of identifying whether a bitstream is an MVC bit 
Stream. 

In another example, if information indicating the NAL unit 
type indicates a sequence parameter set (SPS), the RBSP may 
include information regarding the SPS. In more detail, if 
information (nal unit type) is set to 7, the RBSP may include 
sequence parameter set (SPS) information. Alternatively, if 
information (nal unit type) is set to 15, the RBSP may 
include information regarding a Subset sequence parameter 
set (subset SPS). In this case, the subset sequence parameter 
set (subset SPS) may include the extended region of the 
sequence parameter set (SPS) according to profile informa 
tion. For example, if profile information (profile idc) relates 
to multi-view video coding (MVC), the subset SPS may 
include the extended region of the SPS. The extended region 
of the SPS may include inter-view reference information 
indicating the relationship between viewpoints. 
A variety of attribute information for a multi-view image 

will hereinafter be described in detail, for example, attribute 
information capable of being contained in an extended region 
of the NAL unit header, and attribute information capable of 
being contained in the extended region of the sequence 
parameter set (SPS). 

First, viewpoint identification information (also called 
view identification information) is specific information for 
identifying a picture located at a viewpoint different from that 
of a current viewpoint picture. In order to identify each pic 
ture when a video image signal is encoded, a Picture Order 
Count (POC) and a frame number (frame num) may be uti 
lized. In case of using a multi-view video image, inter-view 
prediction is performed so that identification information for 
identifying a picture located at a viewpoint different from that 
of the current viewpoint picture is needed. Therefore, it is 
necessary to define viewpoint identification information for 
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identifying a viewpoint of a picture. The viewpoint identifi 
cation information may be obtained from a header region of a 
Video signal. For example, the header region may be an NAL 
header region or an extended region of the NAL header. 
Information regarding a picture located at a viewpoint differ 
ent from that of a current picture may be obtained using the 
viewpoint identification information, and the video signal 
may be decoded using information of the different-viewpoint 
picture. 
The viewpoint identification information may be applied 

throughout the encoding/decoding process of the video sig 
nal. For example, the viewpoint identification information 
may be used to indicate the relationship between viewpoints. 
In order to represent the relationship between viewpoints, 
information regarding the number of inter-view reference 
pictures, and viewpoint identification information of the 
inter-view reference picture may be needed. In the same 
manner as in the information regarding the number of inter 
view reference pictures and the viewpoint identification 
information of the inter-view reference picture, information 
used for indicating the relationship between viewpoints may 
be called inter-view reference information for convenience of 
description. In order to indicate viewpoint identification 
information of the inter-view reference picture, the viewpoint 
identification information may be utilized. The inter-view 
reference picture may denote a reference picture used to 
perform inter-view prediction of the current picture. In addi 
tion, instead of a specific viewpoint identifier, a frame number 
(frame number) considering viewpoint information may be 
applied to multi-view video coding (MVC) without any 
change. 

Inter-view picture group identification information may 
denote specific information for identifying whether a coded 
picture of a current NAL unit is an inter-view picture group. In 
addition, the inter-view picture group may denote an encoded 
picture that refers to only each slice that belongs to a frame of 
the same time Zone. For example, the inter-view picture group 
may denote an encoded picture that refers to only a different 
viewpoint slice without referring to a current viewpoint slice. 

Inter-view prediction flag information may denote specific 
information indicating whether the encoded picture of the 
current NAL unit is used for inter-view prediction. The inter 
view prediction flag information may be used at a temporal 
prediction part or an inter-view prediction part. In this case, 
the inter-view prediction flag information may also be uti 
lized along with identification information indicating 
whether the NAL unit includes a slice of the reference picture. 
For example, if the current NAL unit is used for inter-view 
prediction on the condition that it does not include a slice of 
the reference picture according to the identification informa 
tion, the current NAL unit may be a reference picture used for 
inter-view prediction only. Alternatively, if the current NAL 
unit includes the reference picture slice according to the iden 
tification information and is used for inter-view prediction, 
the current NAL unit may be used for temporal prediction and 
inter-view prediction. In addition, although the NAL unit 
does not include the reference picture slice according to the 
identification information, the inter-view prediction flag 
information may be stored in the decoded picture buffer. 
Except for the case in which the flag information and the 
identification information are simultaneously used, the inter 
view prediction flag information may indicate whether the 
encoded picture of the current NAL unit is used as one iden 
tification information to achieve temporal prediction and/or 
inter-view prediction. 

In addition, the inter-view prediction flag information may 
also be utilized in a single loop decoding process. If the 
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encoded picture of the current NAL unit is not used for 
inter-view prediction according to the inter-view prediction 
flag information, partial decoding may be performed. For 
example, an intra macroblock may be completely decoded, 
and only residual information of an inter macroblock may be 
decoded as necessary. When a user views only a specific 
viewpoint image instead of all-viewpoint images and image 
recovery through motion compensation need not be per 
formed in different viewpoints, the above-mentioned partial 
decoding may be effectively utilized. 

Temporal level information may indicate information 
regarding a hierarchical structure to provide temporal scal 
ability from a video signal. Through such temporal level 
information, images of a variety of time Zones may be pro 
vided to the user. 

Priority identification information may denote information 
for identifying priority of an NAL unit. The viewpoint scal 
ability may be provided to the user using the priority identi 
fication information. For example, the viewpoint level infor 
mation may be defined using the priority identification 
information. The viewpoint level information may denote 
information regarding a hierarchical structure to provide the 
viewpoint scalability from a video signal. It is necessary to 
define a temporal level and a viewpoint level in a multi 
viewpoint video image so as to provide the user with a variety 
of temporal and viewpoint images. If such level information 
is defined as described above, the temporal and viewpoint 
scalability may be utilized. As a result, the user may view only 
a desired temporal- and viewpoint-image, or may also view 
only an image dependent upon a different restriction condi 
tion. The level information may be differently established in 
various ways according to a reference condition. For 
example, the level information may be differently established 
according to the camera position, or may also be differently 
established according to a camera arrangement format. In 
addition, the level information may be determined in consid 
eration of inter-view reference information. For example, a 
level of 0 may be assigned to a viewpoint at which the inter 
view picture group is an I picture. A level of 1 may be assigned 
to a viewpoint at which the inter-view picture group is a P 
picture. A level of 2 may be assigned to a viewpoint at which 
the inter-view picture group is a B picture. In this way, the 
above-mentioned level value may be assigned to the priority 
information. In addition, the level information may be option 
ally established without considering a special reference. 

Since inter-view reference information of the inter-view 
picture group is different from that of the non-interview pic 
ture group, it is necessary to discriminate between the inter 
view picture group and the non-interview picture group 
according to inter-view picture group identification informa 
tion. 
The inter-view reference information may denote how 

inter-view images are predicted as a certain structure. The 
inter-view reference information may be obtained from a data 
region of a video signal, for example, a sequence parameter 
set region. In addition, the inter-view reference information 
may be recognized using the number of reference pictures 
and viewpoint information of the reference picture. For 
example, information indicating a total number of viewpoints 
is first acquired, and viewpoint identification information for 
identifying each viewpoint on the basis of the total number of 
viewpoints may be recognized. In addition, information 
regarding the number of inter-view reference pictures indi 
cating the number of reference pictures associated with a 
reference direction may be obtained at every viewpoint. 
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Viewpoint identification information of each inter-view ref 
erence picture may be obtained according to the number of 
inter-view reference pictures. 

Through the above-mentioned scheme, the inter-view ref 
erence information may be acquired, and a method for acquir 
ing the inter-view reference information may be divided into 
two cases (i.e., one of the inter-view picture group and the 
other case of the non-interview picture group, Such that the 
inter-view reference information can be differently acquired 
according to the two cases. The above-mentioned informa 
tion may be recognized using inter-view picture group iden 
tification information indicating whether an encoded slice 
contained in the current NAL is an inter-view picture group. 

In multi-view video coding (MVC), inter-viewpoint pre 
diction may be possible. The inter-viewpoint prediction may 
be performed in the same manner as in the intra-frame pre 
diction for use in the H.264/AVC. 

Therefore, the motion vector predicted value of the current 
block may be obtained from a motion vector of a contiguous 
block of the current block as described above. In addition, the 
motion vector of a block located at the same position as the 
current block may also be used as the motion vector predicted 
value of the current block. In this case, the block located at the 
same position as the current block may belong to a reference 
picture having the same viewpoint information as the current 
block. 

Furthermore, since inter-view prediction and depth inter 
view prediction are possible in the multi-view video coding 
(MVC), a local motion vector may be induced from depth 
information of the corresponding depth block, and the local 
motion vector may be used as a motion vector predicted value 
of the current block. A detailed description of the local motion 
vector will be given in the motion skip part to be described 
later. 

In addition, the motion vector of a different-viewpoint 
reference block indicated by the local motion vector may also 
be used as the motion vector predicted value of the current 
block. 

The encoder may encode the current block using the afore 
mentioned motion vector predicted values, and may select a 
motion vector predicted value having an optimum distortion 
rate. The decoder may acquire information indicating which 
motion vector predicted value is used for the current block 
encoding from a sequence parameterset, a picture parameter 
set, or a slice level. Such that the optimum motion vector 
predicted value may be hierarchically utilized. In addition, 
since the above-mentioned information is also obtained from 
the macroblock level, a method for acquiring the motion 
vector predicted value from the macroblock may be decided. 
For example, if the number of available motion vector pre 
dicted values from among the motion vector predicted values 
at each of the sequence parameter set, the picture parameter 
set and the slice level is 2, a motion vector predicted value 
used for coding the current macroblock may be indicated 
using a flagata macroblock level. In other words, the flag may 
indicate a scheme for acquiring a motion vector predicted 
value of the current macroblock. 

In addition, the motion vector predicted value sued for 
coding the current macroblock may be established on the 
basis of the inter-view picture group identification informa 
tion. If it is determined that the current picture is an inter-view 
picture group on the basis of the inter-view picture group 
identification information, this means that a local motion 
vector is used as a motion vector predicted value of the current 
macroblock. If the current picture is a non-interview picture 
group, the motion vector of the reference block indicated by 
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the local motion vector may be used as a motion vector 
predicted value of the current macroblock. 

FIG. 8 is a conceptual diagram illustrating a method for 
performing motion compensation according to whether a 
motion skip is performed. 

Referring to FIG. 8, the inter prediction unit 360 compen 
sates for the motion of a current block using information 
transmitted from the entropy decoder 310. The motion vector 
of each contiguous block of the current block may be 
extracted from a video signal, and a motion vector predicted 
value of the current block may be acquired. A motion of the 
current block is compensated using a differential vector 
extracted from the acquired motion vector predicted value 
and the video signal. In addition, Such motion compensation 
may be performed using one reference picture or a plurality of 
pictures. In multi-view video coding (MVC), if a current 
picture refers to different-viewpoint pictures, motion com 
pensation may be performed using information of the list of 
inter-viewpoint prediction reference pictures used for stored 
in the decoded picture buffer unit 350. In addition, motion 
compensation may also be performed using viewpoint infor 
mation identifying a viewpoint of the corresponding picture. 
The motion skip discrimination unit 710 identifies whether 

motion information of the current block is to be induced. For 
example, flag information (hereinafter referred to as motion 
skip flag information) indicating whether or not motion skip 
is executed may be utilized. The motion skip flag information 
may be hierarchically established. For example, the motion 
skip flag information may be hierarchical established in at 
least one of a sequence level, a viewpoint level, a Group Of 
Picture (GOP) level, a picture level, a slice level or a macrob 
lock level, and a sub-block level. 

If the motion skip flag information is set to 1, motion skip 
is performed. That is, motion information of the current block 
may be induced from motion information of the reference 
block. On the other hand, if the motion skip flag information 
is set to 0, motion information that has been transmitted 
without performing such motion skip is obtained. In this case, 
the motion information may include a motion vector, a refer 
ence picture number, a block type, a partition information, 
etc. 

For example, first flag information (motion skip 
enable flag) may be acquired from the slice header. The first 
flag information may indicate whether the current slice uses 
the motion skip. For example, if the first flag information is 
set to 1, the current slice uses the motion skip. If the first flag 
information is set to 0, the current slice does not use the 
motion skip. If the first flag information is not present, the first 
flag information may be induced to Zero. 

In addition, second flag information (motion skip flag) 
may be acquired from a macroblock layer. The second flag 
information may be acquired on the basis of the first flag 
information. The second flag information may indicate 
whether the current block uses the motion skip. That is, the 
second flag information may indicate whether motion infor 
mation of the current block is induced from motion informa 
tion of a different-viewpoint reference block. For example, if 
motion skip is used in the current slice according to the first 
flag information, the second flag information for the current 
macroblock may be re-acquired from the macroblocklayer. If 
the second flag information is set to 1, motion information of 
the current macroblock may be induced from a different 
viewpoint reference block. If the second flag information is 
set to 0, motion information of the current macroblock is not 
induced from the different-viewpoint reference block. If the 
second flag information is not present, the second flag infor 
mation may be induced to Zero. In this way, the motion skip 
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flag information may be hierarchically established in at least 
two levels such that it can hierarchically control whether to 
perform the motion skip. Alternatively, the motion skip flag 
information may be independently established in only one 
level. 
The motion skip flag information may be acquired on the 

basis of the inter-view picture group identification informa 
tion. The motion skip flag information may include the first 
flag information and/or the second flag information. If the 
current picture corresponds to the non-interview picture 
group according to the inter-view picture group identification 
information, the motion skip flag information can be 
acquired. 

In addition, the motion skip flag information may be 
acquired on the basis of the inter-view reference information. 
For example, the motion skip flag information may be 
obtained only when the inter-view reference relationship is 
present. The inter-view reference relationship may indicate, 
for example, the inter-view reference relationship of the non 
interview picture group. In more detail, the motion skip flag 
information may be acquired on the basis of the number of 
inter-view reference pictures of the non-interview picture 
group. If the number of inter-view reference pictures associ 
ated with the direction (LO) of the non-interview picture 
group is higher than 0, the motion skip flag information can be 
acquired. Otherwise, if the number of inter-view reference 
pictures associated with the other direction (L1) of the non 
interview picture group is higher than 0, the motion skip flag 
information can be acquired. 
The motion skip flag information may also be acquired on 

the basis of the inter-view picture group identification infor 
mation and the inter-view reference information. For 
example, provided that the current picture is not identical to 
the inter-view picture group and the number of inter-view 
reference pictures for the L0 and/or L1 directions of the 
non-interview picture group is higher than 0, the motion skip 
flag information can be acquired. 

In the case where the motion skip is performed by the 
motion skip discrimination unit 710, the corresponding block 
searching unit 720 searches for the corresponding block. The 
motion information induction unit 730 may induce motion 
information of the current block using the motion information 
of the corresponding block. The motion compensation unit 
740 performs motion compensation using the induced motion 
information. On the other hand, if the motion skip is not 
performed by the motion skip discrimination unit 710, the 
motion information acquisition unit 750 acquires the trans 
mitted motion information. The motion compensation unit 
740 performs motion compensation using the acquired 
motion information. Detailed processes for performing Such 
motion compensation will hereinafter be described. 
A global motion vector may indicate a motion vector 

capable of being commonly applied to a predetermined 
region. For example, if the motion vector corresponds to 
Some regions (e.g., macroblock, block, pixel, etc.), the global 
motion vector (or global disparity vector) may denote a 
motion vector corresponding to the overall region including 
the Some regions. For example, the overall region may corre 
spond to one slice, one picture, or the entire sequence. Such a 
global motion vector may be a value of a pixel unit or a value 
of a /4 pixel unit, or may also be a value of a 4x4 unit, a 8x8 
unit or a macroblock unit. 

The global motion vector may be acquired on the basis of 
inter-view picture group identification information. For 
example, if the current picture corresponds to an inter-view 
picture group according to the inter-view picture group iden 
tification information, the global motion vector can be 
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obtained. In this case, the global motion vector may include a 
global motion vector for the L0 and/or L1 directions. 

In addition, the global motion vector may be acquired on 
the basis of a slice type. For example, if the slice type of the 
current macroblock is a Pslice or a B slice, the global motion 
vector may be acquired. If the slice type of the current mac 
roblock is a P slice, the global motion vector for the LO 
direction may be obtained. If the slice type of the current 
macroblock is indicative of the B slice, the global motion 
vectors for the L0 and L1 directions can be obtained. 

In addition, the global motion vector may be acquired on 
the basis of the inter-view reference information. For 
example, the global motion vector may be acquired on the 
basis of information regarding the number of inter-view ref 
erence pictures of the non-interview picture group. As many 
the L0-directional global motion vectors as the number of 
inter-view reference pictures associated with the LO direction 
of the non-interview picture group may be acquired. Alterna 
tively, as many the L1-directional global motion vectors as 
the number of inter-view reference pictures associated with 
the L1 direction of the non-interview picture group may be 
acquired. In this way, in order to acquire the global motion 
vector, the above-mentioned examples may be used as inde 
pendent essentials or may also be used according to a com 
bination thereof. 

It is possible to search for the corresponding block referred 
by the current block using the global motion vector. In addi 
tion, coding information of the current block can be predicted 
using the above-mentioned corresponding block. 

FIG. 9 is a conceptual diagram illustrating a method for 
searching for a corresponding block using additional infor 
mation according to the present invention. 
The accuracy of the global motion vector may be deterio 

rated according to application regions. In this case, the accu 
racy of the motion vector can be increased using additional 
information. The additional information may include view 
point direction information of the corresponding block and 
offset information. For example, the viewpoint direction 
information of the corresponding block may indicate whether 
the corresponding block is located in the L0 or L1 direction on 
the basis of the current block. The offset information may 
include first offset information (offset X) that indicates a 
position difference between a corresponding block (MB1) 
indicated by a global motion vector of the current block and 
the actual reference block (MB2) including motion informa 
tion. In this case, the corresponding block (MB1) or the 
reference block (MB2) may be a 16x16 macroblock. In addi 
tion, the first offset information (offset X) may be acquired 
from a macroblock layer when the motion skip is performed. 
A method for inducing a motion vector indicating the refer 
ence block (MB2) using the first offset information (off 
set X) will hereinafter be described with reference to FIG.9. 

First, it is possible to induce second offset information 
(offset Y) indicating a difference between a position (P1) 
indicated by the global motion vector of the current block and 
a position (P2) of the macroblock (MB1) including the posi 
tion (P1). In this case, the second offset information (off 
set Y) may indicate a variable. For example, the second 
offset information (offset Y) may be induced on the basis of 
the position (P1) indicated by the global motion vector of the 
current block. In more detail, provided that a remainder 
obtained when each of the horizontal and vertical component 
values of the P1 position (x,y) indicated by the global motion 
vector of the current block is divided by 2 is denoted by (0,0), 
the second offset information (offset Y) is set to (0,0). In 
addition, if the remainder is (0,1), the second offset informa 
tion (offset Y) may be set to (0,1). If the remainder is (1.0), 
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the second offset information (offset Y) may be set to (1,0). 
If the remainder is (1,1), the second offset information (off 
set Y) may be set to (1,1). 

Third offset information (offset Z) indicating a difference 
between the position (P1) indicated by the global motion 
vector of the current block and the position (P3) of the refer 
ence block (MB2) may be induced using the first offset infor 
mation (offset X) and the second offset information (off 
set Y), as denoted by the following equation 4. 

offset ZIO=offset XTO-offset YTO 

offset ZF1=offset XT1-offset YT1 Equation 4 

In Equation 4, the value of 0 may denote the horizontal 
direction, and the value of 1 may denote the vertical direction. 
A corrected motion vector may be induced using the global 

motion vector (GDV) and the induced third offset informa 
tion (offset Z). For example, the corrected motion vector 
may denote a motion vector (accGDV) indicating the refer 
ence block (MB2). In this case, when the encoder calculates 
distortion rates (rate-distortion) of all blocks, the reference 
block (MB2) may denote one block having an optimum dis 
tortion rate from among several blocks. The corrected motion 
vector may be induced as shown in the following equation 5. 

accGDV1)=GDV1+offset Z/1 Equation 5 

Position information of the reference block (MB2) may be 
induced using the corrected motion vector (accGDV). For 
example, assuming that the remainder obtained when each of 
the horizontal and vertical component values of the P3 posi 
tion (x,y) indicated by the corrected motion vector is divided 
by 2 is denoted by (0,0), this means Mode 0. In this case, 
Mode 0 may indicate that the position of the reference block 
(MB2) is identical to the position of a left upper 8x8 block 
from among 16x16 macroblocks divided into 4 equal 8x8 
units. In addition, assuming that the remainder obtained when 
each of the horizontal and vertical component values of the P3 
position (x,y) indicated by the corrected motion vector is 
divided by 2 is denoted by (1,0), this means Mode 1. In this 
case, Mode 1 may indicate that the position of the reference 
block (MB2) is identical to the position of a right upper 8x8 
block from among 16x16 macroblocks divided into 4 equal 
8x8 units. In this way, assuming that the remainder is denoted 
by (0,1), this means Mode 2. Assuming that the remainder is 
denoted by (1,1), this means Mode 3. Mode 2 may indicate 
the position of a 8x8 block located at a left lower end, and 
Mode 3 may indicate the position of a 8x8 block located at 
a right lower end. 
As described above, the position information of the refer 

ence block (MB2) may be induced, and motion information 
of the current block may be induced according to the position 
information of the reference block (MB2). In order to search 
for a corresponding block referred by the current block, depth 
information of the corresponding depth block may be uti 
lized. For this operation, information regarding the viewpoint 
direction of the reference picture referred by the current block 
may be acquired. As described above, the inter-view position 
difference may be induced from the depth information of the 
corresponding depth block using Equation 7, and may also be 
induced in units of a pixel. A representative inter-view posi 
tion difference may be induced from the induced inter-view 
position difference. The representative inter-view position 
difference may be denoted by a vector and is called a local 
motion vector. It may be possible to search for the position of 
the corresponding block using the current block position and 
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the local motion vector, and it may also be possible to code the 
current block using the motion information of the corre 
sponding block. The local motion vector may be induced 
while being classified according to individual partitions 
specified by a current block type. In this case, coding may be 
performed using a motion skip for each partition of the cur 
rent block. For example, when acquiring the first flag infor 
mation from the slice header, if the current slice uses the 
motion skip, second flag information for the current macrob 
lock may be acquired from the macroblock layer. If the 
motion skip is used in the current macroblock according to the 
second flag information, the current macroblock type may be 
acquired. It may be possible to acquire the local motion vector 
for the partition dependent upon the current macroblock type. 
In other words, the local motion vector may be induced using 
depth information of the corresponding depth picture located 
at the same position as the above-mentioned partition. If the 
current macroblock is a 8x8 macroblock, four local motion 
vectors can be acquired, 

However, if the corresponding block is encoded using 
intra-frame prediction, it is impossible to perform the motion 
skip using the corresponding block. In this case, it is possible 
to perform the motion skip using a contiguous block of the 
corresponding block. The contiguous block may include 
blocks which are located at a left side, an upper end, a left 
upper end, and a right upper end on the basis of the corre 
sponding block. For example, if the corresponding block is 
encoded using intra-frame prediction, motion information of 
the block located at the left side of the corresponding block 
may be used. If it is impossible to use the above-mentioned 
left block of the corresponding block, motion information of 
the block located at the upper end of the corresponding block 
can be utilized. Alternatively, the central value of motion 
information of the contiguous block may be utilized, and an 
average of the motion information of the neighbor block may 
be utilized. 

If the corresponding block is encoded using intra-frame 
prediction, the intra-frame prediction mode used in the cor 
responding block is induced, and intra-frame prediction may 
be performed using pixels contiguous to the current block 
according to the intra-frame prediction mode. 

If the motion skip is utilized using the local motion vector 
for each partition of the current block, a corresponding block 
that is encoded using intra-frame prediction may be present in 
a plurality of corresponding blocks associated with the parti 
tion of the current block. In this case, the motion skip may 
also be performed on the partition of the current block using 
motion information of the remaining corresponding blocks 
other than the corresponding block encoded using the intra 
frame prediction. 

Embodiments of the present invention may be used to 
perform inter-viewpoint prediction using depth information. 
As apparent from the above description, the video signal 

processing method according to embodiments of the present 
invention can perform inter-viewpoint prediction using depth 
information, such that a motion vector of a macroblock can be 
induced from a decoder using such depth information. There 
fore, a motion vector of the macroblock is not separately 
coded, resulting in reduction of the amount of transmission 
(TX) bits. In addition, the video signal processing method 
uses a flag that indicates whether to perform inter-viewpoint 
prediction using depth information, such that it can effec 
tively indicate whether inter-viewpoint prediction or predic 
tion between depth viewpoints is performed. 

In addition, the video signal processing method according 
to embodiments of the present invention obtains a position 
difference between viewpoints in units of a pixel using depth 
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information of a macroblock, and correctly predicts a pixel 
value of the macroblock on the basis of the pixel, resulting in 
reduction in residual data. 
The video signal processing method according to embodi 

ments of the present invention applies a skip mode using 
depth information, such that it may derive a motion vector of 
a skip macroblock from a decoder using the depth informa 
tion and may not separately encode a macroblock of a skip 
macroblock. In addition, the video signal processing method 
uses a flag indicating whether a skip mode is to be applied 
using depth information, such that it can effectively use a skip 
mode for the macroblock. 

In addition, the video signal processing method according 
to embodiments of the present invention used in a skip mode 
based on depth information, which can increase the accuracy 
of prediction by obtaining a local motion vector in units of a 
macroblock. When obtaining a motion vector of a macrob 
lock, the video signal processing method can configure a 
motion vector candidate of the macroblock using depth infor 
mation, and can obtain an optimum motion vector for the 
macroblock using the motion vector candidate, thereby more 
accurately predicting a pixel value of the macroblock. 

It will be apparent to those skilled in the art that various 
modifications and variations can be made in the present 
invention without departing from the spirit or scope of the 
inventions. Thus, it is intended that the present invention 
covers the modifications and variations of this invention pro 
vided they come within the scope of the appended claims and 
their equivalents. 

What is claimed is: 
1. A method for processing a video signal, the method 

comprising: 
receiving a video signal, the video signal including a cur 

rent color picture and a current depth picture; 
acquiring a depth inter-view prediction flag for a current 

block in the current color picture, the depth inter-view 
prediction flag indicating whether the current block is 
coded using depth inter-view prediction, the depth inter 
View prediction being used to predict color information 
of the current block from a reference block in a neigh 
boring view of the current block by using depth infor 
mation of a corresponding depth block in the current 
depth picture; 

obtaining motion skip flag information corresponding the 
current color block from the video signal; 

acquiring color information of the reference block corre 
sponding to the current block based on the motion skip 
flag information when the current block is coded using 
the depth inter-view prediction according to the depth 
inter-view prediction flag; and 
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predicting the color information of the current block using 

the color information of the reference block, 
wherein, based on the motion skip flag information indi 

cating that the current color block is using motion skip, 
acquiring the color information of the reference block 
comprises: 
obtaining a depth skip indication flag from the video 

signal, the depth skip indication flag indicating 
whether the current block is coded in a depth skip 
mode; 

acquiring the depth information of the corresponding 
depth block for the current block based on the depth 
skip indication flag: 

deriving disparity vectors for pixels of the current block 
based on a value resulting from dividing a product of 
a focal length of a current viewpoint camera and a 
distance between the current viewpoint camera and a 
reference viewpoint camera by the depth information 
of the corresponding depth block; 

deriving a representative disparity vector for the current 
block from an average value of the derived disparity 
vectors; and 

determining the reference block corresponding to the 
current block based on the derived representative dis 
parity vector, 

wherein the depth information indicates a disparity differ 
ence between the current viewpoint camera and the ref 
erence viewpoint camera, 

wherein, based on the motion skip flag information indi 
cating that the current color block is not using motion 
skip, acquiring the color information of the reference 
block comprises: 
obtaining a global motion vector based on inter-view 

reference information; 
obtaining additional information including offset infor 

mation and viewpoint direction information; 
obtaining a corrected global motion vector based on the 

global motion vector and the offset information; and 
acquiring the color information of the reference block 

based on the corrected global motion vector and the 
viewpoint direction information. 

2. The method according to claim 1, wherein the disparity 
Vector is derived in units of a pixel of the corresponding depth 
block. 

3. The method according to claim 1, wherein the corre 
sponding depth block is a block of the current depth picture 
located at a same position as the current block. 

4. The method according to claim 1, wherein the disparity 
Vector represents a disparity between a pixel position of the 
current block and a pixel position of the reference block. 
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