wo 2016/120675 A1 [N I 0F 00 0O R 0O O

(43) International Publication Date

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Ny
Organization é
International Bureau -,

=

\

(10) International Publication Number

WO 2016/120675 Al

4 August 2016 (04.08.2016) WIPOIPCT
(51) International Patent Classification: (74) Agent: CUTLER, Jonathan D.; BCF LLP, 1100 Rene-
G10L 15/00 (2013.01) Levesque Blvd West, Suite 2500, Montreal, Québec H3B
(21) International Application Number: SC9 (CA).
PCT/IB2015/053789 (81) Designated States (unless otherwise indicated, for every
. - kind of national protection available). AE, AG, AL, AM,
(22) International Filing Date: AO, 151", AU, Ag, BA, BB, BG, BH), BN, BR, BW, BY,
22 May 2015 (22.05.2015) BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM,
(25) Filing Language: English DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
HN, HR, HU, ID, IL, IN, IR, IS, JP, KE, KG, KN, KP, KR,
(26) Publication Language: English KZ, LA, LC, LK, LR, LS, LU, LY, MA, MD, ME, MG,
(30) Priority Data: MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ, OM,
2015102279 27 January 2015 (27.01.2015) RU PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SA, SC,
SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN,
(71) Applicant (for all designated States except AM, AZ, BY, TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.
KG, KZ, RU, TJ TM, ZW). YANDEX EUROPE AG . L
[CH/CH]; Werftestrasse 4, CH-6005 Luzern (CH). (84) Designated States (uniess otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
(71) Applicant (for AM, AZ, BY, KG, KZ, RU, 1J, TM only): GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, ST, SZ,
YANDEX LLC [RU/RU]J; 16 Leo Tolstoy St., Moscow, TZ, UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU,
119021 (RU). TJ, TM), European (AL, AT, BE, BG, CH, CY, CZ, DE,
(71) Applicant (for ZW only): YANDEX INC. [US/US]; 299 DK, EE, ES, FL, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU,
South California Ave., Palo Alto, California 94306 (US) LV, MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, 5K,
? i ' SM, TR), OAPI (BF, BI, CF, CG, CIL, CM, GA, GN, GQ,
(72) Imventors: VOLKOV, Evgeny Mikhailovich; Marshala GW, KM, ML, MR, NE, SN, TD, TG).
Nedelina street, House 6, Apt.67, Moscow, 125445 (RU). Published:

PHILIPPOV, Denis Sergeevich; Belomorskaya street,
House 1, Apt.220, Moscow, 125445 (RU). MELNIKOYV,
Ilia Alekseevich; Dzerzhinsky street, House 4, Building 2,
Apt.111, Reutov, Moscow region, 143964 (RU).

with international search report (Art. 21(3))

(54) Title: METHOD OF ENTERING DATA IN AN ELECTRONIC DEVICE

SPEECH TO{I%XT SERVER
i3

100w

PAGE #7

SPEECH Lf; TEXTIF

PAGE #1

M et DEF
ENTRY FELD #4
ENTRY FIELO#2

BROWSER 104

i
HISTORY

128

FAYOURITES
14

T

CONTACTINFD
122

ENTRY FIELD #1
ENTRY FIELD #2

ELECTRONIC DEVICE

(57) Abstract: A method of entering data in an electronic device comprises receiving a voice request via a voice interface of the
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METHOD OF ENTERING DATA IN AN ELECTRONIC DEVICE
Cross-Reference

[001] The present application claims priority to Russian Patent Application No.
2015102279, filed January 27, 2015, entitled “A METHOD OF ENTERING DATA IN
ELECTRONIC DEVICE” the entirety of which is incorporated herein.

Field
[002] The present technology relates to a method of entering data in an electronic device.
Background

[003] Speech-to-text conversion is well known. Typically, a user of an electronic device
incorporating a microphone enables the microphone and an audio signal for a portion of
speech is captured and provided to a speech recognizer. The speech recognizer then returns
a string of text either to an operating system of the electronic device or an application
running on the electronic device.

[004] Speech recognition is still regarded as being a processor intensive activity and even
in modern smartphones or tablets, it is common to use a remote server running a speech
recognition engine for the purposes of speech recognition. Thus for example, providers
including Google and Yandex provide speech recognition servers (see

httndfaplvandaxcomdspeachkit!/) which are accessible via respective APIs.

[005] An application or operating system running on a network enabled remote electronic
device can provide a captured audio signal to a speech recognition server which then
returns a string of text for use by the application or operating system, for example, to
populate a message field in a messaging application, to obtain a translation of the user’s
speech into another language, to form the basis for a search query or to execute any
operating system command.

[006] Examples of such technology include US 8,731,942, Apple which describes the
operation of a digital assistant known as Siri. US 8,731,942 is concerned with maintaining
context information between user interactions. The digital assistant performs a first task
using a first parameter. A text string is obtained from a speech input received from a user.

Based at least partially on the text string, a second task different from the first task or a
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second parameter different from the first parameter is identified. The first task is performed
using the second parameter or the second task is performed using the first parameter.
[007] US 2014/0163983, LG discloses a method for displaying a voice converted to text
within a display means of a device, wherein the processor provides a text preview interface
displaying at least a part of the text in the display unit, in response to a first user input, and
provides a text output interface displaying the text in the display unit, in response to a
second user input.

[008] Another common form of user interaction with an electronic device comprises form
filling, either within a dedicated application or within a web application running in a web
browser.

[009] While some browsers or browser agents provide auto-fill functionality allowing
previously stored user details to populate tagged fields in a form, users typically do not use
voice input for form filling.

[0010] This is because in order to interact with and complete an extensive application
interface including a number of entry field portions with voice input, a user would typically
need to manually select whichever entry field they wished to fill and then dictate text for
that entry field. So, the user selects entry field A, fills this using voice input, then selects
entry field B and fills this and so on. As will be appreciated, this is burdensome.

[0011] The term entry field covers not only text entry fields, where a user enters free text
into a text box, for example to enter a name or address field, but any other user interface
portion through which a user might input information into an application including check
boxes, radio buttons, calendar widgets or drop down menus.

[0012] It will be seen that in each of these other examples, selecting the entry field and
attempting to dictate a command at the very least might not be intuitive, if indeed, not

possible.

Summary

[0013] In accordance with a first broad aspect of the present technology, there is provided a
method of entering data in an electronic device comprising receiving a voice request via a
voice interface of the electronic device; obtaining a plurality of tags, each tag associated
with a respective entry field of a user interface for an application of said electronic device;

obtaining at least one text portion associated with a respective tag derived from said voice
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request; and filling in at least one entry field of said application with a respective text
portion associated with the respective tag associated with the entry field.

[0014] In accordance with a second aspect there is provided a method of processing a voice
request comprising: receiving a voice request via a voice interface of an electronic device;
obtaining a plurality of tags, each tag associated with a respective entry field of a user
interface for an application of said electronic device; converting the voice request into text;
analyzing the text to provide at least one text portion; associating at least one text portion
with a respective tag of the plurality of tags; and transmitting to the electronic device the at
least one text portion with an indication of the associated tag.

[0015] In further aspects, there is provided an electronic device operable to provide the first
broad aspect and a server operable to provide the second aspect.

[0016] In still further aspects there are provided a system comprising a server providing the
second aspect in communication via a network with a plurality of electronic devices
according to the first aspect.

[0017] A computer program product comprising executable instructions stored on a
computer readable medium which when executed on an electronic device are arranged to
perform the steps of the first aspect is also provided.

[0018] A computer program product comprising executable instructions stored on a
computer readable medium which when executed on a sever are arranged to perform the
steps of the second aspect is also provided.

[0019] The technology relates to the field of handling a user voice request to fill in
application user interface portions using Natural language Understanding (NLU) of text
which has been recognized from a voice request of the user. The technology enables the
user to fill an application’s interface with their voice without necessarily manually selecting
which portion of the interface they would like to fill with their voice.

[0020] The technology involves creating and matching tags for user interface portions of an
application with a natural language voice request from a user to automatically fill the
interface portions of the application with text portions obtained from the natural language
voice request.

[0021] In the context of the present specification, unless expressly provided otherwise, a
“server” is a computer program that is running on appropriate hardware and is capable of

receiving requests (e.g. from electronic devices) over a network, and carrying out those
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requests, or causing those requests to be carried out. The hardware may be one physical
computer or one physical computer system, but neither is required to be the case with
respect to the present technology. In the present context, the use of the expression a
“server” is not intended to mean that every task (e.g. received instructions or requests) or
any particular task will have been received, carried out, or caused to be carried out, by the
same server (i.e. the same software and/or hardware); it is intended to mean that any
number of software elements or hardware devices may be involved in receiving/sending,
carrying out or causing to be carried out any task or request, or the consequences of any
task or request; and all of this software and hardware may be one server or multiple
servers, both of which are included within the expression “at least one server”.

[0022] In the context of the present specification, unless expressly provided otherwise,
“electronic device” is any computer hardware that is capable of running software
appropriate to the relevant task at hand. Thus, some (non-limiting) examples of electronic
devices include personal computers (desktops, laptops, netbooks, etc.), smartphones, and
tablets, as well as network equipment such as routers, switches, and gateways. It should be
noted that a device acting as a electronic device in the present context is not precluded
from acting as a server to other electronic devices. The use of the expression “a electronic
device” does not preclude multiple electronic devices being used in receiving/sending,
carrying out or causing to be carried out any task or request, or the consequences of any
task or request, or steps of any method described herein.

[0023] In the context of the present specification, unless expressly provided otherwise, a
“database” is any structured collection of data, irrespective of its particular structure, the
database management software, or the computer hardware on which the data is stored,
implemented or otherwise rendered available for use. A database may reside on the same
hardware as the process that stores or makes use of the information stored in the database
or it may reside on separate hardware, such as a dedicated server or plurality of servers.
[0024] In the context of the present specification, unless expressly provided otherwise, the
expression “information” includes information of any nature or kind whatsoever capable of
being stored in a database. Thus information includes, but is not limited to audiovisual
works (images, movies, sound records, presentations etc.), data (location data, numerical
data, etc.), text (opinions, comments, questions, messages, etc.), documents, spreadsheets,

etc.

PCT/IB2015/053789
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[0025] In the context of the present specification, unless expressly provided otherwise, the
expression “component” is meant to include software (appropriate to a particular hardware
context) that is both necessary and sufficient to achieve the specific function(s) being
referenced.

[0026] In the context of the present specification, unless expressly provided otherwise, the
expression “computer usable information storage medium” or simply “computer readable
medium” is intended to include media of any nature and kind whatsoever, including RAM,
ROM, disks (CD-ROMs, DVDs, floppy disks, hard drivers, etc.), USB keys, solid state-drives,
tape drives, etc.

[0027] In the context of the present specification, unless expressly provided otherwise, the
words “first”, “second”, “third”, etc. have been used as adjectives only for the purpose of
allowing for distinction between the nouns that they modify from one another, and not for
the purpose of describing any particular relationship between those nouns. Thus, for
example, it should be understood that, the use of the terms “first server” and “third server”
is not intended to imply any particular order, type, chronology, hierarchy or ranking (for
example) of/between the server, nor is their use (by itself) intended imply that any “second
server” must necessarily exist in any given situation. Further, as is discussed herein in other
contexts, reference to a “first” element and a “second” element does not preclude the two
elements from being the same actual real-world element. Thus, for example, in some
instances, a “first” server and a “second” server may be the same software and/or
hardware, in other cases they may be different software and/or hardware.

[0028] Implementations of the present technology each have at least one of the above-
mentioned object and/or aspects, but do not necessarily have all of them. It should be
understood that some aspects of the present technology that have resulted from
attempting to attain the above-mentioned object may not satisfy this object and/or may
satisfy other objects not specifically recited herein.

[0029] Additional and/or alternative features, aspects and advantages of implementations
of the present technology will become apparent from the following description, the

accompanying drawings and the appended claims.

Brief Description of the Drawings
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[0030] Various embodiments will now be described, by way of example, with reference to
the accompanying drawings, in which:

[0031] Figure 1 illustrates schematically a system including an electronic device for
processing user voice requests, the device being implemented in accordance with non-
limiting embodiments of the present technology;

[0032] Figure 2 shows a first example of portion of a web page including a number of entry
fields;

[0033] Figure 3 shows a second example of portion of a web page including a number of
entry fields;

[0034] Figure 4 shows a second page a web application including a number of entry fields
and following the web page of Figure 2;

[0035] Figure 5 is a flow diagram illustrating the processing performed by an agent within
the system of Figure 1; and

[0036] Figure 6 is a flow diagram illustrating the processing performed by a speech-to-text

server within the system of Figure 1.

Description of the Embodiments

[0037] Referring to Figure 1, there has been shown a diagram of a system 100. It is to be
expressly understood that the system 100 is merely one possible implementation of the
present technology. Thus, the description thereof that follows is intended to be only a
description of illustrative examples of the present technology. This description is not
intended to define the scope or set forth the bounds of the present technology. In some
cases, what are believed to be helpful examples of modifications to computer system 100
may also be set forth below.

[0038] This is done merely as an aid to understanding, and, again, not to define the scope or
set forth the bounds of the present technology. These modifications are not an exhaustive
list, and, as a person skilled in the art would understand, other modifications are likely
possible. Further, where this has not been done (i.e. where no examples of modifications
have been set forth), it should not be interpreted that no modifications are possible and/or
that what is described is the sole manner of implementing that element of the present

technology. As a person skilled in the art would understand, this is likely not the case. In
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addition it is to be understood that the system 100 may provide in certain instances a simple
implementation of the present technology, and that where such is the case they have been
presented in this manner as an aid to understanding. As persons skilled in the art would
understand, various implementations of the present technology may be of a greater
complexity.

[0039] Within the system 100, there is provided an electronic device 102. The
implementation of the electronic device 102 is not particularly limited, but as an example,
the electronic device 102 may be implemented as a personal computer (desktops, laptops,
netbooks, etc.) or a wireless electronic device (a cell phone, a smartphone, a tablet and the
like). The general implementation of the electronic device 102 is known in the art and, as
such, will not be described here at much length. Suffice it to say that the electronic device
102 comprises a user input interface (such as a keyboard, a mouse, a touch pad, a touch
screen, a microphone and the like) for receiving user inputs; a user output interface (such as
a screen, a touch screen, a printer and the like) for providing visual or audible outputs to the
user; a network communication interface (such as a modem, a network card and the like)
for two-way communication over a communications network 112; and a processor coupled
to the user input interface, the user output interface and the network communication
interface, the processor being configured to execute various routines, including those
described herein below. To that end the processor may store or have access to computer
readable commands which commands, when executed, cause the processor to execute the
various routines described herein.

[0040] The present example is described in terms of filling entry fields displayed within a
web application running on a browser 104 within the electronic device 102. As is known, the
web application comprise a number of HTML (hyper-text markup language) pages, Pages
#1...Page #N, interlinked by hyperlinks and these are retrieved by the browser 104 from a
web server 108 using each page’s given URL (Uniform Resource Locator), typically across the
network 112 (although in some cases, the pages could be stored locally with the URL
pointing to a local storage location), before being rendered.

[0041] In the present example, at least one page of the application includes a number of
entry fields, only two from Page #1 are shown: Entry Field #1 and Entry Field #2. As
discussed earlier, each entry field can comprise any form of user interface portion through

which a user might input information into an application including: text entry fields, check
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boxes, radio buttons, calendar widgets or drop down menus. Once the entry fields are
completed, a user typically selects a widget, such as a button 105 incorporated within the
page to enable the data supplied by the user to be posted to the web server 108 and for the
next page of the application to be supplied by the web server 108 to the electronic device
102 in response.

[0042] Pages #1 to #N can either comprise static pages which have been explicitly designed
by an author and then published by transmitting the generated HTML for such pages to a
storage location 110 accessible to the web server 108. Alternatively or in addition, individual
pages can be generated dynamically based on a combination of a page template, a user
query and externally retrieved information as is typical for example for a catalog, shopping
or booking site.

[0043] In a simplest implementation, entry fields are associated with tags indicating
semantically the information which is to be entered into a web page. A simple example of
such tagging for a portion of web page HTML comprising a form where a user is to enter

their first name and last name is as follows:

<form action="demo_form.asp">

First name: <input type="text" name="FirstName" value="Mickey"><br>
Last name: <input type="text" name="LastName" value="Mouse"><br>
<input type="submit" value="Submit">

</form>

[0044] Typically, the tags for the entry fields are defined by the application author using
their publishing software as the page is being designed and entry fields added by the author.
In alternative non-limiting embodiments of the present technology, the tags can be assigned
at a point in time after creation of the page.

[0045] In the prior art, when viewing a rendered version of this HTML within a browser, a
user with a voice enabled electronic device could select the text entry field labelled
FirstName and dictate their first name; and then select the text entry field labelled
LastName before dictating their last name and then click on the submit button before
proceeding to the next page. Alternatively, where the user had stored their personal

information 114 suitably tagged in storage 116 accessible to the electronic device 102, some
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browsers can obtain this information and auto-fill entry fields with tags corresponding to
those stored for the user.

[0046] However, as discussed earlier, the first technique is frustrating for users and is little
used; whereas the second is of limited use, especially where the entry fields require
information other than pre-stored personal data, for example, a hotel name or destination
location only specified by a user in a voice request.

[0047] In the illustrated example, an agent 120 is provided on the electronic device 102,
either to run as a stand-alone process or as a browser plug-in or indeed as an operating
system process. The agent 120 acquires audio signals corresponding to user voice requests
from a microphone component of the electronic device 102 and in the present example
supplies this to a remote Speech-to-Text server 130 via a Speech-to-Text interface 132 made
available by the speech-to-text server 130 on the electronic device 102. Examples of a
Speech-to-Text interface 132 which could be extended to implement the present technology
include Yandex Speech Kit APl referred to above.

[0048] In the present example, the speech-to-text server 130 not alone returns text
corresponding to the audio signal supplied by the agent 120 through the interface 132 as
with the present Yandex Speech Kit API, but breaks down the text into individual portions,
each associated with a labelled or named entry field of the application.

[0049] In order to assist the speech-to-text server 130 in doing so, the speech-to-text server
130 accesses the page information for the application to determine the labels or names for
the application entry fields.

[0050] One technique for doing so involves the agent 120 providing, along with the audio
signal for the voice request, an application identifier, for example, the URL for the current
page from the browser 104. In this case, the speech-to-text server 130 can obtain a copy of
the page from the web server 108 hosting the page and then parse the page to determine
the entry fields required by the page. Alternatively, the agent 120 could supply the entry
field tag information to the speech-to-text server 130 directly. It is possible for the agent
120 to extract this information either from the web page HTML or alternatively from the
DOM (Document Object Model) generated by the browser 104 when rendering the web
page.

[0051] In the simple FirstName/LastName example provided above, the speech-to-text

server 130 would see that the page required a first name and a last name and so
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endeavours to locate within the audio signal provided by the agent 120, a first name and a
last name.

[0052] This is relatively simple if the user when viewing the web page on their browser
simply states their name. However, the user could equally dictate “Enter my details”. Now
using a natural language understanding (NLU) component 133 either incorporated within
the speech-to-text server 130 or cooperating with the speech-to-text server 130, the
speech-to-text server 130 can identify that the user’s details are required for a page which
in turn requires the user’s first name and last name.

[0053] It is unlikely, for a remote speech-to-text server 130 which might be servicing
requests from a large number of disparate electronic devices controlled by different users,
that the speech-to-text server 130 would have direct access to the users’ personal details
and so in such a case, the speech-to-text server 130 could return to the agent 120 a pair of
tags <FirstName>; <LastName> with null associated text, so prompting the agent 120 to
retrieve the user’s first name and last name from their stored personal information 114 and
to populate the entry fields accordingly.

[0054] On the other hand, where the user had dictated a name, possibly their own name,
for example, “Lars Mikkelsen”, the speech-to-text server 130 would return tagged text for
example in the form “Lars” <FirstName>; “Mikkelsen” <LastName> enabling the agent 120
to populate the page entry fields directly.

[0055] Using the NLU component 133 along with knowledge of the entry fields which are to
be populated enables the speech-to-text server 130 to handle more complex tasks.

[0056] So when a user is faced with a page such as illustrated in Figure 2 comprising a flight
booking form, they might dictate “Book me a flight to Munich on 22 February” or an
equivalent natural language expression. In this case, the speech-to-text server 130 on
retrieving the page will identify a number of entry fields which could be labelled or tagged:
<Return> <One Way> <StartLocation> <DestinationLocation> <DepartureDay>
<DepartureMonth> <ReturnDay> <ReturnMonth> <FareType> <DateFlexibility> <NoAdults>
<NoChildren> <No Infants> <PromoCode>. The default date and number of adult, children
and infant values shown in Figure 2 could also be retrieved by the speech-to-text server 130.
(The multi-city option might also be tagged and an exemplary use of this tag is described

below.)
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[0057] Then, using the NLU component 133, the speech-to-text server 130 can return to the
agent the following tagged text in response to the above user’s voice request: “False”
<Return>; “True” <One Way>; “Dublin” <StartLocation>; “Munich” <DestinationLocation>;
“22" <DepartureDay>; “February” <DepartureMonth>; <ReturnDay>; <ReturnMonth>;
<FareType>; <DateFlexibility>; “1” <NoAdults>; “0” <NoChildren>; “0” <No Infants>;
<PromoCode>.

[0058] It will be noted that some of the returned tags have a null value for associated text,
for example, <PromoCode>. If the agent 120 searches stored information for the user within
the storage 116, they are likely not to find any useful information tagged as <PromoCode>
and so this field will remain unfilled.

[0059] In the case of the <StartLocation> field, the default value of “Dublin” from the
original page has been provided by the speech-to-text server 130. If however, this field had
been blank in the original web page or if the speech-to-text server 130 were programmed to
provide null text for such a field i.e. leave such a field blank, when only default information
was otherwise available from the original web page and not specified in the voice request as
above, then the speech-to-text server 130 could return the tag with a null value.

[0060] In this case, the agent 120 would be prompted to attempt to use location
information 118 acquired for example from a GPS receiver (not shown) incorporated within
the electronic device 102; or simply to use the user’s home address from their personal
information 114 to populate the field labelled <StartLocation>.

[0061] With the various fields filled, the user can if they wish complete any remaining fields
or edit any of the fields automatically filled by the agent 120 before pressing the “Book
Now” button.

[0062] In a second example, as illustrated in Figure 3, a user is viewing a hotel booking form
rendered by the browser 104. In this case, the user might dictate “Book a hotel in Milan for
my family for three nights from 22 March”.

[0063] Again the speech-to-text server 130 obtaining the page information would recognise
a number of labels for the entry fields, for example, as follows: <Destination>;
<CheckInDay>; <CheckinMonth>; <CheckQutDay>; <CheckOutMonth>; <NoRooms>;
<NoAdults>; <NoChildren>.

[0064] Using the NLU component 133, the speech-to-text server 130 would therefore return

the following tagged text: “Milan” <Destination>; “22” <ChecklnDay>; “March”
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<CheckinMonth>; “25” <CheckOutDay>; “March” <CheckOutMonth>; “1” <NoRooms>;
<NoAdults>; <NoChildren>.

[0065] In this case, where the speech-to-text server 130 had recognised that the request
was to book a room for the user’s family, it could signal to the agent that it should seek the
user’s family information by not using the default values of 2 and 0 from <NoAdults> and
<NoChildren> so forcing the agent 120 to look for this information in the storage 116.
[0066] In this case, the agent 120 could operate in a number of ways. For example,
electronic devices such as the electronic device 102 typically store user’s contact
information 122 comprising a number of records, each storing contact names, phone
numbers, e-mail addresses etc. It is also possible to specify the nature of each contact’s
relationship with the user, for example, child, spouse, parent etc. Other sources of this
information include any social networks to which the user belongs including Facebook and
this network information can often include the semantics of contact’s relationship with the
user so allowing the agent to determine for example the details of the user’s family for
inclusion in forms to be filled.

[0067] Using this information, it is possible for the agent 120 to determine the members of
a user’s family and to for example, provide values for each of the <NoAdults> and
<NoChildren> fields.

[0068] Now with the information provided by the speech-to-text server 130 and
determined by the agent 120, the agent 120 can populate the various fields of the form, so
allowing the user to click “Search” when they are satisfied the information is correct.

[0069] In summary, the single page examples of Figures 2 and 3 require an application
author to describe entry fields of their application interface with respective tags. When a
user interacts with the application by dictating a request, for example, “Book Ritz hotel for 2
nights from the December 1”, the application (possibly via an agent 120) sends the audio
signal comprising the voice request to a speech-to-text server 130. On receiving the request
and obtaining the tag information for the page, the speech-to-text server 130 transforms
the audio to text portions and associates text portions with respective tags. For example,
“Ritz hotel” is associated with a <hotel> tag, “1 December” associated with a <date> tag etc.
The speech-to-text server 130 then sends tagged text portions to the application (again

possibly via an agent 120). The application receives the text portions and these are entered
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into respective interface portions according to the assigned tags. As a result, the user has
(based on a single voice request) filled various interface portions.

[0070] It will be appreciated that while the above example has been described in terms of a
web application, the technology could equally be implemented within a native code, stand-
alone or client-server application. In this case, instead of comprising a sequence of web
pages, the application might display a sequence of screens and so semantic information for
relevant entry fields of such screens would need to be available to any agent responsible for
automatically filling those entry fields in response to a user voice request.

[0071] The technology could also be implemented within an app i.e. a software application
for a mobile device running, for example, Apple™ iOS or Google™ Android OS.

[0072] Alternatively, the technology could be implemented in conjunction with general-
purpose software including for example, an email client such as Microsoft™ Outlook, a word
processor such as Microsoft™ Word or a spreadsheet application such as Microsoft™ Excel
where it could be useful to automatically populate entry fields in, for example, an e-mail
message, document or spreadsheet. In this case, an agent, such as the agent 120, could
detect tags associated with entry fields in the page being displayed by the general purpose
application, for example, by extracting the information via an API for the application and
subsequently populate the fields with text portions extracted from a voice request through
the API for the application as described above.

[0073] In any case, the agent functionality could be integrated within the application or
indeed remain as a discrete component or operating system component.

[0074] Similarly, while the speech-to-text server 130 has been described as a single remote
server serving many client devices such as the electronic device 102, the speech-to-text
server 130 could equally be implemented as a component of the electronic device 102.
[0075] The present technology can also be applied for filling entry fields for an application
extending across a number of linked pages. In this case, an application author defines a
workflow indicating the sequence of pages comprising the application and which entry fields
occur on those pages. In the example of Figure 1, this workflow definition 111 is stored
within the content of the first page, for example, Page #1 of an application, in a manner
readily identifiable to either a speech-to-text server 130 or in some cases, an agent 120, if
the agent supplies the workflow definition 111 to the speech-to-text server 130. So for

example, the workflow definition 111 can be included as a fragment of XML (eXtended
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Markup Language) as a non-rendered header portion of the HTML for a web page. As well as
including the workflow definition 111, each of these entry fields is tagged within the HTML
for the page, as described above.

[0076] The workflow definition 111 can comprise a simple listing of pages and, for each
page, a respective set of identifiers for the entry fields contained in the page. Thus these
sets of identifiers could simply comprise the tags for respective entry fields; or the sets of
identifiers could comprise both the tags and entry field information for example, in the form
provided in the FirstName/LastName example above. If required, the workflow definition
111 can also include logic specifying different sequences of pages within the application
determined according to the user input. XML grammar is readily designed to incorporate
such conditional logic.

[0077] As before, the agent 120 obtains the audio signal for a voice request and supplies
this via the speech-to-text interface 132 along with an application identifier, e.g. a URL for
the first page, to the speech-to-text server 130.

[0078] The speech-to-text server 130 initially analyzes the voice request and performs basic
speech to text to obtain the text input.

[0079] The speech-to-text server 130 then cuts the text into portions and, in conjunction
with the NLU component 133, transforms the text portions as required to make them most
compatible with the entry fields, for example, converting a request for “3 nights
accommodation” to start and end dates as in the example above, before assigning text
portions to respective tags.

[0080] Where a workflow definition 111 is available for an application, the speech-to-text
server 130 can deduce the text portions best matching entry fields within the workflow
across a number of application pages. It will be appreciated that having a view of the entry
fields which might be required for subsequent pages is especially useful for dealing with a
voice request which has been provided when the user is looking at a first page of an
application.

[0081] Once the tagged values for entry fields have been determined by the speech-to-text
server 130, they are returned to the electronic device 102, either on a page-by-page basis or

for the set of pages comprising the application.
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[0082] On receiving the tagged values and optionally obtaining any further information
available to the electronic device 102 from storage 116 as described above, the application
entry fields are filled.

[0083] As a worked example of a multi-page application, beginning at the form shown in
Figure 2, if a user selects the multi-city option, they would be brought to a second page,
such as shown in Figure 4, instead of when they only require a simple return or one-way
flight.

[0084] A workflow definition 111 which might enable user interaction across a number of
pages of this application might respond to a user request “Book me a flight from London to
New York via Paris on 22 March”.

[0085] Now with an application workflow definition 111 specifying the fields available on
the first page of the application, shown in Figure 2, and the fields available on the second
page of the application, shown in Figure 4, the speech-to-text server 130 can return to the

agent 120 the following tagged fields for the first page:

<Return>; “True” <One Way>; “True” <Multicity>; “London” <StartLocation>; “New York”
<DestinationLocation>; “22” <DepartureDay>; “March” <DepartureMonth>; <ReturnDay>;
<ReturnMonth>; <FareType>; <DateFlexibility>; “1” <NoAdults>; “0” <NoChildren>; “0” <No

Infants>; <PromoCode>;

[0086] On receiving this information, the agent 120 on filling in the supplied information
would then cause the application to proceed to the page shown in Figure 4.

[0087] As will be appreciated supplying the start location information and departure dates
for the first page is redundant, but doing so requires less intelligence (and so less tailored
code) of the speech-to-text server 130 than determining that these entry fields need not be
filled.

[0088] The speech-to-text server 130 can return to the agent 120 the following tagged fields
for the second page of the application, either in response to a second request from the
agent 120; or in response to the original request and delineated appropriately from the

tagged information for the first page:

“London” <StartLocation1>; “Paris” <DestinationLocation1>; “Paris” <StartLocation2>;

“New York” <DestinationLocation2>; “22” <DepartureDay>; “March” <DepartureMonth>;
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<FareType>; <DateFlexibility>; “1” <NoAdults>; “0” <NoChildren>; “0” <No Infants>;

<PromoCode>;

[0089] The agent 120 can now fill in the required information for the second page, allowing
the user to check and/or change the information before they click the “Search” button.
[0090] Note that in this example, using the workflow definition 111, the agent 120 can
cause the application to move automatically from one page of an application to another
before waiting for the user to click “Search” on the second page.

[0091] Note also that text which has been derived from the voice request such as “London”
and “New York” can be used with entry fields on both the first and second pages of the
application. Also, text such as “Paris” has been used for more than one entry field in a single
page of the application.

[0092] If the workflow definition 111 for an application is sufficiently extensive, it is possible
for the agent 120 having been supplied with further tagged information for subsequent
pages by the speech-to-text server 130 to fill in further information on subsequent pages.
For example, if a user clicked “book” for a candidate flight listed on a page (not shown)
following the page of Figure 4, the agent 120 might then be able to fill in the user’s name,
address and credit card details on the subsequent page (not shown). Alternatively, if the
user arrived at such a page, they could simply dictate a request “Fill in my details” and the
speech-to-text server 130 would in response to being provided with the voice request and
page URL, return field tags to the agent 120 to have the agent retrieve the information for
these tags from storage 116 and populate the entry fields accordingly.

[0093] So, referring to Figures 5 and 6 which summarize the embodiments described above,
the agent 120 obtains a voice request, step 150. Either in response to the voice request or
once an application has been launched (downloaded and rendered in the case of a web
application), the agent 120 either obtains the required tags for the application, either from
the application pages or a workflow definition included within the application, or the agent
120 just obtains an application identifier, e.g. a URL, step 152. The agent 120 then obtains
text portions derived from the voice request and associated with the tags for the
application, step 154.

[0094] In embodiments where the processing for step 154 is primarily performed by a

remote server 130, step 154 involves the agent 120 providing the voice request and either
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the application tags or a workflow definition 111 or the application identifier to the server
130.

[0095] When the server 130 obtains the voice request and the voice tags, step 160, it
converts the audio signal into text, step 162. As explained, tags can either be provided by
the agent 120 to the server 130 directly, or if a URL is provided, the server 130 can obtain
the tags from the application pages stored on a web server or from a workflow definition
111 available on the web server. An NLU component 133 analyses the text and possibly with
a knowledge of the required tags for the application, provides text portions derived from
the voice request, step 164. The text portions are then associated with the tags (or vice
versa) and provided to the agent 120, step 166.

[0096] When the agent 120 obtains the tagged text, it can then attempt to provide text
portions for tags with null text, using semantic user information accessible to the agent 120,
step 156.

[0097] The agent 120 now fills in any entry fields for which it has tagged information, step
158, and if a workflow definition 111 is available and, if required and possible, the agent 120
causes the application to proceed to the next page of the workflow, step 159. (Otherwise,
the user might select the widget causing the application to proceed to the next page.) If
text portions derived from the voice request are available for entry fields of the next pages,
these are used to populate entry fields of the subsequent page and so on until the workflow
definition is completed.

[0098] In the example shown in Figure 1 and described above, the NLU component 133 is
described as a self-contained unit responding to the voice request and applicant entry field
information provided for the application. In more sophisticated implementations, the NLU
component 133 can use meta-information obtained from the request or indeed other
sources to provide information for application entry fields. So for example, in response to a
user request to “Book a flight from Paris to Dublin”, the NLU component 133 could obtain
the airport code CDG from the published list of International Air Transport Association
(IATA) airport codes for inclusion with an entry field tagged <Start Airport>. Similarly, the
NLU component 133, could use the TCP/IP address or even details of the electronic device
type contained within the HTTP request sent by the agent 120 to the speech-to-text server
130 to determine the user’s location or context to assist in providing information for

application entry fields.
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[0099] In one such example when operating the technology with an email client application,
a user issues the voice request “Send an e-mail to Conor with a map showing the location of
tonight’'s meeting” either when viewing the email client home screen or a blank e-mail
message. In this case, where such an agent is used, the agent 120 provides the speech-to-
text server 130 with the voice request and the field names for an email, for example:
<From>; <To>; <Subject>; <Attach>; <Text>.

[00100] The speech-to-text server 130 could return the following tagged fields:

<From>; “Conor” <To>; “Tonight’s Meeting” <Subject>; “https://www.google.ie/maps/

/@53.3345359,-6.2503907,16z..." <Attach>; <Text>

[00101] In this case, the speech-to-text server 130 has determined from a natural
language understanding of “the location of tonight’s meeting”, that a link to an image of a
map around the meeting location would be useful. One guess for a useful map might be
centred around the location from which the requesting electronic device 102 provided the
voice request. This is indicated by the TCP/IP address of the electronic device 102 and so a
link to a map image around the location corresponding to the TCP/IP address can be
provided either for inclusion of the map image as an attachment to the e-mail or indeed the
link could be included within the text of the e-mail.

[00102] In still further embodiments of the present technology it is possible for a user
of the electronic device 102 to make information available to the speech-to-text server 130
for use in generating the tagged text supplied to the agent 120 and for enabling the
completion of entry fields in the electronic device 102. This information can include any user
specific information including but not limited to information of the type described above
such as personal information 114, location information 118, contact information 122 as well
as a user’s favourite web pages (bookmarks) 124 and their browser history 126.

[00103] One technique for doing so involves authenticating the user to the speech-to-
text server 130 using single sign-in credentials. Examples of single sign-in credentials are
known in the art and some examples include but are not limited to Yandex.PassportTNI
provided by the Yandex™ search engine, Google+"™ single sign in, Facebook™ and the like.
[00104] In some embodiments of the present technology, the speech-to-text server

130 can receive this user specific information from a server (not depicted) responsible for
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handling the single sign-in credential service. In other embodiments, each of a number of
services may be associated with separate log in credentials and in those embodiments, the
speech-to-text server 130 can receive the user specific information from an aggregation
server (not depicted) responsible for aggregating user specific information or the speech-to-
text server 130 can act as such an aggregation server.

[00105] In any case, once such user specific information is available to the speech-to-
text server 130, the server 130 can provide the role described above of the agent 120 in
step 156 in providing user specific text for entry fields tagged as requiring semantic
information specific to a user, for example, <Name>, <Address> or <Age>.

[00106] The above examples have been described in terms of an agent 120 operating
with a given application, in the case of Figure 1, a web application running within a browser
102 or any other type of dedicated or general-purpose application.

[00107] However, other implementations could operate at a still higher level as a
personal assistant, either beginning from a blank or home browser screen or indeed at the
operating system level.

[00108] Thus if either at the operating system viewing a device home screen or at a
browser home screen, a user were to issue a voice request “Book me a flight to Berlin”, the
agent 120 could relay the audio signal to the speech-to-text server 130. Now using the NLU
component 133 and seeing that a specific application had not been identified in the request
from the agent 120, the speech-to-text server 130 could return a simple text string “Book
Flight” to the agent 120.

[00109] The agent 120 can now use information available in storage 116 to determine
which application might be used to fulfill the voice request “Book Flight”. For example, a
user’s favourite web pages (bookmarks) 124 and their browser history 126 are typically
available to applications such as the agent 120 running on the electronic device 102. These
can be used to determine the airline or flight booking utility application normally used by
the user. The agent 120 can now for example launch the browser at the URL for the airline
or flight booking utility. Once the web page for this URL is retrieved and rendered by the
browser 104, the agent 120 can now proceed as before, for example, re-sending the speech-
to-text server 130 the audio signal for the original voice request along with the identity of
the application, for example, the current URL. The speech-to-text server 130 can now return

tagged entry fields for filling any entry fields with the web page and possibly successive web
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pages as before and still only requiring only a single voice request such as “Book me a flight
to Berlin”.

[00110] The above examples have illustrated the technology being used to book
flights, hotel rooms and send e-mails. However, it will be appreciated that many other
examples are possible, for example, for filling in details for Internet shopping or service
delivery or product delivery, for example, to fill in details for a pizza delivery.

[00111] In the above description, several examples of grammar have been provided,
however, it will be appreciated that any equivalent of such grammar can be used in
alternative implementations of this technology.

[00112] One skilled in the art will appreciate when the instant description refers to
“receiving data” from a user that the electronic device executing receiving of the data from
the user may receive an electronic (or other) signal from the user. One skilled in the art will
further appreciate that displaying data to the user via a user-graphical interface (such as the
screen of the electronic device and the like) may involve transmitting a signal to the user-
graphical interface, the signal containing data, which data can be manipulated and at least a
portion of the data can be displayed to the user using the user-graphical interface.

[00113] Some of these steps and signal sending-receiving are well known in the art
and, as such, have been omitted in certain portions of this description for the sake of
simplicity. The signals can be sent-received using optical means (such as an optical
connection), electronic means (such as using wired or wireless connection), and mechanical
means (such as pressure-based, temperature based or any other suitable physical
parameter based).

[00114] Modifications and improvements to the above-described implementations of
the present technology may become apparent to those skilled in the art. The foregoing
description is intended to be exemplary rather than limiting. The scope of the present

technology is therefore intended to be limited solely by the scope of the appended claims.
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European Claims:

1. A method of entering data in an electronic device (102), the method comprising:

receiving (150) a voice request via a voice interface of the electronic device;
obtaining (152) a plurality of tags, each tag associated with a respective entry field of
a user interface for an application of said electronic device;

obtaining (154) at least one text portion associated with a respective tag derived
from said voice request; and

filling (158) in at least one entry field of said application with a respective text

portion associated with the respective tag associated with the entry field.

2. A method of processing a voice request, the method comprising:

receiving (160) a voice request via a voice interface of an electronic device;

obtaining (160) a plurality of tags, each tag associated with a respective entry field of
a user interface for an application of said electronic device;

converting (162) the voice request into text;

analyzing (164) the text to provide at least one text portion;

associating (166) at least one text portion with a respective tag of the plurality of
tags; and

transmitting to the electronic device the at least one text portion with an indication

of the associated tag.

3. A method according to claim 1 or 2 wherein each of said plurality of tags provides a

semantic description for an associated entry field.

4, A method according to any previous claim wherein said application comprises a web
application, said web application comprising a plurality of web pages, each page including at

least one entry field, a plurality of said entry fields having an associated tag.

5. A method according to claim 4 wherein at least one of said web pages includes a
workflow definition (111), said definition indicating a sequence of pages comprising said

web application and for each page a set of identifiers for each entry field of said page.
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6. A method according to claim 5 where said workflow definition includes logic defining

a conditional sequence of pages within said web application.

7. A method according to claim 5 wherein said identifiers include tags for said entry

fields.

8. A method according to claim 2 wherein said step of analyzing the text comprising

using natural language understanding (133) to provide said at least one text portion.

9. A method according to claim 2 wherein said step of obtaining said plurality of tags
comprises: obtaining a URL for a web application from said electronic device, retrieving a

web page from said URL, and extracting said tags from said web page.

10. A method according to claim 2 wherein said step of obtaining said plurality of tags

comprises: obtaining said plurality of tags from said electronic device.

11. A method according to claim 1 wherein said step of obtaining at least one text
portion comprises providing said voice request as well as an indicator of said plurality of
tags associated with respective entry fields of said application to a speech-to-text server
(130); and obtaining said at least one text portion associated with the respective tag from

said speech-to-text server.

12. A method according to claim 11 wherein said indicator comprises a URL for a web
application.

13. A method according to claim 11 wherein said indicator comprises said tags.

14. A method according to claim 1 further comprising the step of: responsive to

obtaining a null text portion associated with the respective tag for an entry field of said
application, searching (156) for semantic user information accessible at said electronic
device; and responsive to obtaining semantic user information matching said respective tag
with a null text portion, filling said entry field of said application associated with said tag

with said semantic user information.

PCT/IB2015/053789
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15. A method according to claim 14 wherein said semantic user information comprises
one of: user personal information (114); user contact information (122); user location

information (118); user browsing history (126); or a user’s bookmarked web pages (124).

16. A computer program product comprising executable instructions stored on a
5  computer readable medium which when executed on an electronic device are arranged to

perform the steps of any one of claims 1, 3-7 or 11-15.

17. A computer program product comprising executable instructions stored on a
computer readable medium which when executed on a server are arranged to perform the

steps of any one of claims 2-10.

10 18. An electronic device including a component which is operable in conjunction with a

user interface application to perform the steps of:

receiving (150) a voice request via a voice interface of the electronic device;
obtaining (152) a plurality of tags, each tag associated with a respective entry field of
a user interface for an application of said electronic device;

15 obtaining (154) at least one text portion associated with a respective tag derived
from said voice request; and
filling (158) in at least one entry field of said application with a respective text

portion associated with the respective tag associated with the entry field.

19. A server in communication with one or more electronic devices across a

20 communication network and operable to perform the steps of:

receiving (160) a voice request via a voice interface of an electronic device;
obtaining (160) a plurality of tags, each tag associated with a respective entry field of
a user interface for an application of said electronic device;
converting (162) the voice request into text;
25 analyzing (164) the text to provide at least one text portion;
associating (166) at least one text portion with a respective tag of the plurality of

tags; and
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transmitting to the electronic device the at least one text portion with an indication

of the associated tag.

20. A system comprising a plurality of electronic devices according to claim 18 in

communication with a server according to claim 19 across a communication network.
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US Claims:

1. A method of entering data in an electronic device, the method comprising:

receiving a voice request via a voice interface of the electronic device;

obtaining a plurality of tags, each tag associated with a respective entry field of a
user interface for an application of said electronic device;

obtaining at least one text portion associated with a respective tag derived from said
voice request; and

filling in at least one entry field of said application with a respective text portion

associated with the respective tag associated with the entry field.

2. A method according to claim 1 wherein each of said plurality of tags provides a

semantic description for an associated entry field.

3. A method according to claim 1 wherein said application comprises a web application,
said web application comprising a plurality of web pages, each page including at least one

entry field, a plurality of said entry fields having an associated tag.

4, A method according to claim 3 wherein at least one of said web pages includes a
workflow definition, said definition indicating a sequence of pages comprising said web

application and for each page a set of identifiers for each entry field of said page.

5. A method according to claim 4 where said workflow definition includes logic defining

a conditional sequence of pages within said web application.

6. A method according to claim 4 wherein said identifiers include tags for said entry
fields.
7. A method according to claim 1 wherein said step of obtaining at least one text

portion comprises providing said voice request as well as an indicator of said plurality of

tags associated with respective entry fields of said application to a speech-to-text server;
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and obtaining said at least one text portion associated with the respective tag from said

speech-to-text server.

8. A method according to claim 7 wherein said indicator comprises a URL for a web
application.

9. A method according to claim 7 wherein said indicator comprises said tags.

10. A method according to claim 1 further comprising the step of: responsive to

obtaining a null text portion associated with the respective tag for an entry field of said
application, searching for semantic user information accessible at said electronic device; and
responsive to obtaining semantic user information matching said respective tag with a null
text portion, filling said entry field of said application associated with said tag with said

semantic user information.

11. A method according to claim 10 wherein said semantic user information comprises
one of: user personal information; user contact information; user location information; user

browsing history; or a user’s bookmarked web pages.

12. A method of processing a voice request, the method comprising:

receiving a voice request via a voice interface of an electronic device;

obtaining a plurality of tags, each tag associated with a respective entry field of a
user interface for an application of said electronic device;

converting the voice request into text;

analyzing the text to provide at least one text portion;

associating at least one text portion with a respective tag of the plurality of tags; and
transmitting to the electronic device the at least one text portion with an indication

of the associated tag.

13. A method according to claim 12 wherein each of said plurality of tags provides a

semantic description for an associated entry field.
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14. A method according claim 12 wherein said application comprises a web application,
said web application comprising a plurality of web pages, each page including at least one

entry field, a plurality of said entry fields having an associated tag.

15. A method according to claim 14 wherein at least one of said web pages includes a
workflow definition, said definition indicating a sequence of pages comprising said web

application and for each page a set of identifiers for each entry field of said page.

16. A method according to claim 15 where said workflow definition includes logic

defining a conditional sequence of pages within said web application.

17. A method according to claim 15 wherein said identifiers include tags for said entry
fields.
18. A method according to claim 12 wherein said step of analyzing the text comprising

using natural language understanding to provide said at least one text portion.

19. A method according to claim 12 wherein said step of obtaining said plurality of tags
comprises: obtaining a URL for a web application from said electronic device, retrieving a

web page from said URL, and extracting said tags from said web page.

20. A method according to claim 12 wherein said step of obtaining said plurality of tags

comprises: obtaining said plurality of tags from said electronic device.

21. A computer program product comprising executable instructions stored on a
computer readable medium which when executed on an electronic device are arranged to

perform the steps of:

receiving a voice request via a voice interface of the electronic device;

obtaining a plurality of tags, each tag associated with a respective entry field of a user
interface for an application of said electronic device;

obtaining at least one text portion associated with a respective tag derived from said voice

request; and
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filling in at least one entry field of said application with a respective text portion associated

with the respective tag associated with the entry field.

22. A computer program product comprising executable instructions stored on a
computer readable medium which when executed on a server are arranged to perform the

steps of:

receiving a voice request via a voice interface of an electronic device;

obtaining a plurality of tags, each tag associated with a respective entry field of a user
interface for an application of said electronic device;

converting the voice request into text;

analyzing the text to provide at least one text portion;

associating at least one text portion with a respective tag of the plurality of tags; and
transmitting to the electronic device the at least one text portion with an indication of the

associated tag.

23. An electronic device including a component which is operable in conjunction with a

user interface application to perform the steps of:

receiving a voice request via a voice interface of the electronic device;

obtaining a plurality of tags, each tag associated with a respective entry field of a
user interface for an application of said electronic device;

obtaining at least one text portion associated with a respective tag derived from said
voice request; and

filling in at least one entry field of said application with a respective text portion

associated with the respective tag associated with the entry field.

24. A server in communication with one or more electronic devices across a

communication network and operable to perform the steps of:

receiving a voice request via a voice interface of an electronic device;
obtaining a plurality of tags, each tag associated with a respective entry field of a
user interface for an application of said electronic device;

converting the voice request into text;

PCT/IB2015/053789
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analyzing the text to provide at least one text portion;
associating at least one text portion with a respective tag of the plurality of tags; and
transmitting to the electronic device the at least one text portion with an indication

of the associated tag.

25. A system comprising a plurality of electronic devices according to claim 23 in

communication with a server according to claim 24 across a communication network.
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