Abstract:
Examples are disclosed for adaptive graphics subsystem power and performance management including adjusting one or more power management or performance attributes for a graphics subsystem for a computing platform based on a comparison of a current quality metric to a target quality metric. The current and target quality metric to be separately determined based on current and target quality of service (QoS) values for power management and performance for at least portions of the computing platform.
BACKGROUND

[0001] Graphics subsystems that perform processing of images for computing platforms may consume large amounts of power. Mobile computing platforms operating under limited amounts of available power (e.g., battery power) typically deploy statically defined power management techniques for these graphics subsystems. The statically defined power management techniques may be an attempt to balance power saving with computing platform performance.
Brief Description of the Drawings

[0002] FIG. 1 illustrates an example computing platform.

[0003] FIG. 2 illustrates a block diagram of an example architecture for a graphics subsystem QoS manager.

[0004] FIG. 3 illustrates an example timing sequence.

[0005] FIG. 4 illustrates an example table for current power management QoS values.

[0006] FIG. 5 illustrates an example table for current performance QoS values.

[0007] FIG. 6 illustrates an example table for target power management QoS values.

[0008] FIG. 7 illustrates an example table for target performance QoS values.

[0009] FIG. 8 illustrates a flow chart of example operations for adaptive graphics subsystem power and performance management.

[0010] FIG. 9 illustrates an example system.

[0011] FIG. 10 illustrates an example device.
A as contemplated in the present disclosure, statically defined power management techniques may be an attempt to balance power saving with computing platform performance. In some examples, these statically defined power management techniques may not be sensitive to application states or modes of operation. Also, statically defined power management techniques may lack an ability to adapt to quality of service (QoS) constraints (e.g., from an application and/or user) to extend battery life yet maintain acceptable performance.

Current statically defined power management techniques may transition one or more graphics subsystems to lower power states if the one or more graphics subsystems are idle for a fixed period of time. The transition to the lower power states may occur without considering the platform's current mode of operation, application workload/requirements, user QoS requirements, etc. The fixed period of time without knowledge of the next wakeup from active to a lower power state may lead to frequent transitions between low power states (e.g., sleep states) to higher power states (e.g., active states). The frequent transitions may lead to dips in performance due to associated context save-and-restores and power loss due to transitional overhead. Also, statically defined power management techniques are likely not flexible enough to adapt to aggressive, device specific power and performance management, and user/application QoS constraints.

In some examples, techniques are implemented for adaptive graphics subsystem power and performance management. For these examples, a current power management quality of service (QoS) value and a current performance QoS value may be received. The current power management and performance QoS values may be associated with a first mode of operation. A current quality metric may then be determined based, at least in part, on the current power
management and performance QoS values. A target power management QoS value and a target performance QoS value may also be received. The target power management and performance QoS values may be associated with a second mode of operation. A target quality metric may also be determined based, at least in part, on the target power management and performance QoS values. One or more power management or performance attributes for one or more graphics subsystems of a computing platform may be adjusted based, at least in part, on a comparison of the current quality metric to the target quality metric. For example, an idle time-out window may be adjusted. The idle time-out window, for example may include a time interval for which the one or more graphics subsystems remain in an active state following execution of a command before transitioning into a low power state.

[0015] FIG. 1 illustrates an example computing platform 100. As shown in FIG. 1, computing platform 100 includes an operating system 110, applications 130-1 to 130-n, a platform power management 140, a memory 150, communications (comms) 160, a central processing unit (CPU) 170, a security engine 180 and secure storage 190. Also, as shown in FIG. 1, computing platform 100 includes a display controller 120-1, a camera 120-2, 2-dimensional/3-dimensional (2D/3D) graphics 120-3, a video encode 120-4 and a video decode 120-5. In some examples, display controller 120-1, camera 120-2, 2D/3D graphics 120-3, video encode 120-4 and video decode 120-5 may be either separately or jointly identified as a graphics subsystem for computing platform 100. Although this disclosure not limited to graphics subsystems including the five graphics subsystems shown in FIG. 1.

[0016] According to some examples, several interfaces are also depicted in FIG. 1 for interconnecting and/or communicatively coupling elements of computing platform 100. For example, QoS user interface 115 and interface 125 may allow for users (not shown) and/or
applications 130-1 to 130-n to couple to operating system 110. Also, interface 135 may allow for platform power management 140 or elements of operating system 110 to communicatively couple to elements of computing platform 100 such as CPU 170, memory 150 or one or more of the graphic subsystems mentioned above. Interface 154, for example, may allow hardware and/or firmware elements of computing platform 100 to communicatively couple together, e.g., via a system bus or other type of internal communication channel.

[0017] In some examples, as shown in FIG. 1, operating system 110 may include device driver(s) 112 and graphics subsystem QoS manager 114. Device driver(s) 112 and graphics subsystem QoS manager 114 may include logic and/or features configured to interact with other elements of computing platform 100 (e.g., via interface 135). Also, as shown in FIG. 1, graphics subsystem QoS manager 114 may also interact with device driver(s) 112 or platform power management 140.

[0018] According to some examples, device driver(s) 112 may include one or more graphics subsystem drivers to interact with display controller 120-1, camera 120-2, 2D/3D graphics 120-3, video encode 120-4 or video decode 120-5. For these examples, device driver(s) 112 may provide current performance QoS values associated with one or more of these graphics subsystems to graphics subsystem QoS manager 114. As described more below, the current performance QoS values may be compared to target performance QoS values and then may be used to adjust one or more power management or performance attributes for the one or more graphics subsystems.

[0019] In some examples, platform power management 140 may include logic and/or features to gather system power information for computing platform 100. For example, platform power management 140 may gather system state information for computing platform 100 such as
whether CPU 170 is an active or sleep power state or whether a battery (not shown) has adequate power. Platform power management 140, for example, may provide current power management values associated with this gathered system state information to graphics subsystem QoS manager 114. As described more below, a current quality metric (QM) determined from the current power management QoS values may be compared to a target QM determined from the target power management QoS values. One or more power management or performance attributes for the one or more graphics subsystems may then be adjusted based on the comparison.

[0020] Although not shown in FIG. 1, in some examples, graphics subsystem QoS manager 114 may be included with the logic and/or features of device driver(s) 112. For these examples, the graphics subsystem QoS manager 114 within device driver(s) 112 may interact with platform power management 140 to obtain current power management QoS values. Also, graphics subsystem QoS manager 114 may cooperate with device driver(s) 112 to obtain current performance QoS values from the one or more graphics subsystems of computing platform 100.

[0021] According to some examples, as shown in FIG. 1, platform power management 140 may be implemented as logic and/or features configured to either independently manage power or cooperate with operating system 110 to manage power for computing platform 100. In other examples, although not shown in FIG. 1, platform power management 160 may be included as a software module operating within operating system 110.

[0022] According to some examples, memory 150 may be implemented as a volatile memory device utilized by various elements of computing platform 100 (e.g., as off-chip memory). For these implementations, memory 130 may include, but is not limited to, random access memory (RAM), dynamic random access memory (DRAM) or static RAM (SRAM).
[0023] In some examples, comms 160 may include logic and/or features to enable computing platform 100 to communicate externally with elements remote to computing platform 100. These logic and/or features may include communicating over wired and/or wireless communication channels via one or more wired or wireless networks. In communicating across such networks, comms 160 may operate in accordance with one or more applicable communication or networking standards in any version.

[0024] According to some examples, CPU 170 may be implemented as a central processing unit for computing platform 100. CPU 170 may include one or more processing units having one or more processor cores or having any number of processors having any number of processor cores. CPU 170 may include any type of processing unit, such as, for example, a multi-processing unit, a reduced instruction set computer (RISC), a processor having a pipeline, a complex instruction set computer (CISC), digital signal processor (DSP), and so forth.

[0025] In some examples, security engine 180 may enable or facilitate secure operations on computing platform 100. In some examples, security engine 180 may manage or control access to secure storage 190. Secure storage 190, for example, may include encrypted information that may only be decrypted by logic and/or features of security engine 180.

[0026] As mentioned above, interface 154, may allow hardware and/or firmware elements of computing platform 100 to communicatively couple together. According to some examples, communication channels interface 154 may operate in accordance with one or more protocols or standards. These protocols or standards may be described in one or one or more industry standards (including progenies and variants) such as those associated with the Inter-Integrated Circuit (I²C) specification, the System Management Bus (SMBus) specification, the Accelerated Graphics Port (AGP) specification, the Peripheral Component Interconnect Express (PCI
Express) specification, the Universal Serial Bus (USB), specification or the Serial Advanced Technology Attachment (SATA) specification. Although this disclosure is not limited to only the above-mentioned standards and associated protocols.

[0027] In some examples, computing platform 100 may be at least part of a mobile computing device. Examples of a mobile computing device may include a personal computer (PC), laptop computer, ultra-mobile computer, tablet, touch pad, portable computer, handheld computer, palmtop computer, personal digital assistant (PDA), cellular telephone, combination cellular telephone/PDA, television, smart device (e.g., smart phone, smart tablet or smart television), mobile internet device (MID), messaging device, data communication device, and so forth.

[0028] FIG. 2 illustrates a block diagram of an example architecture for graphics subsystem QoS manager 114. As described above for computing platform 100 in FIG. 1, operating system 110 may include graphics subsystem QoS manager 114. In some examples, graphics subsystem QoS manager 114 includes features and/or logic configured or arranged to provide adaptive graphics subsystem power and performance management.

[0029] The example graphics subsystem QoS manager 114 of FIG. 2, includes QoS logic 210, control logic 220, a memory 230 and input/output (I/O) interfaces 240. As illustrated in FIG. 2, QoS logic 210 may be coupled to control logic 220, memory 230 and I/O interfaces 240. QoS logic 210 may include one or more of a mode feature 211, a receive feature 213, a current feature 215, a target feature 217, or an adjust feature 219, or any reasonable combination thereof.

[0030] In some examples, the elements portrayed in FIG. 2 are configured to support or enable graphics subsystem QoS manager 114 as described in this disclosure. A given graphics subsystem QoS manager 114 may include some, all or more elements than those depicted in FIG. 2. For example, QoS logic 210 and control logic 220 may separately or collectively represent a
wide variety of logic device(s) or executable content to implement the features of graphics subsystem QoS manager 114. Example logic devices may include one or more of a microprocessor, a microcontroller, a process circuit, a field programmable gate array (FPGA), an application specific integrated circuit (ASIC), a sequestered thread or a core of a multi-core/multi-threaded microprocessor or a combination thereof.

In some examples, as shown in FIG. 2, QoS logic 210 includes mode feature 211, receive feature 213, current feature 215, target feature 217, or adjust feature 219. QoS logic 210 may be configured to use one or more of these features to perform operations. For example, mode feature 211 may determine whether a change in mode has occurred, e.g., responsive to a change in type of usage for one or more graphic subsystems of computing platform 100. Receive feature 213 may then receive current and target power management and performance QoS values associated with different modes of operation. Current feature 215, as described more below, may determine a current quality metric (QM) based on the received current power management and performance QoS values. Target feature 217, also as described more below, may determine a target QM based on the received target power management and performance QoS values. Adjust feature 219 may then adjust one or more power management or performance attributes for the one or graphic subsystems based on a comparison of the current QM to the target QM.

In some examples, control logic 220 may be configured to control the overall operation of graphics subsystem QoS manager 114. As mentioned above, control logic 220 may represent any of a wide variety of logic device(s) or executable content. For some examples, control logic 220 may be configured to operate in conjunction with executable content or instructions to implement the control of graphics subsystem QoS manager 114. In some alternate examples, the features and functionality of control logic 220 may be implemented within QoS logic 210.
According to some examples, memory 230 may be arranged to store executable content or instructions for use by control logic 220 and/or QoS logic 210. The executable content or instructions may be used to implement or activate features or elements of graphics subsystem QoS manager 114. As described more below, memory 230 may also be arranged to at least temporarily maintain information associated with determining current and target QMs and adjusting one or more power management or performance attributes for one or more graphics subsystems based on a comparison of the current QM to the target QM.

Memory 230 may include a wide variety of memory media including, but not limited to, one or more of volatile memory, non-volatile memory, flash memory, programmable variables or states, RAM, ROM, or other static or dynamic storage media.

In some examples, I/O interfaces 240 may provide an interface via a local communication medium or link between graphics subsystem QoS manager 114 and elements of computing platform 100 depicted in FIG. 1. I/O interfaces 240 may include interfaces that operate according to various communication protocols to communicate over the local communication medium or link (e.g., I2C, SMBus, AGP, PCI Express, USB, SATA, etc).

FIG. 3 illustrates an example timing sequence 300. In some examples, graphics subsystem QoS manager 114 as shown in FIG. 1 or described in FIG. 2 may include logic and/or features to cause adjustments to time-out windows 312, 322, 332 and 342 during timing sequence 300. For these examples, modes 310, 320, 330 and 340 may represent changes in modes of operation for computing platform 100 and/or the graphic subsystems of computing platform 100 during timing sequence 300. These changes in modes of operations may be responsive to a change in a type of usage of the one or more graphics subsystem, an application request (e.g., from application 130-1), a user request, an expiration of a time interval or an
Initialization of computing platform 100. It may be appreciated that embodiments are not limited to only these five examples of what may trigger a change in a mode of operation, any number of triggers may trigger a change of mode for a given implementation.

[0037] According to some examples, as shown in FIG. 3, mode 310 may be in response to an initialization. For these examples, computing platform 100 may have been powered down and the powered down state may represent a first mode of operation for computing platform 100. Mode 310, for these examples, may therefore represent a second mode of operation. Also, modes 320, 330 and 340 may represent subsequent modes of operation.

[0038] In some examples, graphics subsystem QoS manager 114 may include logic and/or features to receive or obtain current power management and performance QoS values associated with the first mode of operation, which as mentioned above, was a powered down state for computing platform 100. For these examples, the current power management and performance QoS values associated with the first mode may be based on default power management and performance QoS values. Also, for the second mode, graphics subsystem QoS manager 114 may include logic and/or features to receive or obtain target power management and performance QoS values that may be based on a type of usage of the one or more graphics subsystems of computing platform 100. These types of usage may include, but are not limited to, support for web browsing, video playback, interactive gaming or image capture.

[0039] According to some examples, graphics subsystem QoS manager 114 may include logic and/or features to determine current and target QMs based on the current and target QoS values obtained in response to mode 320. Graphics subsystem QoS manager 114 may then adjust one or more power management and performance attributes for one or more graphics subsystems of computing platform 100 based on a comparison of the current and target QMs. These one or
more power management and performance attributes may include an idle time-out interval for which the one or more graphics subsystems remain in an active state following execution of a command (e.g., to support a type of usage) before transitioning into a low power state.

[0040] In some examples, the one or more power management and performance attributes associated with the current/default power management and performance QoS values may indicate an idle time-out window of 50 milliseconds (ms). The type of usage at mode 320, for example, may be web browsing. An idle time-out window of 50 ms may be an acceptable power management and performance attribute for this type of usage because a relatively long period of time may pass between active and idle states. Graphics subsystem QoS manager 114 may maintain the idle time-out window at 50 ms as shown for time-out window 312 in FIG. 3.

[0041] According to some examples, at mode 320 the type of usage may change to graphics intensive use such as an interactive game. Graphics subsystem QoS manager 114 may obtain a new set of current and target power management and performance QoS values. The newly obtained target power management and performance QoS values may indicate an idle time-out window of 100 ms. The longer idle time-out may be due to a graphics intensive use of the interactive game that may cause the graphics subsystems of computing platform to execute bursts of commands with relatively short idle times between the bursts. For these examples, graphics subsystem QoS manager 114 may adjust the idle time-out window as shown for time-out window 322 in FIG. 3. The longer idle time-out window 322 may keep the graphic subsystems in an active state between bursts of commands rather than powering up and down between bursts.

[0042] In some examples, at mode 330 the type of usage may change back to web browsing. Graphics subsystem QoS manager 114 may obtain another new set of current and target power
management and performance QoS values. As mentioned above, an idle time-out window of 50 ms may be an acceptable power and performance attribute for this type of usage. Graphics subsystem QoS manager 114 may adjust the idle time-out window back to 50 ms as shown for time-out window 332 in FIG. 3.

[0043] According to some examples, at mode 340 the type of usage may change yet again to another type of usage such as image capture. Graphics subsystem QoS manager 114 may obtain yet another new set of current and target power management and performance QoS values. The newly obtained target power management and performance QoS values may indicate an idle time-out window of 25 ms. The shorter idle time-out may be due to a less graphics intensive use associated with an image capture usage. The image capture usage may cause the graphics subsystems of computing platform to execute short bursts of commands followed by relatively long periods between the next burst of commands. Thus, for example, a relatively short idle time of around 25 ms may be an acceptable power management and performance attribute for this type of usage.

[0044] In some examples, time-out windows 312, 322, 332 and 342 may also be shortened or lengthened due to power management constraints or based on a collected or compiled history of graphics subsystem activity of computing platform 100. For example, a low battery for computing platform 100 during extended periods of sustained activity may lead to a shorter idle time-out window in order to conserve power. Also, a history of usage may indicate that an idle time-out window of relatively long duration at initialization of computing platform 100 (e.g., at mode 310) may be warranted. The longer idle time-out window at initialization may be due to a user or applications historically requiring more or greater use of graphics subsystems during initialization or powering up of computing platform 100.
FIG. 4 illustrates a example table 400 for current power management QoS values. In some examples, graphics subsystem QoS manager 114 may include logic and/or features to receive current power management QoS values (e.g., from device driver(s) 112). Graphics subsystem QoS manager 114 may then populate or build table 400 (e.g., via current feature 215) based on the received current power management QoS values.

As shown in FIG. 4, table 400 includes separate and averaged power vs. performance ratings for various power management attributes including the general power management attributes of display, graphics & video, and system power. Current power management QoS values of "3" may be an indication that power management is more highly rated than performance. Current power management QoS values of values of "2" may indicate equal rating. Current power management QoS values of values of "1" may indicate that power management is rated less compared to performance.

In some examples, current power management QoS values may be the result of various settings or operating parameters for the graphics subsystems of computing platform 100. The various setting, for example, may be associated with a type of usage for these graphics subsystems. The type of usage may include, but is not limited to, a default usage (e.g., established at initialization at possibly set by a device manufacturer), a web browsing usage, a video playback usage, interactive game usage or an image capture usage. The various settings may also be associated with system power capabilities such as an amount of battery power available to meet power management needs or objectives.

According to some examples, as shown in FIG. 4, the display power management attribute may include resolution, brightness, refresh rate, and depth. The display power management attributes, for example, may be associated with power management attributes for
the graphics subsystem of display controller 120-1. Resolution, brightness, refresh rate and depth, for example, may also be associated with attributes for a display controlled by display controller 120-1. Resolution, for example, may include pixel resolution. Brightness may include display brightness. Refresh rate may include display refresh rates and depth may include pixel depths or pixel memory sizes (e.g., 24-bit, 32-bit, etc.).

[0049] In some examples, as shown in FIG. 4, the graphics & video power management attribute may include texture, render target, overlay type, frequency, copy rate, mipmap, and compression ratio. The graphics & video power management attribute may be associated with power management attributes for the graphics subsystems of camera 120-2, 2D/3D graphics 120-3, video encode 120-4 or video decode 120-5. Texture, for example, may include compressed texture formats. Render target may include soft rendering or full rendering. Overlay type may include either overlay or texture based video. Frequency may include the frequency for one or more graphics subsystems (e.g., 2D/3D graphics 120-3) to execute commands. Copy rate may include a copy rate (e.g., blits) from a source buffer to a destination buffer. Mipmap may include an indication of 3D image rendering and compression ratio may include the compression ratio via which video may be encoded or decoded by one or more graphics subsystems (e.g., video encode 120-4 and/or video decode 120-5).

[0050] In some examples, as shown in FIG. 4, the system power attribute may include system state and battery power. The system power attributes may be associated with power management attributes that may impact all or portions of the graphics subsystems of computing platform 100. System state may include the current power state of computing platform 100 (e.g., active, idle, sleep, etc.). Battery power may include the system battery power available to power the graphics subsystems.
In some examples, the current power management QoS values shown in table 400 of FIG. 4 may be associated with the current mode of operation for computing platform 100. Graphics subsystem QoS manager 114 may include logic and/or features to determine a current power management average (PM\textsubscript{ave}) based on average current power management QoS values for display, graphics and video, and system power. For example, current PM\textsubscript{ave} derived from the values shown in table 400 may be (2.5, 2, 1.5). The current PM\textsubscript{ave} (2.5, 2, 1.5) may indicate a relatively high rating for display attributes (2.5), a medium rating for graphics and video (2) and a relatively low rating on system attributes (1.5).

FIG. 5 illustrates an example table 500 for current performance QoS values. In some examples, graphics subsystem QoS manager 114 may include logic and/or features to receive current performance management QoS values (e.g., from platform power management 140). Graphics subsystem QoS manager 114 may then populate or build table 500 (e.g., via current feature 215) based on the received current performance management QoS values.

As shown in FIG. 5, table 500 includes separate and averaged performance vs. power ratings for various performance attributes including the general performance attributes of display, graphics & video, application, user experience and system performance. Current performance management QoS values of "3" may be an indication that performance is more highly rated than power management. Current performance management QoS values of "2" may indicate equal rating. Current performance management QoS values of "1" may indicate that performance management is rated less compared to power management.

In some examples, similar to current power management QoS values, current performance management QoS values may be the result of various settings or operating parameters for the graphics subsystems of computing platform 100. The various setting, for
example, may also be associated with a type of usage for these graphics subsystems. The various settings may also be associated with system performance capabilities or constraints such as available processing power at CPU 170 or available processing power at one or more of the graphics subsystems.

[0055] According to some examples, as shown in FIG. 5, the display performance attribute may include resolution, brightness, refresh rate, and depth. The display performance attributes may be associated with power management attributes for the graphics subsystem of display controller 120-1. Resolution, brightness, refresh rate and depth, for example, may be associated with attributes for a display controlled by display controller 120-1. Resolution, for example, may include pixel resolution. Brightness may include display brightness. Refresh rate may include display refresh rates and depth may include pixel depths or pixel memory sizes.

[0056] In some examples, as shown in FIG. 5, the graphics & video performance attribute may include texture, render target, overlay type, frequency, copy rate, mipmap, and compression ratio. The graphics & video performance attribute may be associated with performance attributes for the graphics subsystems of camera 120-2, 2D/3D graphics 120-3, video encode 120-4 or video decode 120-5. Texture, for example, may include compressed texture formats. Render target may include soft rendering or full rendering. Overlay type may include either overlay or texture based video. Frequency may include the frequency for one or more graphics subsystems to execute commands. Copy rate may include a copy rate (e.g., blits) from a source buffer to a destination buffer. Mipmap may include an indication of 3D image rendering and compression ratio may include the compression ratio via which video may be encoded or decoded by one or more graphics subsystems of computing platform 100.
In some examples, as shown in FIG. 5, the application performance attribute may include maximum latency. Maximum latency, for example, may include a maximum time interval via which an application can tolerate when using one or more graphics subsystems of computing platform 100. For example, an application associated with video playback may set a maximum latency for decoding video using video decode 120-5. The maximum latency, for example, may ensure that video frames are decoded at a rate to ensure that corresponding audio frames match the video frames. A time interval of a relatively short time period may result in a high rating for performance and a relatively long time period may result in a low rating.

According to some examples, as shown in FIG. 5, the user experience attribute may include maximum response. Maximum response, for example, may include a maximum time interval via which a user can tolerate when using one or more graphics subsystems of computing platform 100. For example, a user playing an interactive game may set a maximum response for the rendering of 2D/3D graphics by 2D/3D graphics 120-3 in order to increase the user experience of the interactive game. A time interval of a relatively short time period may result in a high rating for performance vs. power management and a relatively long time period may result in a low rating for performance vs. power management.

In some examples, as shown in FIG. 5, the system performance attribute may include system state. The system performance attributes may be associated with performance attributes that may impact all or portions of the graphics subsystems of computing platform 100. System state, for example, may include the current power state of computing platform 100 (e.g., active, idle, sleep, etc.).

In some examples, the current performance QoS values shown in table 500 of FIG. 5 may be associated with the current mode of operation for computing platform 100. Graphics
subsystem QoS manager 114 may include logic and/or features to determine a current performance average \( PF_{\text{ave}} \) based on average current performance QoS values for display, graphics and video, application, user experience, and system performance. For example, the current \( PF_{\text{ave}} \) derived from the values shown in table 500 may be \( (2, 3, 2, 3, 3) \). The current \( PF_{\text{ave}} \) \( (2, 3, 2, 3, 3) \) may indicate high ratings for the graphics and video, user experience, and system performance attributes and a medium rating for the display and application attributes.

[0061] According to some examples, graphics subsystem QoS manager 114 may include logic and/or features to determine a current QM. The current QM may be a combination of current \( PM_{\text{ave}} \) \( (2.5, 2, 1.5) \) and current \( PF_{\text{ave}} \) \( (2, 3, 2, 3, 3) \). One example of combining current \( PM_{\text{ave}} \) \( (2.5, 2, 1.5) \) and current \( PF_{\text{ave}} \) \( (2, 3, 2, 3, 3) \) may include taking the values of 2.5, 2, and 1.5 included in current \( PM_{\text{ave}} \) \( (2.5, 2, 1.5) \) and averaging these values to arrive at an overall current \( PM_{\text{ave}} \). Also, the averages of 2, 3, 2, 3 and 3 included in current \( PF_{\text{ave}} \) may be averaged to arrive at overall current \( PF_{\text{ave}} \). Overall current \( PM_{\text{ave}} \) and overall current \( PF_{\text{ave}} \) may then be combined to arrive at current QM \( (2, 2.6) \). As mentioned below, the current QM \( (2, 2.6) \) may be compared to a target QM and then graphics subsystem QoS manager 114 may make adjustments to one or more power management or performance attributes based on the comparison.

[0062] FIG. 6 illustrates an example table 600 for target power management QoS values. In some examples, graphics subsystem QoS manager 114 may include logic and/or features to receive target power management QoS values (e.g., from device driver(s) 112, applications 130-1 to 130-n or users). Graphics subsystem QoS manager 114 may then populate or build table 600 (e.g., via target feature 217) based on the received target power management QoS values.
According to some examples, as shown in FIG. 6, table 600 is similar to table 400 depicted in FIG. 4. As such, table 600 includes the same power management attributes as table 400. However, the ratings for the various power management attributes are target ratings rather than current ratings.

In some examples, target power management QoS values may be the result of various targeted settings or operating parameters for the graphics subsystems of computing platform 100. The various targeted setting, for example, may be associated with a proposed type of usage for these graphics subsystems. The proposed type of usage may include, but is not limited to, a web browsing usage, a video playback usage, interactive game usage or an image capture usage. The various setting may also be associated with system power capabilities such as an amount of battery power available to meet power management needs or objectives for platform 100's anticipated operating power state(s).

According to some examples, the target power management QoS values shown in table 600 of FIG. 6 may be associated with a target mode of operation for computing platform 100. Graphics subsystem QoS manager 114 may include logic and/or features to determine a target \( PM_{ave} \) based on average target power management QoS values for display, graphics and video, and system power. For example, the target \( PM_{ave} \) derived from values shown in table 6 may be (1, 1, 1). The target \( PM_{ave} \) (1, 1, 1) may indicate a low rating on all target power management attributes.

FIG. 7 illustrates an example table 700 for target performance QoS values. In some examples, graphics subsystem QoS manager 114 may include logic and/or features to receive target performance management QoS values (e.g., from device driver(s) 112, applications 130-1
to 130-n or users). Graphics subsystem QoS manager 114 may then populate or build table 700 (e.g., via target feature 217) based on the received target performance management QoS values.

[0067] According to some examples, as shown in FIG. 7, table 700 is similar to table 500 depicted in FIG. 5. As such, table 700 includes the same performance attributes as table 500. However, the ratings for the various performance attributes are target ratings rather than current ratings.

[0068] In some examples, target performance QoS values may be the result of various targeted settings or operating parameters for the graphics subsystems of computing platform 100. The various targeted setting, for example, may be associated with a proposed type of usage for these graphics subsystems. The proposed type of usage may include, but is not limited to, a web browsing usage, a video playback usage, interactive game usage or an image capture usage. The various setting may also be associated with application requirements (e.g., maximum latency), user experience requirements (maximum response) or system performance capabilities such as available processing power or proposed operating states.

[0069] According to some examples, the target performance QoS values shown in table 700 of FIG. 7 may be associated with a target mode of operation for computing platform 100. Graphics subsystem QoS manager 114 may include logic and/or features to determine a target $\text{PF}_{\text{ave}}$ based on average target performance QoS values for display, graphics and video, application, user experience and system performance. For example, the target $\text{PF}_{\text{ave}}$ derived from the values shown in table 700 may be $(3, 3, 3, 3, 3)$. The target $\text{PF}_{\text{ave}}$ $(3, 3, 3, 3, 3)$ may indicate a high rating on all target performance attributes.

[0070] In some examples, graphics subsystem QoS manager 114 may include logic and/or features to determine a target $\text{QM}$. The target $\text{QM}$ may be a combination of target $\text{PM}_{\text{ave}}$ $(1, 1, 1)$
and target $PF_{ave} (3, 3, 3, 3, 3)$. One example of combining target $PM_{ave} (1, 1, 1)$ and target $PF_{ave} (3, 3, 3, 3, 3)$ may include taking the values of 1, 1 and 1 included in target $PM_{ave} (1, 1, 1)$ and averaging these values to arrive at an overall target $PM_{ave} (1)$. Also, the averages of 3, 3, 3 and 3 included in target $PF_{ave}$ may be averaged to arrive at overall target $PF_{ave} (3)$. Overall target $PM_{ave} (1)$ and overall target $PF_{ave} (3)$ may then be combined to arrive at target QM (1, 3).

[0071] According to some examples, graphics subsystem QoS manager 114 may include logic and/or features to compare target QM (1, 3) to current QM (2, 2.6) and make adjustments to one or more power management or performance attributes based on the comparison (e.g., via adjust feature 219). For example, graphics subsystem QoS manager 114 may attempt to adjust the one or more power management or performance attributes shown in tables 400 and 500 such that the average ratings for the power management and performance attributes will change current QM (2, 2.6) to match target QM (1, 3). As a result, the current QM (2, 2.6) becomes adjusted current QM (1, 3). The adjusted current QM (1, 3) now indicates that the computing platform places a low overall rating on power management and a high overall rating on performance. Also, adjusted current power management and performance QoS values will reflect this change in rating.

[0072] FIG. 8 illustrates a flow chart of example operations for adaptive graphics subsystem power and performance management. In some examples, elements of computing platform 100 as shown in FIG. 1 may be used to illustrate example operations related to the flow chart depicted in FIG. 8. Graphics subsystem QoS manager 114 as shown in FIG. 1 and FIG. 2 may also be used to illustrate the example operations. But the described methods are not limited to implementations on computing platform 100 or to graphics subsystem QoS manager 114. Also, logic and/or features of graphics subsystem QoS manager 114 may build or populate tables...
including various power management and/or performance QoS values as shown in FIGS. 4-7. However, the example operations may also be implemented using other types of tables to indicate current and target QoS values.

Moving from the start to decision block 810 (Change of Mode?), graphics subsystem QoS manager 114 may include logic and/or features configured to determine whether a change in mode has occurred (e.g., via mode feature 211). In some examples, a change in mode may be responsive to a change in a type of usage of at least portions of computing platform 100, an application request, a user request, an expiration of a time interval or an initialization of computing platform 100. If a change of mode has occurred, the process moves to block 820. Otherwise, the process moves to block 890.

Moving from decision block 810 to block 820 (Receive Current Power Management and Performance QoS Values), graphics subsystem QoS manager 114 may include logic and/or features configured to receive current power management and performance QoS values (e.g., via receive feature 213). In some examples, the current power management and performance QoS values may be associated with a current type of usage for computing platform 100 (e.g., web browsing). For these examples, graphics subsystem QoS manager 114 may also include logic and/or features to build or populate tables (e.g., via current feature 215) based on the received current power management and performance QoS values. The tables may be similar in format to the tables 400 and 500 shown in FIGS. 4 and 5 and described above.

Proceeding from block 820 to block 830 (Determine Current QM), graphics subsystem QoS manager 114 may include logic and/or features configured to determine a current QM (e.g., via current feature 215). In some examples, the current QM may be determined based on the current power management and performance QoS values. As described above for FIGS. 4 and 5,
in some examples, the current QM may be a combination of the averaged power management
and performance QoS values.

[0076] Proceeding from block 830 to block 840 (Receive Target Power Management and
Performance QoS Values), graphics subsystem QoS manager 114 may include logic and/or
features configured to receive target power management and performance QoS values (e.g., via
receive feature 213). In some examples, the target power management and performance QoS
values may be associated with a different or new type of usage for computing platform 100 (e.g.,
interactive gaming). For these examples, graphics subsystem QoS manager 114 may also
include logic and/or features to build or populate tables (e.g., via target feature 215) based on the
received target power management and performance QoS values. The tables may be similar in
format to tables 600 and 700 shown in FIGS. 6 and 7 and described above.

[0077] Proceeding from block 840 to block 850 (Determine Target QM), graphics subsystem
QoS manager 114 may include logic and/or features configured to determine a target QM (e.g.,
via target feature 215). In some examples, the target QM may be determined based on the target
power management and performance QoS values. As described above for FIGS. 6 and 7, in
some examples, the target QM may be a combination of the averaged power management and
performance QoS values.

[0078] Proceeding from block 850 to block 860 (Compare Current QM to Target QM), graphics
subsystem QoS manager 114 may include logic and/or features configured to compare the
current QM to the target QM (e.g., via adjust feature 219).

[0079] Proceeding from block 860 to decision block 870 (Adjust?), graphics subsystem QoS
manager 114 may include logic and/or features configured determine whether one or more power
management or performance attributes for the one or more graphics subsystems of computing
platform 100 needs to be adjusted (e.g., via adjust feature 219). In some examples, adjustments may be based on whether the current QM and the target QM match. If the current QM and the target QM do not at least approximately match, the process moves to block 880. Otherwise, the process moves to decision block 890.

[0080] Moving from decision block 870 to block 880 (Adjust Power Management or Performance Attributes), graphics subsystem QoS manager 114 may include logic and/or features configured to adjust one or more power management or performance attributes (e.g., via adjust feature 219) based on the current QM and the target QM not matching. In some examples, the current power management or performance attributes may be changed such that the averages of the average ratings for the power management and performance attributes will change the current QM to at least approximately match the target QM.

[0081] In some other examples, an idle time-out window for one or more of the graphics subsystems of computing platform 100 may be another power management or performance attribute that is adjusted. For these examples, computing platform 100 may have limitations or constraints that make it difficult to adjust the power management or performance attributes mentioned above for tables 400 and 500 to cause the current QM to at least approximately match the target QM. The idle time-out window may be adjusted to a shorter time period to boost a power management QoS value and lower a performance QoS value. Alternatively, the idle time-out window may be lengthened to lower the power management QoS value and boost the performance power management QoS value.

[0082] Moving from block 880 to decision block 890 (Power Down?), graphics subsystem QoS manager 114 may include logic and/or features configured to determine whether computing platform 100 is powering down (e.g., via current feature 215). If computing platform 100 is
powering down the process comes to an end. Otherwise, the process moves back to decision block 810.

[0083] FIG. 9 illustrates an example system 900. In some examples, system 900 may be a media system although system 900 is not limited to this context. For example, system 900 may be incorporated into a personal computer (PC), laptop computer, ultra-mobile computer, tablet, touch pad, portable computer, handheld computer, palmtop computer, personal digital assistant (PDA), cellular telephone, combination cellular telephone/PDA, television, smart device (e.g., smart phone, smart tablet or smart television), mobile internet device (MID), messaging device, data communication device, and so forth.

[0084] According to some examples, system 900 includes a platform 902 coupled to a display 920. Platform 902 may receive content from a content device such as content services device(s) 930 or content delivery device(s) 940 or other similar content sources. A navigation controller 950 including one or more navigation features may be used to interact with, for example, platform 902 and/or display 920. Each of these components is described in more detail below.

[0085] In some examples, platform 902 may include any combination of a chipset 905, processor 910, memory 912, storage 914, graphics subsystem 915, applications 916 and/or radio 918. Chipset 905 may provide intercommunication among processor 910, memory 912, storage 914, graphics subsystem 915, applications 916 and/or radio 918. For example, chipset 905 may include a storage adapter (not depicted) capable of providing intercommunication with storage 914.

[0086] Processor 910 may be implemented as Complex Instruction Set Computer (CISC) or Reduced Instruction Set Computer (RISC) processors, x86 instruction set compatible processors,
multi-core, or any other microprocessor or central processing unit (CPU). In some examples, processor 910 may comprise dual-core processor(s), dual-core mobile processor(s), and so forth.

[0087] Memory 912 may be implemented as a volatile memory device such as, but not limited to, a RAM, DRAM, or SRAM.

[0088] Storage 914 may be implemented as a non-volatile storage device such as, but not limited to, a magnetic disk drive, optical disk drive, tape drive, an internal storage device, an attached storage device, flash memory, battery backed-up SDRAM (synchronous DRAM), and/or a network accessible storage device. In some examples, storage 914 may include technology to increase the storage performance enhanced protection for valuable digital media when multiple hard drives are included, for example.

[0089] Graphics subsystem 915 may perform processing of images such as still or video for display. Similar to the graphics subsystems described above for FIG.1, graphics subsystem 915 may include a processor serving as a graphics processing unit (GPU) or a visual processing unit (VPU), for example. An analog or digital interface may be used to communicatively couple graphics subsystem 915 and display 920. For example, the interface may be any of a High-Definition Multimedia Interface, DisplayPort, wireless HDMI, and/or wireless HD compliant techniques. For some examples, graphics subsystem 915 could be integrated into processor 910 or chipset 905. Graphics subsystem 915 could also be a stand-alone card (e.g., a discrete graphics subsystem) communicatively coupled to chipset 905.

[0090] The graphics and/or video processing techniques described herein may be implemented in various hardware architectures. For example, graphics and/or video functionality may be integrated within a chipset. Alternatively, a discrete graphics and/or video processor may be used. As still another example, the graphics and/or video functions may be implemented by a
general purpose processor, including a multi-core processor. In a further example, the functions may be implemented in a consumer electronics device.

Radio 918 may include one or more radios capable of transmitting and receiving signals using various suitable wireless communications techniques. Such techniques may involve communications across one or more wireless networks. Example wireless networks include (but are not limited to) wireless local area networks (WLANs), wireless personal area networks (WPANs), wireless metropolitan area network (WMANs), cellular networks, and satellite networks. In communicating across such networks, radio 918 may operate in accordance with one or more applicable standards in any version.

In some examples, display 920 may comprise any television type monitor or display. Display 920 may include, for example, a computer display screen, touch screen display, video monitor, television-like device, and/or a television. Display 920 may be digital and/or analog. For some examples, display 920 may be a holographic display. Also, display 920 may be a transparent surface that may receive a visual projection. Such projections may convey various forms of information, images, and/or objects. For example, such projections may be a visual overlay for a mobile augmented reality (MAR) application. Under the control of one or more software applications 916, platform 902 may display user interface 922 on display 920.

According to some examples, content services device(s) 930 may be hosted by any national, international and/or independent service and thus accessible to platform 902 via the Internet, for example. Content services device(s) 930 may be coupled to platform 902 and/or to display 920. Platform 902 and/or content services device(s) 930 may be coupled to a network 960 to communicate (e.g., send and/or receive) media information to and from network 960. Content delivery device(s) 940 also may be coupled to platform 902 and/or to display 920.
In some examples, content services device(s) 930 may comprise a cable television box, personal computer, network, telephone, Internet enabled devices or appliance capable of delivering digital information and/or content, and any other similar device capable of unidirectionally or bidirectionally communicating content between content providers and platform 902 and/display 920, via network 960 or directly. It will be appreciated that the content may be communicated unidirectionally and/or bidirectionally to and from any one of the components in system 900 and a content provider via network 960. Examples of content may include any media information including, for example, video, music, medical and gaming information, and so forth.

Content services device(s) 930 receives content such as cable television programming including media information, digital information, and/or other content. Examples of content providers may include any cable or satellite television or radio or Internet content providers. The provided examples are not meant to limit the scope of this disclosure.

In some examples, platform 902 may receive control signals from navigation controller 950 having one or more navigation features. The navigation features of controller 950 may be used to interact with user interface 922, for example. According to some examples, navigation controller 950 may be a pointing device that may be a computer hardware component (specifically human interface device) that allows a user to input spatial (e.g., continuous and multi-dimensional) data into a computer. Many systems such as graphical user interfaces (GUI), and televisions and monitors allow the user to control and provide data to the computer or television using physical gestures.

Movements of the navigation features of controller 950 may be echoed on a display (e.g., display 920) by movements of a pointer, cursor, focus ring, or other visual indicators displayed.
on the display. For example, under the control of software applications 916, the navigation features located on navigation controller 950 may be mapped to virtual navigation features displayed on user interface 922, for example. In some examples, controller 950 may not be a separate component but integrated into platform 902 and/or display 920. Although this disclosure is not limited to the elements or in the context shown for controller 950.

[0098] According to some examples, drivers (not shown) may comprise technology to enable users to instantly turn on and off platform 902 like a television with the touch of a button after initial boot-up, when enabled. Program logic may allow platform 902 to stream content to media adaptors or other content services device(s) 930 or content delivery device(s) 940 when the platform is turned "off." In addition, chip set 905 may include hardware and/or software support for 5.1 surround sound audio and/or high definition 7.1 surround sound audio, for example. Drivers may include a graphics driver for integrated graphics platforms. For some examples, the graphics driver may comprise a peripheral component interconnect (PCI) Express graphics card.

[0099] In various examples, any one or more of the components shown in system 900 may be integrated. For example, platform 902 and content services device(s) 930 may be integrated, or platform 902 and content delivery device(s) 940 may be integrated, or platform 902, content services device(s) 930, and content delivery device(s) 940 may be integrated, for example. In various examples, platform 902 and display 920 may be an integrated unit. Display 920 and content service device(s) 930 may be integrated, or display 920 and content delivery device(s) 940 may be integrated, for example. These examples are not meant to limit this disclosure.

[00100] In various examples, system 900 may be implemented as a wireless system, a wired system, or a combination of both. When implemented as a wireless system, system 900 may include components and interfaces suitable for communicating over a wireless shared media,
such as one or more antennas, transmitters, receivers, transceivers, amplifiers, filters, control logic, and so forth. An example of wireless shared media may include portions of a wireless spectrum, such as the RF spectrum and so forth. When implemented as a wired system, system 900 may include components and interfaces suitable for communicating over wired communications media, such as input/output (I/O) adapters, physical connectors to connect the I/O adapter with a corresponding wired communications medium, a network interface card (NIC), disc controller, video controller, audio controller, and so forth. Examples of wired communications media may include a wire, cable, metal leads, printed circuit board (PCB), backplane, switch fabric, semiconductor material, twisted-pair wire, co-axial cable, fiber optics, and so forth.

[00101] Platform 902 may establish one or more logical or physical channels to communicate information. The information may include media information and control information. Media information may refer to any data representing content meant for a user. Examples of content may include data from a voice conversation, videoconference, streaming video, electronic mail ("email") message, voice mail message, alphanumeric symbols, graphics, image, video, text and so forth. Data from a voice conversation may be, for example, speech information, silence periods, background noise, comfort noise, tones and so forth. Control information may refer to any data representing commands, instructions or control words meant for an automated system. For example, control information may be used to route media information through a system, or instruct a node to process the media information in a predetermined manner. The examples mentioned above, however, are not limited to the elements or in the context shown or described in Figure 9.
FIG. 10 illustrates an example device 1000. As described above, system 900 may be embodied in varying physical styles or form factors. FIG. 10 illustrates examples of a small form factor device 1000 in which system 900 may be embodied. In some examples, device 1000 may be implemented as a mobile computing device having wireless capabilities. A mobile computing device may refer to any device having a processing system and a mobile power source or supply, such as one or more batteries, for example.

As described above, examples of a mobile computing device may include a personal computer (PC), laptop computer, ultra-mobile computer, tablet, touch pad, portable computer, handheld computer, palmtop computer, personal digital assistant (PDA), cellular telephone, combination cellular telephone/PDA, television, smart device (e.g., smart phone, smart tablet or smart television), mobile internet device (MID), messaging device, data communication device, and so forth.

Examples of a mobile computing device also may include computers that are arranged to be worn by a person, such as a wrist computer, finger computer, ring computer, eyeglass computer, belt-clip computer, arm-band computer, shoe computers, clothing computers, and other wearable computers. According to some examples, a mobile computing device may be implemented as a smart phone capable of executing computer applications, as well as voice communications and/or data communications. Although some examples may be described with a mobile computing device implemented as a smart phone by way of example, it may be appreciated that other examples may be implemented using other wireless mobile computing devices as well. The examples are not limited in this context.

As shown in FIG. 10, device 1000 may include a housing 1002, a display 1004, an input/output (I/O) device 1006, and an antenna 1008. Device 1000 also may include navigation
features 1012. Display 1004 may include any suitable display unit for displaying information appropriate for a mobile computing device. I/O device 1006 may include any suitable I/O device for entering information into a mobile computing device. Examples for I/O device 1006 may include an alphanumeric keyboard, a numeric keypad, a touch pad, input keys, buttons, switches, rocker switches, microphones, speakers, voice recognition device and software, and so forth. Information also may be entered into device 1000 by way of microphone. For some examples, a voice recognition device may digitize such information. Although the disclosure is not limited in this context.

Various examples may be implemented using hardware elements, software elements, or a combination of both. Examples of hardware elements may include processors, microprocessors, circuits, circuit elements (e.g., transistors, resistors, capacitors, inductors, and so forth), integrated circuits, application specific integrated circuits (ASIC), programmable logic devices (PLD), digital signal processors (DSP), field programmable gate array (FPGA), logic gates, registers, semiconductor device, chips, microchips, chip sets, and so forth. Examples of software may include software components, programs, applications, computer programs, application programs, system programs, machine programs, operating system software, middleware, firmware, software modules, routines, subroutines, functions, methods, procedures, software interfaces, application program interfaces (API), instruction sets, computing code, computer code, code segments, computer code segments, words, values, symbols, or any combination thereof. Determining whether an example is implemented using hardware elements and/or software elements may vary in accordance with any number of factors, such as desired computational rate, power levels, heat tolerances, processing cycle budget, input data rates,
output data rates, memory resources, data bus speeds and other design or performance
constraints.

[00107] One or more aspects of at least one example may be implemented by representative
instructions stored on a machine-readable medium which represents various logic within the
processor, which when read by a machine causes the machine to fabricate logic to perform the
techniques described herein. Such representations, known as "IP cores" may be stored on a
tangible, machine readable medium and supplied to various customers or manufacturing facilities
to load into the fabrication machines that actually make the logic or processor.

[00108] Various examples may be implemented using hardware elements, software elements, or a
combination of both. In some examples, hardware elements may include devices, components,
processors, microprocessors, circuits, circuit elements (e.g., transistors, resistors, capacitors,
inductors, and so forth), integrated circuits, application specific integrated circuits (ASIC),
programmable logic devices (PLD), digital signal processors (DSP), field programmable gate
array (FPGA), memory units, logic gates, registers, semiconductor device, chips, microchips,
chip sets, and so forth. In some examples, software elements may include software components,
programs, applications, computer programs, application programs, system programs, machine
programs, operating system software, middleware, firmware, software modules, routines,
subroutines, functions, methods, procedures, software interfaces, application program interfaces
(API), instruction sets, computing code, computer code, code segments, computer code
segments, words, values, symbols, or any combination thereof. Determining whether an
example is implemented using hardware elements and/or software elements may vary in
accordance with any number of factors, such as desired computational rate, power levels, heat
tolerances, processing cycle budget, input data rates, output data rates, memory resources, data
bus speeds and other design or performance constraints, as desired for a given implementation.

[00109] Some examples may include an article of manufacture. An article of manufacture may
include a non-transitory storage medium to store logic. In some examples, the non-transitory
storage medium may include one or more types of computer-readable storage media capable of
storing electronic data, including volatile memory or non-volatile memory, removable or non-
removable memory, erasable or non-erasable memory, writeable or re-writeable memory, and so
forth. In some examples, the logic may include various software elements, such as software
components, programs, applications, computer programs, application programs, system
programs, machine programs, operating system software, middleware, firmware, software
modules, routines, subroutines, functions, methods, procedures, software interfaces, application
program interfaces (API), instruction sets, computing code, computer code, code segments,
computer code segments, words, values, symbols, or any combination thereof.

[00110] According to some examples, an article of manufacture may include a non-transitory
storage medium to store or maintain instructions that when executed by a computer or system,
cause the computer or system to perform methods and/or operations in accordance with the
described examples. The instructions may include any suitable type of code, such as source
code, compiled code, interpreted code, executable code, static code, dynamic code, and the like.
The instructions may be implemented according to a predefined computer language, manner or
syntax, for instructing a computer to perform a certain function. The instructions may be
implemented using any suitable high-level, low-level, object-oriented, visual, compiled and/or
interpreted programming language.
Some examples may be described using the expression "in one example" or "an example" along with their derivatives. These terms mean that a particular feature, structure, or characteristic described in connection with the example is included in at least one example. The appearances of the phrase "in one example" in various places in the specification are not necessarily all referring to the same example.

Some examples may be described using the expression "coupled" and "connected" along with their derivatives. These terms are not necessarily intended as synonyms for each other. For example, descriptions using the terms "connected" and/or "coupled" may indicate that two or more elements are in direct physical or electrical contact with each other. The term "coupled," however, may also mean that two or more elements are not in direct contact with each other, but yet still co-operate or interact with each other.

It is emphasized that the Abstract of the Disclosure is provided to comply with 37 C.F.R. Section 1.72(b), requiring an abstract that will allow the reader to quickly ascertain the nature of the technical disclosure. It is submitted with the understanding that it will not be used to interpret or limit the scope or meaning of the claims. In addition, in the foregoing Detailed Description, it can be seen that various features are grouped together in a single example for the purpose of streamlining the disclosure. This method of disclosure is not to be interpreted as reflecting an intention that the claimed examples require more features than are expressly recited in each claim. Rather, as the following claims reflect, inventive subject matter lies in less than all features of a single disclosed example. Thus the following claims are hereby incorporated into the Detailed Description, with each claim standing on its own as a separate example. In the appended claims, the terms "including" and "in which" are used as the plain-English equivalents of the respective terms "comprising" and "wherein," respectively. Moreover, the terms "first,"
"second," "third," and so forth, are used merely as labels, and are not intended to impose numerical requirements on their objects.

Although the subject matter has been described in language specific to structural features and/or methodological acts, it is to be understood that the subject matter defined in the appended claims is not necessarily limited to the specific features or acts described above. Rather, the specific features and acts described above are disclosed as example forms of implementing the claims.
CLAIMS:

What is claimed is:

1. A method comprising:
   receiving, by a processor circuit, a current power management quality of service (QoS) value and a current performance QoS value, the current power management and performance QoS values associated with a first mode of operation;
   determining a current quality metric based on the current power management and performance QoS values;
   receiving, by the processor circuit, a target power management QoS value and a target performance QoS value, the target power management and performance QoS values associated with a second mode of operation;
   determining a target quality metric based on the target power management and performance QoS values; and
   adjusting one or more power management or performance attributes for one or more graphics subsystems of a computing platform based on a comparison of the current quality metric to the target quality metric.

2. The method of claim 1, comprising adjusting the one or more power management or performance attributes by adjusting an idle time-out window, the idle time-out window to include a time interval for which the one or more graphics subsystems remain in an active state following execution of a command before transitioning into a low power state.
3. The method of claim 1, comprising both the target power management and performance QoS values and the current power management and performance QoS values being received based on a change of mode of operation from the first mode of operation to the second mode of operation.

4. The method of claim 3, comprising the change of mode of operation being responsive to one of a change in a type of usage of the one or more graphics subsystems, an application request, a user request, an expiration of a time interval or an initialization of the computing platform.

5. The method of claim 4, comprising the type of usage including one of web browsing, video playback, interactive game, image capture or default.

6. The method of claim 4, comprising the application request or the user request including information associated with the received target power management and performance QoS values.

7. The method of claim 1, comprising the target and current power management QoS values including at least one of a display attribute, a graphics and video attribute or a system attribute.

8. The method of claim 7, comprising the display attribute including at least one of a resolution, a brightness, a refresh rate or a pixel size depth, the graphics and video attribute including at least one of a compressed texture format, a render target, a type of overlay for rendering, a frequency for one or more graphics subsystems to execute, a copy rate from source
buffer to a destination buffer, a mipmap or a video compression ratio and, the system attribute including at least one of a system state for the computing platform and a battery life for the computing platform.

9. The method of claim 1, comprising the target and current performance QoS values including at least one of a display attribute, a graphics attribute, a video attribute, an application attribute or a user experience attribute.

10. The method of claim 9, comprising the display attribute including at least one of a resolution, a brightness, a refresh rate or a pixel size depth, the graphics attribute including at least one of a compressed texture format, a render target, a type of overlay for rendering, a frequency for one or more graphics subsystems to execute, a copy rate from source buffer to a destination buffer or a mipmap, the video attribute includes a compression ratio, the application attribute including a maximum latency tolerance and, the user experience attribute including a maximum response time.

11. The method of claim 1, comprising both the target and the current quality metrics including averaged target power management and performance QoS values, and adjusting one or more power management or performance attributes includes adjusting the one or power management or performance attributes such that adjusted current power management and performance QoS values approximately match the averaged target power management and performance scores.
12. An apparatus comprising:

   a processor circuit; and

   a memory unit communicatively coupled to the processor circuit, the memory unit
arranged to store a graphics subsystem quality of service (QoS) manager operative on the
processor circuit to determine a current quality metric based on current power management and
performance QoS values associated with a first mode of operation, determine a target quality
metric based on target power management and performance QoS values associated with a second
mode of operation, and adjust one or more power management or performance attributes for one
or more graphics subsystems for a computing platform based on a comparison of the current
quality metric to the target quality metric.

13. The apparatus of claim 12, comprising the memory unit arranged to store an operating
system for the computing platform, the operating system operative on the processor circuit to
provide platform power management, the platform power management configured to provide one
or more current power management QoS values to the graphics subsystem QoS manager.

14. The apparatus of claim 12, comprising the memory unit arranged to store an operating
system for the computing platform, the operating system operative on the processor circuit to
provide a device driver, the device driver configured to provide one or more current performance
QoS values to the graphics subsystem QoS manager.

15. The apparatus of claim 12, comprising the graphics subsystem quality of service QoS
manager to cause an adjustment to an idle time-out window to adjust the one or more power
management or performance attributes, the idle time-out window to include a time interval for which the one or more graphics subsystems are to remain in an active state following execution of a command before transitioning into a low power state.

16. The apparatus of claim 12, comprising the graphics subsystem quality of service QoS manager to receive the target power management and performance QoS values based on a change of mode of operation from the first mode of operation to the second mode of operation.

17. The apparatus of claim 16, comprising the change of mode of operation responsive to one of a change in a type of usage of the one or more graphics subsystems, an application request, a user request, an expiration of a time interval or an initialization of the computing platform.

18. The apparatus of claim 17, comprising the application request or the user request including information associated with the target power management and performance QoS values.

19. The apparatus of claim 12, comprising the target and current power management QoS values including at least one of a display attribute, a graphics and video attribute or a system attribute.

20. The apparatus of claim 12, comprising the target and current performance QoS values including at least one of a display attribute, a graphics attribute, a video attribute, an application attribute or a user experience attribute.
21. The apparatus of claim 12, comprising both the target and the current quality metrics including averaged target power management and performance QoS values, the graphics subsystem quality of service QoS manager to adjust one or more power management or performance such that adjusted current power management and performance QoS values approximately match the averaged target power management and performance scores.

22. The apparatus of claim 12, comprising a digital display, the graphics subsystem QoS manager configured to adjust one or more power management or performance attributes for graphics and video to be displayed on the digital display based on the comparison of the current quality metric to the target quality metric.

23. An article of manufacture comprising a storage medium containing instructions that when executed cause a system to:

   receive a current power management quality of service (QoS) value and a current performance QoS value, the current power management and performance QoS values associated with a first mode of operation and one or more graphics subsystems for a computing platform;

   determine a current quality metric based on the current power management and performance QoS values;

   receive a target power management QoS value and a target performance QoS value, the target power management and performance QoS values associated with a second mode of operation and the one or more graphics subsystems;
determine a target quality metric based on the target power management and performance
QoS values; and
adjust one or more power management or performance attributes for the one or more
graphics subsystems based on a comparison of the current quality metric to the target quality
metric.

24. The article of manufacture of claim 23, comprising the instructions to cause the system to
cause an adjustment to an idle time-out window to adjust one or more power management or
performance attributes, the idle time-out window to include a time interval for which the one or
more graphics subsystems remain in an active state following execution of a command before
transitioning into a low power state.

25. The article of manufacture of claim 24, comprising the target power management and
performance QoS values received based on a change of mode of operation from the first mode of
operation to the second mode of operation.

26. The article of manufacture of claim 25, comprising the change of mode of operation
responsive to one of a change in a type of usage of the one or more graphics subsystem, an
application request, a user request, an expiration of a time interval or an initialization of the
computing platform.
27. The article of manufacture of claim 26, comprising the application request or the user request including information associated with the target power management and performance QoS values.

28. The article of manufacture of claim 23, comprising both the target and the current quality metrics to include averaged target power management and performance QoS values, and to adjust one or more power management or performance attributes includes adjusting the one or power management or performance attributes such that adjusted current power management and performance QoS values approximately match the averaged target power management and performance scores.
Table 400
Current Power Management QoS Values

<table>
<thead>
<tr>
<th>Attribute</th>
<th>High</th>
<th>Medium</th>
<th>Low</th>
<th>Ave.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Display:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resolution</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brightness</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Refresh Rate</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depth</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td></td>
<td></td>
<td>2.5</td>
</tr>
<tr>
<td>Graphics &amp; Video:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Texture</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Render Target</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overlay Type</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Copy Rate</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mipmap</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compression Ratio</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>System Power Management:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System State</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Battery Power</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td></td>
<td></td>
<td>1.5</td>
</tr>
</tbody>
</table>

**FIG. 4**
### Table 500

Current Performance QoS Values

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Performance vs. Power Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High</td>
</tr>
<tr>
<td>Display:</td>
<td></td>
</tr>
<tr>
<td>Resolution</td>
<td>2</td>
</tr>
<tr>
<td>Brightness</td>
<td>2</td>
</tr>
<tr>
<td>Refresh Rate</td>
<td>2</td>
</tr>
<tr>
<td>Depth</td>
<td>2</td>
</tr>
<tr>
<td>Graphics &amp; Video:</td>
<td></td>
</tr>
<tr>
<td>Texture</td>
<td>3</td>
</tr>
<tr>
<td>Render Target</td>
<td>3</td>
</tr>
<tr>
<td>Overlay Type</td>
<td>3</td>
</tr>
<tr>
<td>Frequency</td>
<td>3</td>
</tr>
<tr>
<td>Copy Rate</td>
<td>3</td>
</tr>
<tr>
<td>mipmap</td>
<td>3</td>
</tr>
<tr>
<td>Compression Ratio</td>
<td>3</td>
</tr>
<tr>
<td>Application:</td>
<td></td>
</tr>
<tr>
<td>Max. Latency</td>
<td>2</td>
</tr>
<tr>
<td>User Experience:</td>
<td></td>
</tr>
<tr>
<td>Max. Response</td>
<td>3</td>
</tr>
<tr>
<td>System Performance:</td>
<td></td>
</tr>
<tr>
<td>System State</td>
<td>3</td>
</tr>
</tbody>
</table>

FIG. 5
**Table 600**
Target Power Management QoS Values

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Power vs. Performance Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High</td>
</tr>
<tr>
<td><strong>Display:</strong></td>
<td></td>
</tr>
<tr>
<td>Resolution</td>
<td>1</td>
</tr>
<tr>
<td>Brightness</td>
<td>1</td>
</tr>
<tr>
<td>Refresh Rate</td>
<td>1</td>
</tr>
<tr>
<td>Depth</td>
<td>1</td>
</tr>
<tr>
<td><strong>Graphics &amp; Video:</strong></td>
<td></td>
</tr>
<tr>
<td>Texture</td>
<td>1</td>
</tr>
<tr>
<td>Render Target</td>
<td>1</td>
</tr>
<tr>
<td>Overlay Type</td>
<td>1</td>
</tr>
<tr>
<td>Frequency</td>
<td>1</td>
</tr>
<tr>
<td>Copy Rate</td>
<td>1</td>
</tr>
<tr>
<td>mipmap</td>
<td>1</td>
</tr>
<tr>
<td>Compression Ratio</td>
<td>1</td>
</tr>
<tr>
<td><strong>System Power Management:</strong></td>
<td></td>
</tr>
<tr>
<td>System State</td>
<td>1</td>
</tr>
<tr>
<td>Battery Power</td>
<td>1</td>
</tr>
</tbody>
</table>

**FIG. 6**
### Table 700
Target Performance QoS Values

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Performance vs. Power Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High</td>
</tr>
<tr>
<td><strong>Display:</strong></td>
<td></td>
</tr>
<tr>
<td>Resolution</td>
<td>3</td>
</tr>
<tr>
<td>Brightness</td>
<td>3</td>
</tr>
<tr>
<td>Refresh Rate</td>
<td>3</td>
</tr>
<tr>
<td>Depth</td>
<td>3</td>
</tr>
<tr>
<td><strong>Graphics &amp; Video:</strong></td>
<td>3</td>
</tr>
<tr>
<td>Texture</td>
<td>3</td>
</tr>
<tr>
<td>Render Target</td>
<td>3</td>
</tr>
<tr>
<td>Overlay Type</td>
<td>3</td>
</tr>
<tr>
<td>Frequency</td>
<td>3</td>
</tr>
<tr>
<td>Copy Rate</td>
<td>3</td>
</tr>
<tr>
<td>mipmap</td>
<td>3</td>
</tr>
<tr>
<td>Compression Ratio</td>
<td>3</td>
</tr>
<tr>
<td><strong>Application:</strong></td>
<td></td>
</tr>
<tr>
<td>Max. Latency</td>
<td>3</td>
</tr>
<tr>
<td><strong>User Experience:</strong></td>
<td>3</td>
</tr>
<tr>
<td>Max. Response</td>
<td>3</td>
</tr>
<tr>
<td><strong>System Performance:</strong></td>
<td>3</td>
</tr>
<tr>
<td>System State</td>
<td>3</td>
</tr>
</tbody>
</table>

**FIG. 7**
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