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Beschreibung

[0001] Die vorliegende Erfindung bezieht sich allge-
mein auf einen Netzwerkperipheriegeratserver, z. B.
zur Software- und Firmwaresteuerung eines Mehr-
funktionsperipheriegerats in einem Netzwerk durch
einen Server, der mit dem Netzwerk verbunden ist,
und Software und Firmware eines Peripheriegerat-
servers, der einen Zugriff auf eine Mehrzahl von
Funktionen eines Mehrfunktionsperipheriegerats in
einem Netzwerk liefert.

[0002] Mehrfunktionsperipheriegerate (MFP) wer-
den immer beliebter, da dieselben eine Anzahl von
unterschiedlichen Funktionen, z. B. Scannen, Dru-
cken, Kopieren und Senden und Empfangen von Fa-
xen, in einer einzigen Vorrichtung liefern. Bis vor kur-
zem musste ein MFP direkt an einem Einzelcomputer
angeschlossen sein, um auf alle Dienste zuzugreifen,
die durch das MFP geboten werden. Diese Anord-
nung schloss jedoch andere Computer davon aus,
auf das MFP zuzugreifen. Wenn das MFP in einem
Netzwerk durch einen herkémmlichen Peripheriege-
ratserver implementiert ist, ist nur die Druckfunktion
des MFP fiir die Clients zuganglich, bei denen es sich
normalerweise um Personalcomputer (PC) handelt.
Die U.S.-Patentverdffentlichung US 6412022
(25.06.2002) von Kumpf u. a. offenbart einen Netz-
werkperipheriegeratserver, der in der Lage ist, gleich-
zeitig auf sowohl die Scanfunktion als auch die
Druckfunktion eines MFP, das in ein Netzwerk ge-
schaltet ist, zuzugreifen.

[0003] Der Peripheriegeratserver der vorgenannten
Offenbarung von Kumpf u. a. erlaubt jedoch trotzdem
keinen Zugriff auf irgendwelche anderen Funktionen
eines MFP aufder der Druck- und der Scanfunktion.
Ein zusatzlicher Nachteil bekannter Server ist, dass
dieselben mit dem angeschlossenen MFP nur durch
bekannte I/O-Kanédle kommunizieren. Ein beliebiges
MFP, das andere I/O-Kanéle verwendet, wirde bei
diesen Servern nicht funktionieren, ohne zuerst
durch den Benutzer aktualisiert zu werden, was un-
praktisch ist.

[0004] Die EP 0859321 offenbart eine Mehrfunkti-
onsperipheriegeratsteuerung, die durch einen Kom-
munikationskanal mit einem einzelnen Mehrfunkti-
onsperipheriegerat gekoppelt ist. Jede der Funktio-
nen des Mehrfunktionsperipheriegerats ist separat
durch die Steuerung unter Verwendung einer eindeu-
tigen logischen Einheitsnummer adressierbar.

[0005] Die EP 0843440 offenbart eine Netzwerkvor-
richtung, die eine Liste von Vorrichtungsadressen un-
terhalt. Es ist ein System zum Liefern einer Netzwerk-
vorrichtung in einem lokalen Netz (LAN) beschrie-
ben, die als eine Listenverwaltungseinrichtung wirk-
sam ist, die eine Liste von Vorrichtungsadressen fir
das LAN unterhalt.

[0006] Die vorliegende Erfindung liefert einen ver-
besserten Netzwerkperipheriegeratserver, der z. B.
einen Zugriff auf eine Mehrzahl von Funktionen lie-
fern kann, die durch ein Mehrfunktionsperipheriege-
rat unterstitzt werden, das mit einem Netzwerk ver-
bunden ist.

[0007] Gemal einem Aspekt der vorliegenden Er-
findung wird ein Netzwerkperipheriegeratserver ge-
liefert, wie derselbe in Anspruch 1 spezifiziert ist.

[0008] GemalR einem weiteren Aspekt der vorlie-
genden Erfindung wird ein Verfahren zum Ermdgli-
chen fir eine Mehrzahl von Client-Vorrichtungen in
einem Netzwerk geliefert, wie dasselbe in Anspruch
9 spezifiziert ist.

[0009] Weitere Ausflhrungsbeispiele der Erfindung
sind so, wie sie in den abhangigen Anspriichen dar-
gelegt sind.

[0010] Der bevorzugte Server kann einen Zugriff auf
eine Mehrzahl von Funktionen des Mehrfunktionspe-
ripheriegerats zusatzlich zu der Druck- und Scan-
funktion liefern.

[0011] Bei einem Ausflihrungsbeispiel wird ein
Netzwerkperipheriegeratserver geliefert, der einen
Universalgateway (bzw. Netzlibergang) umfasst, der
einen Datendurchgang fiir eine Mehrzahl von Funkti-
onen des Mehrfunktionsperipheriegerats liefert, wo-
durch die Notwendigkeit beseitigt wird, einen separa-
ten Gateway zu erzeugen, der jeder Funktion ent-
spricht, auf die zugegriffen wird.

[0012] Vorteilhafterweise liefert der Server einen
Netzwerkzugriff auf die Funktionen des Mehrfunkti-
onsperipheriegerats an jedem beliebigen Kanal, der
durch das Mehrfunktionsperipheriegerat unterstutzt
wird.

[0013] Ein Ausflhrungsbeispiel der vorliegenden
Erfindung ist im Folgenden nur als Beispiel unter Be-
zugnahme auf die beiliegenden Zeichnungen be-
schrieben. Es zeigen:

[0014] Fig. 1 ein Blockdiagramm, das ein Ausflh-
rungsbeispiel eines Netzwerksystems zeigt;

[0015] Fig.2 ein logisches Blockdiagramm eines
bevorzugten Servers;

[0016] Fig. 3 ein Flussdiagramm, das die Operatio-
nen einer Client-Vorrichtung zum Zugreifen auf die
Funktionen des Mehrfunktionsperipheriegeratser-
vers veranschaulicht; und

[0017] Eig. 4A bis Fig. 4E Flussdiagramme, die die
Operationen des Servers von Fig. 2 veranschauli-
chen.
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[0018] Grob gesagt betrifft das beschriebene Aus-
fuhrungsbeispiel einen Netzwerkperipheriegeratser-
ver, der angepasst ist, um es einer Mehrzahl von Cli-
ent-Vorrichtungen, die in einem Netzwerk verbunden
sind, zu ermdglichen, auf alle Funktionen oder Diens-
te zuzugreifen, die durch ein Mehrfunktionsperiphe-
riegerat geboten werden, das ebenfalls in dem glei-
chen Netzwerk verbunden ist. Der Server erhalt von
dem Peripheriegerat die Adresse und den entspre-
chenden Peripheriegeratkommunikationskanal einer
bestimmten Funktion, die durch einen Client angefor-
dert wird, und verbindet den anfordernden Client
durch diesen Peripheriegeratkanal mit dem Periphe-
riegerat, so dass die gewlinschte Funktion dem Cli-
ent verfugbar ist.

[0019] Der Server umfasst eine Netzwerkschnitt-
stelle zum Kommunizieren mit den Clients in dem
Netzwerk gemafl einem vorbestimmten Netzwerk-
protokoll, eine Peripheriegeratschnittstelle zum Kom-
munizieren mit dem Mehrfunktionsperipheriegerat
Uber eine Mehrzahl von Peripheriegeratkanalen, die
der Mehrzahl von Funktionen entsprechen, die durch
das Mehrfunktionsperipheriegerat unterstiitzt wer-
den, und einen Gateway, der kommunikativ zwischen
die Netzwerkschnittstelle und die Peripheriege-
ratschnittstelle geschaltet ist, zum Ubertragen von
Daten zwischen der Netzwerkschnittstelle und der
Peripheriegeratschnittstelle. Ebenfalls in dem Server
bereitgestellt ist Firmware und/oder Software, die auf
vorbestimmte Anweisungen von einem oder mehr
der Mehrzahl von Clients anspricht, zum wirksamen
Verbinden des Clients mit ein oder mehr ausgewahl-
ten Funktionen der Mehrzahl von Funktionen, die
durch das Mehrfunktionsperipheriegerat unterstitzt
werden, Uber einen entsprechenden Kanal der Mehr-
zahl von Peripheriegeratkanalen.

[0020] Die beschriebenen Ausfuhrungsbeispiele lie-
fern auch ein Verfahren zum Ermdglichen, dass eine
Mehrzahl von Clients, die Uber einen Peripheriege-
ratserver mit einem Netzwerk verbunden sind, auf
eine Mehrzahl von Funktionen zugreift, die durch ein
Mehrfunktionsperipheriegerat unterstiitzt werden,
das mit dem Netzwerk verbunden ist. Das Verfahren
umfasst ein Senden einer Dienstnamennachschla-
geanweisung von einem beliebigen der Mehrzahl von
Clients zum Anfordern eines Peripheriegeratkanals
des Servers, der der ausgewahlten Funktion des
Mehrfunktionsperipheriegerats entspricht, ein Offnen
des entsprechenden Peripheriegeratkanals, um den
Client kommunikativ mit der ausgewahlten Funktion
zu verbinden, und ein Ubertragen von Daten zwi-
schen dem Client und dem Mehrfunktionsperipherie-
gerat durch den Peripheriegeratserver.

[0021] Unter jetziger Bezugnahme auf Fig. 1 ist ein
Server 10 angepasst, um mit einem Netzwerk 12 zu-
sammen mit einer Mehrzahl von Client-Vorrichtungen
14 (zwei sind gezeigt) verbunden zu sein. Der Server

10 ist auch mit einem Mehrfunktionsperipheriegerat
(MFP) 16 verbunden. Wirksam ist das MFP 16 Uber
den Server 10 mit dem Netzwerk 12 verbunden.

[0022] Unter jetziger Zuwendung zu Fig. 2 umfasst
der Server 10 eine Netzwerkschnittstelle 18, die be-
vorzugt zumindest einen TCP-Port und/oder zumin-
dest ein SPX-Socket zur Verbindung mit dem Netz-
werk 12 unter Verwendung eines herkémmlichen
TCP-Protokolls bzw. eines SPX-Protokolls umfasst.
Ebenfalls enthalten ist eine Peripheriegeratschnitt-
stelle 20, bei der es sich bevorzugt um eine bekannte
BIO-Schnittstelle handelt, obwohl andere bekannte
Schnittstellen, wie z. B. EIO und MIO, ebenfalls in Be-
tracht gezogen werden. Die Schnittstelle 20 ist ange-
passt, um den Server 10 mit dem MFP 16 zu verbin-
den und zu ermdglichen, dass der Client 14 auf jede
der Funktionen, die durch das MFP unterstitzt wer-
den, Uber eine Mehrzahl von entsprechenden Peri-
pheriegeratkanalen 22 zugreift, bei denen es sich be-
vorzugt um |IEEE-1284.4-Kanale handelt. Kommuni-
kationsverbindungen, wie z. B. PCI, eine Seriellver-
bindung, wie z. B. USB, oder andere bekannte Ver-
bindungen werden ebenfalls in Betracht gezogen.

[0023] Ein Universalgateway (GGW) 24 ist zwi-
schen die Netzwerkschnittstelle 18 und die Periphe-
riegeratschnittstelle 20 geschaltet und liefert einen bi-
direktionalen Datendurchgang zwischen der Netz-
werkschnittstelle und der Peripheriegeratschnittstelle
fur die gewlinschten Funktionen. Der GGW 24 er-
moglicht auch, dass der Client 14 einen spezifischen
Peripheriegeratkanal 22 anfordert, der einer be-
stimmten Funktion des MFP 16 entspricht, wodurch
die Notwendigkeit beseitigt wird, einen neuen Gate-
way fir jede der gewiinschten Funktionen einzurich-
ten.

[0024] Unter jetziger Zuwendung zu Fig. 3 ist die
Operation eines Softwareprogramms in der Cli-
ent-Vorrichtung 14 veranschaulicht, die es ermog-
licht, dass der Client auf eine bestimmte MFP-Funk-
tion zugreift. Anfangs, wenn ein Benutzer an einem
vernetzten Client einen Zugriff auf eine bestimmte
Funktion des MFP 16 anfordert (Block 26), wird be-
stimmt, ob das vorgesehene Peripheriegerat mit dem
Netzwerk 12 oder direkt mit dem Client 14 verbunden
ist (Block 28). Falls das MFP 16 nicht vernetzt ist, en-
det der Prozess (Block 30), und das MFP wird auf
eine bekannte Weise durch den Computer betrieben,
mit dem das MFP verbunden ist.

[0025] Falls das MFP 16 vernetzt ist, wird eine Netz-
werkverbindung zwischen dem Client 14 und dem
Server 10 eingerichtet (Block 31). Der Server 10 be-
findet sich anfangs in einem Befehlsmodus und
horcht auf Befehle von dem Client 14 an den ein oder
mehr TCP-Ports und den ein oder mehr SPX-So-
ckets. Wenn ein Befehl von dem Client 14 empfan-
gen wird, gibt der Server 10 eine Antwort aus, bevor-
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zugt mit einer dreistelligen Ergebniscodezahl, die der
FTP- und der SMTP-Ubereinkunft folgt. Zum Beispiel
ist eine beliebige Zahl, die mit einer ,2" beginnt, ein
erfolgreiches Ergebnis, und diejenige mit einer ,4"
oder einer ,5" ist ein nicht erfolgreiches Ergebnis. Die
restlichen Stellen geben weitere Details Gber das Er-
gebnis an.

[0026] Wenn die Netzwerkverbindung erfolgreich
eingerichtet worden ist (Block 32), sendet der Client
14 einen ZEIT-Befehl (Block 34), der den Leerlauf-
zeitablauf der eingerichteten Verbindung in Sekun-
den festlegt. Falls wahrend der festgelegten Sekun-
den keine Daten zwischen dem Client 14 und dem
MFP 16 ausgetauscht werden, schlief3t der Server 10
die Verbindung zwischen denselben. Nachdem der
Leerlaufzeitablauf festgelegt worden ist (Block 36),
sendet der Client 14 einen SERV-Befehl an den Ser-
ver 10, um ein Peripheriegeratdienstnamennach-
schlagen anzufordern (Block 38), d. h. um Informati-
onen Uber das MFP 16 zu sammeln und eine Verbin-
dung zwischen dem Client und dem MFP fir eine an-
geforderte Funktion oder einen Dienst zu konfigurie-
ren, die bzw. der durch das MFP unterstutzt wird.
Wenn der SERV-Befehl ausgefihrt worden ist (Block
40), gibt der Client 14 einen OFFNEN-Befehl an den
Server 10 aus, um den Peripheriegeratkanal zu 6ff-
nen, der der angeforderten Funktion des MFP ent-
spricht (Block 42). Wenn dieser Kanal gedffnet wor-
den ist (Block 44), gibt der Client 14 einen DA-
TEN-Befehl aus (Block 46), der anfordert, dass die-
ser Server 10 in einen Datendurchgangsmodus uber-
geht. Wenn derselbe in diesen Modus versetzt wor-
den ist (Block 48), kommuniziert der Client 14 direkt
mit dem MFP 16, um auf die gewilnschten Funktio-
nen zuzugreifen, und der GGW 24 des Servers 10 lei-
tet lediglich Daten zwischen dem Client und dem
MFP (Block 50), bis die Verbindung geschlossen wird
(Block 30). Es sei darauf hingewiesen, dass, wenn
sich derselbe in dem Durchgangsmodus befindet,
der Client 14 die Verbindung schlieRen muss, um zu
beenden, dass Daten durch den GGW 24 tbertragen
werden. In dem Fall jedoch, dass das MFP 16 den
Kanal schlief3t, schlie3t der Server 10 die Verbin-
dung. Falls bei irgendeinem der Blocke 28, 32, 36,
40, 44 und 48 der Server 10 eine Antwort ausgibt, die
ein nicht erfolgreiches Ergebnis anzeigt, d. h. eine
Zahl sendet, die mit einer ,4" oder einer ,5" beginnt,
wird dem Benutzer eine Fehlernachricht angezeigt
(Block 52), und der Prozess wird beendet (Block 30).

[0027] Unter jetziger Zuwendung zu den Fig. 4A -
Fig. 4E ist die Operation des Servers 10, der auf Be-
fehle anspricht, die von dem Client 14 empfangen
werden, veranschaulicht. Der Server 10 ist ereignis-
getrieben und wartet somit auf ein Ereignis, d. h. ei-
nen Befehl oder eine Antwort, von dem Client 14 oder
dem MFP 16 nach einem Initialisieren (Block 54).
Wenn ein Ereignis auftritt, wird der Leerlaufzeitablauf
durch den Server 10 riickgesetzt, der anfangs durch

den Client 14 festgelegt wurde (Block 56), und der
Server bestimmt, welches Ereignis aufgetreten ist
(Block 58). Der Server 10 schlief3t dann jede Ereig-
nisprozedur ab, bevor das nachste Ereignis gehand-
habt wird.

[0028] Wenn eine Neuverbindungsanforderung von
dem Client 14 empfangen wird (Block 60), bestimmt
der Server 10, ob derselbe die Neuverbindungsanfor-
derung akzeptieren kann (Block 62). Bei dem bevor-
zugten Ausflihrungsbeispiel ist der Server 10 in der
Lage, zwei gleichzeitige Verbindungen zu unterstut-
zen, obwohl mehr gleichzeitige Verbindungen in Be-
tracht gezogen werden. Falls die maximale Anzahl
von Verbindungen bereits eingerichtet ist, sendet der
Server eine ,421"-Fehlernachricht an den Client
(Block 64), schlief3t die Netzwerkverbindung (Block
66) und wartet darauf, dass ein weiteres Ereignis ein-
tritt (Block 54). Falls der Server 10 die Verbindung ak-
zeptieren kann, setzt derselbe den Verbindungszu-
stand auf BEFEHL (Block 68), sendet eine ,200"-Er-
folgsnachricht an den Client 14 (Block 70) und wartet
auf ein Ereignis (Block 54).

[0029] Wenn Daten von dem Client 14 empfangen
werden (Block 72), bestimmt der Server 10, ob der
Client Daten an das MFP 16 sendet, d. h. der Client
befindet sich in einem DATEN-Modus, oder einen Be-
fehl ausgibt, d. h. der Client befindet sich in einem
BEFEHL-Modus (Block 74). Falls sich der Client 14 in
dem DATEN-Modus befindet, prift der Server 10, ob
der Kanal 22, der in den Daten angefordert wird, zu
dem MFP 16 offen ist (Block 76). Ist dies der Fall,
werden die Daten Uber diesen Kanal 22 an das MFP
16 gesendet (Block 78). Ist dies nicht der Fall, werden
die Daten in eine Warteschlange gestellt, bis dieser
Kanal 22 offen ist (Block 80). Nach dem Abschluss je-
der der beiden Prozeduren wartet der Server 10 auf
ein weiteres Ereignis (Block 54). Andererseits ruft der
Server 10, falls sich der Client 14 in dem BE-
FEHL-Modus befindet, die geeigneten Befehlsverar-
beitungsprozeduren auf, die in Eig. 4B gezeigt sind.

[0030] Unter jetziger Zuwendung zu Fig. 4B muss
der Server 10, um einen Befehl zu verarbeiten, zuerst
warten, bis der Client 14 eine vollstdndige Textzeile
gesendet hat (Block 82), da eine Zeile in Stiicken
Uber das Netzwerk 12 tGbertragen werden kann. Wie
es in der Technik bekannt ist, ist eine Textzeile eine
beliebige Sequenz von Schriftzeichen, die bevorzugt
mit einem optionalen Wagenrtcklauf- (CR-) Schrift-
zeichen (ASCII-Code 13) gefolgt von einem vorge-
schriebenen Zeilenvorschubs- (LF-) Schriftzeichen
(ASCII-Code 10) endet. Der Server 10 sammelt die
Schriftzeichen der Zeile an, bis derselbe die En-
de-der-Zeile-Sequenz CR-LF oder nur LF empfangt
(Block 84).

[0031] Wenn derselbe Uber eine volle Zeile verfugt,
pruft der Server 10 die ersten vier Schriftzeichen auf
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einen erkannten Befehl (Block 86). Falls ein ZEIT-Be-
fehl empfangen wird (Block 88), analysiert der Server
10 syntaktisch ein Zahlenargument, das dem Befehl
folgt (Block 90), und legt den neuen Leerlaufzeitab-
lauf auf diesen Wert fest (Block 92). Bei dem bevor-
zugten Ausflhrungsbeispiel zeigt der Wert Null einen
unendlichen Zeitablauf an, der niemals ablauft, und
der Voreinstellungszeitablauf betragt 90 Sekunden.
Dann sendet der Server 10 eine ,200"-Erfolgsnach-
richt an den Client 14 (Block 94) und wartet auf ein
weiteres Ereignis (Block 54).

[0032] Bei einem MFP 16, das spezielle Anforde-
rungen bezlglich der Anzahl von Datenpaket-,Kredi-
ten" aufweist, die dasselbe von dem Server 10 bend-
tigt, um es demselben zu ermdglichen, Daten zurtick
an den Server zu senden, wie es in der Technik be-
kannt ist, sendet der Client 14 einen MPCT-Befehl in
einem Zahlenargument an den Server 10, um die mi-
nimale Anzahl von Paketkrediten festzulegen, die
durch das MFP bendétigt werden (Block 96). Falls der
Zustand des angeforderten Kanals nicht LEERLAUF
ist (Block 98), sendet der Server 10 eine ,452"-Feh-
lernachricht an den Client 14 (Block 100). Ansonsten
analysiert der Server 10 syntaktisch das Zahlenargu-
ment (Block 102), speichert dasselbe zur spateren
Verwendung, wenn der Client einen OFFNEN-Befehl
ausgibt (Block 104), und sendet eine ,200"-Erfolgs-
nachricht (Block 106).

[0033] Falls ein OFFNEN-Befehl fiir einen bestimm-
ten Kanal 22 empfangen wird (Block 108), pruft der
Server 10, ob sich dieser Kanal in einem LEER-
LAUF-Zustand befindet (Block 110). Falls der Kanal-
zustand nicht LEERLAUF ist, sendet der Server 10
eine ,452"-Fehlernachricht (Block 112). Ansonsten
analysiert der Server 10 syntaktisch das Zahlenargu-
ment, das dem OFFNEN-Befehl folgt (Block 114),
setzt den Kanalzustand auf OFFNEN-WARTEN
(Block 116) und sendet eine Kanal-Offnen-Anforde-
rung an das MFP 16 (Block 118). Das MFP 16 ist be-
zuglich des Servers 10 asynchron wirksam, so dass
der Server das Ergebnis der Kanal-Offnen-Anforde-
rung nicht sofort weil3. Eine Antwort von dem MFP 16
kommt im Allgemeinen bald an und wird als ein sepa-
rates Ereignis verarbeitet, wie es im Folgenden bei
Block 176 in Fig. 4D beschrieben ist. Bis zu diesem
Zeitpunkt wird keine Ergebnisnachricht an den Client
14 gesendet.

[0034] Wenn ein DATEN-Befehl zum Anfordern,
dass der Server 10 in einen Datendurchgangsmodus
Ubergeht, von dem Client 14 empfangen wird (Block
120), pruft der Server, ob der Kanal 22, der durch den
OFFNEN-Befehl angefordert wird, sich entweder in
einem OFFEN-Zustand oder in einem OFF-
NEN-WARTEN-Zustand befindet (Block 122). Falls
der Kanalzustand OFFEN oder OFFNEN-WARTEN
ist, setzt der Server 10 den Client-Zustand auf DA-
TEN (Block 124), sendet eine ,,200"-Erfolgsnachricht

(Block 126) und sendet dann jegliche MFP-Daten, die
sich in dem Server in einer Warteschlage befinden
(Block 128) (siehe Blocke 160-166 in Fig. 4A, die im
Folgenden beschrieben ist, fur ein Antworten auf Da-
ten, die von dem MFP 16 zu dem Client 14 empfan-
gen werden). Ansonsten sendet der Server 10 eine
+453"-Fehlernachricht und wartet auf ein weiteres Er-
eignis (Block 54).

[0035] Unter jetziger Zuwendung zu Fig. 4C analy-
siert, wenn ein SERV-Befehl von dem Client 14 emp-
fangen wird (Block 132), der ein Dienstnamennach-
schlagen fir einen bestimmen Dienst anfordert, der
durch das MFP 16 unterstutzt wird, der Server 10
syntaktisch das Wort, das dem SERV-Befehl folgt
(Block 134), und sendet eine Dienstnamennach-
schlageanforderung an das MFP 14 mit diesem Wort
als dem Namen, der nachgeschlagen werden soll
(Block 136). Der Server 10 wartet dann auf ein Ereig-
nis (Block 54), da eine Antwort spater als ein separa-
tes Ereignis ankommt, wie es im Folgenden beschrie-
ben und bei Blécken 168-174 von Fig. 4D veran-
schaulicht ist. Fachleute werden erkennen, dass ein
Dienstnamennachschlagen ein Merkmal vieler Kom-
munikationsprotokolle ist, die zwischen einem
MFP-Server, wie z. B. dem HP JetDirect, und einem
MFP verwendet werden. Bei dem bevorzugten Aus-
fuhrungsbeispiel wird das IEEE-1284.4-Protokoll fur
Parallelports durch das MFP 14 verwendet. Bei der
Kommunikationsverbindung kann es sich jedoch
auch um eine Backplane, wie z. B. PCI, eine Seriell-
verbindung, wie z. B. USB, oder viele andere han-
deln. Der Befehl verwendet das Dienstnamennach-
schlageprotokoll, das durch die Kommunikationsver-
bindung mit dem MFP 16 unterstutzt wird. Falls das
Kommunikationsprotokoll kein Dienstnamennach-
schlageprotokoll unterstitzt (Block 138), sendet der
Server 10 sofort eine ,451"-Fehlernachricht an den
Client 14 zuruck und sendet keine Anforderung an
das MFP 14 (Block 140).

[0036] Ahnlich wie bei dem SERV-Befehl analysiert,
wenn ein SKID-Befehl empfangen wird (Block 142),
der Server 10 das Wort syntaktisch, das dem Befehl
zum Spezifizieren der ,Socket-ID" folgt (Block 144),
und sendet eine Socket-ID-Nachschlageanforderung
an das MFP 16 mit dieser Zahl als dem Socket, das
nachgeschlagen werden soll (Block 146), jedoch nur
falls das Kommunikationsprotokoll die So-
cket-ID-Nachschlageanforderung unterstiitzt (Block
148). Ansonsten sendet der Server 10 sofort eine
.451"-Fehlernachricht an den Client 14 zuriick und
sendet keine Anforderung an das MFP 14 (Block
150). Die Antwort kommt spater als ein separates Er-
eignis an, wie es im Folgenden beschrieben und bei
den Blécken 168 bis 174 von Fig. 4D veranschaulicht
ist.

[0037] Wenn ein BEENDEN-Befehl empfangen wird
(Block 152), sendet der Server eine ,200"-Erfolgs-
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nachricht an den Client 14 (Block 154) und ruft dann
die SchlieRprozedur auf, die im Folgenden beschrie-
ben und in Fig. 4E veranschaulicht ist. Falls der emp-
fangene Befehl nicht erkannt wird (Block 156), sendet
der Server 10 eine ,500"-Fehlernachricht an den Cli-
ent (Block 158) und ignoriert den Befehl. Dann wartet
der Server 10 auf ein weiteres Ereignis (Block 54).

[0038] Unter jetziger erneuter Zuwendung =zu
Fig. 4A leitet, wenn der Server 10 Daten von dem
MFP 16 empfangt, wahrend derselben auf ein Ereig-
nis wartet (Block 160), derselbe einfach die MFP-Da-
ten an den Client 14 weiter (Block 164), falls sich der
Client in dem DATEN-Modus befindet (Block 162).
Falls sich der Client 14 in dem BEFEHL-Modus befin-
det (Block 162), stellt der Server 10 die Daten in eine
Warteschlange, bis der Client einen DATEN-Befehl
ausgibt (Block 166).

[0039] Unter jetziger Zuwendung zu Fig. 4D extra-
hiert, wenn der Server 10 eine Antwort von dem MFP
14 ansprechend auf entweder den Dienstnamen-
nachschlage- oder den Socket-ID-Nachschlagebe-
fehl empfangt (Block 168), die im Vorhergehenden
bei den Blocken 138-150 von Fig. 4C beschrieben
sind, der Server 10 die zurlickgesendete Socket-ID
bzw. den Dienstnamen und sendet die- bzw. densel-
ben in einer ,250"-Nachricht an den Client 14 (Block
172), falls das MFP ein erfolgreiches Nachschlagen
zuriucksendet (Block 170). Ansonsten sendet der
Server 10 eine ,451"-Fehlernachricht an den Client
14 (Block 174). Auf diese Weise wird die Socket-ID
des gewilinschten Dienstes von dem Client 14 erhal-
ten, der dann einen Kommunikationskanal zu dieser
Socket-ID zum Verwenden des gewtinschten Diens-
tes offnen kann. Umgekehrt erhalt der Client 14 den
Namen des Dienstes, der einer bestimmten So-
cket-ID zugeordnet ist, von dem Dienstnamen, der
durch das MFP 14 zuriickgesendet wird.

[0040] Wenn der Server 10 eine Antwort von dem
MFP 16 ansprechend auf einen OFFNEN-Befehl von
dem Client 14 empfangt, wie es im Vorhergehenden
bei den Blécken 108-118 in Fig. 4B beschrieben ist
(Block 176), prift der Server 10 das Ergebnis der An-
forderung (Block 178). Falls dasselbe erfolgreich war,
pruft der Server 10 dann den Kanalzustand (Block
180). Falls der Zustand OFFNEN-WARTEN ist, setzt
der Server 10 den Zustand auf OFFEN (Block 182),
sendet jegliche Daten, die in dem Server in eine War-
teschlange gestellt wurden, der auf den OFFEN-Zu-
stand wartet, an das MFP 16 (Block 184) (im Vorher-
gehenden bei den Blécken 72-76 und 80 in Fig. 4A
beschrieben) und sendet eine ,200"-Erfolgsnachricht
an den Client 14, um auf den OFFNEN-Befehl zu ant-
worten. Falls der Kanalzustand OFFNEN-WAR-
TEN-SCHLIEREN ist, wie es im Folgenden bei Block
218 von Fig. 4E beschrieben ist (Block 180), setzt
der Server 10 den Zustand auf OFFEN und ruft dann
sofort die Verbindung-Schlieen-Prozedur auf, die im

Folgenden beschrieben und in Fig. 4E gezeigt ist
(Block 188). Falls die Kanal-Offnen-Anforderung
nicht erfolgreich war (Block 178), prift der Server 10
den Kanalzustand (Block 190). Falls der Zustand
OFFNEN-WARTEN ist, setzt der Server 10 den Zu-
stand auf LEERLAUF (Block 192) und sendet eine
+450"-Fehlernachricht an den Client 14 (Block 194).
Falls der Zustand OFFNEN-WARTEN-SCHLIEREN
ist, setzt der Server 10 den Zustand einfach auf
LEERLAUF (Block 196).

[0041] Wenn der Server 10 eine KanalschlieRant-
wort von dem MFP 16 empfangt (Block 198), setzt
der Server den Kanalzustand sofort auf LEERLAUF
(Block 200). Falls die Kommunikationsverbindung zu
dem MFP 16 aus irgendeinem Grund versagt (Block
202), wobei z. B. das Kommunikationskabel getrennt
ist oder das MFP heruntergefahren ist, schlie3t der
Server 10 sofort alle Netzwerkverbindungen (Block
204) und spult jegliche sich in einer Warteschlange
befindliche Daten aus (Block 206).

[0042] Unter jetziger Zuwendung zu Fig. 4E leitet
der Server 10 eine Prozedur zum SchlielRen der Ver-
bindung mit dem MFP 16 immer dann ein, wenn ein
BEENDEN-Befehl durch den Client ausgegeben
wird, wie bei Block 152 im Vorhergehenden bei
Eig. 4C, immer wenn der Server ein SchlieBen auf-
grund eines Fehlers oder irgendeiner anderen nicht-
behebbaren Bedingung einleiten mdchte, oder wenn
der Leerlaufzeitablauf ablauft (Block 208). Um eine
Verbindung zu schlielen, prift der Server 10 zuerst
den Zustand des Kommunikationskanals 22 zu dem
MFP 16 (Block 210). Falls derselbe OFFEN ist, setzt
der Server 10 denselben auf SCHLIEREN-WARTEN
(Block 212) und sendet eine Kanal-SchlieRen-Anfor-
derung an das MFP 16 (Block 214). Falls der Zustand
OFFNEN-WARTEN ist (Block 216), setzt der Server
10 denselben auf einen OFFNEN-WAR-
TEN-SCHLIEREN-Zustand (Block 218), was dazu
fuhrt, dass eine Schlielen-Anforderung gesendet
wird, sobald eine Offnen-Antwort empfangen wird
(siehe die obige Beschreibung der Blocke 176-180
und 188 von Fig. 4D). Keine Kanalaktionen werden
bei irgendeinem anderen Zustand bendétigt (Block
220). Nachdem der Kanalzustand erledigt ist,
schlie3t der Server 10 die Netzwerkverbindung oder-
beendet das SchlielRen derselben (Block 220).
SchlieBlich 16scht der Server 10 jegliche Daten, die
fur entweder das MFP 16 oder den Netzwerk-Client
14 in einer Warteschlange sind (Blocke 222, 224),
und wartet auf ein weiteres Ereignis (Block 54).

[0043] Aus der vorhergehenden Beschreibung ist
es ersichtlich, dass ein verbesserter Peripheriegerat-
server gezeigt und beschrieben wurde, der viele er-
wiinschte Attribute und Vorteile aufweist. Derselbe ist
konzipiert, um es einer Mehrzahl von Clients in einem
Netzwerk zu ermoglichen, auf eine Mehrzahl von
Funktionen zuzugreifen, die durch ein Mehrfunktions-
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peripheriegerat unterstitzt werden, das mit dem
Netzwerk verbunden ist. Der Server kann es ermog-
lichen, dass der Client zumindest eine Funktion aus-
wahlt, wobei dann veranlasst wird, dass dieselbe fur
den Client durch einen Peripheriegeratkommunikati-
onskanal zuganglich ist, der der Adresse der ausge-
wahlten Funktion entspricht. Ein einziger Gateway
wird bevorzugt verwendet, um den Client mit einem
beliebigen der ausgewahlten Kommunikationskanale
zu verbinden.

Patentanspriiche

1. Ein Netzwerkperipheriegeratserver, der konzi-
piert ist, um es einer Mehrzahl von Client-Vorrichtun-
gen (14) in einem Netzwerk (12) zu ermdglichen, auf
eine Mehrzahl von Funktionen zuzugreifen, die durch
zumindest ein Mehrfunktionsperipheriegerat (16) un-
terstutzt werden, das mit dem Netzwerk verbunden
ist, wobei der Server folgende Merkmale aufweist:
eine Netzwerkschnittstelle (18) zum Kommunizieren
mit Client-Vorrichtungen (14) in dem Netzwerk (12)
gemal einem vorbestimmten Netzwerkprotokoll;
eine Peripheriegeratschnittstelle (20) zum Kommuni-
zieren mit dem Mehrfunktionsperipheriegerat (16)
Uber eine Mehrzahl von Peripheriegeratkanalen (22),
die der Mehrzahl von Funktionen entsprechen, die
durch das Mehrfunktionsperipheriegerat unterstitzt
werden;
einen Gateway (24), der kommunikativ zwischen die
Netzwerkschnittstelle (18) und die Peripheriege-
ratschnittstelle (20) geschaltet ist, zum Ubertragen
von Daten zwischen der Netzwerkschnittstelle und
der Peripheriegeratschnittstelle; und
eine Steuereinrichtung (10), die auf Anweisungen
von zumindest einer der Mehrzahl von Client-Vorrich-
tungen (14) anspricht, um Informationen Uber das
Mehrfunktionsperipheriegerat (16) zu sammeln und
um eine Verbindung zwischen der zumindest einen
Client-Vorrichtung (14) und dem Mehrfunktionsperi-
pheriegerat (16) fur eine ausgewahlte Peripheriege-
ratfunktion, die durch das Mehrfunktionsperipherie-
gerat (16) unterstitzt wird, Uber einen der Mehrzahl
von Peripheriegeratkandlen (22) zu konfigurieren,
der der ausgewahlten Peripheriegeratfunktion ent-
spricht.

2. Ein Server gemal Anspruch 1, bei dem die An-
weisungen eine Anweisung zum Anfordern einer
Adresse der zumindest einen ausgewahlten Funktion
umfassen, und die Steuereinrichtung (10) wirksam
ist, um die Adresse von dem Mehrfunktionsperiphe-
riegerat (16) zu erhalten und um die Adresse an eine
Client-Vorrichtung (14) zu liefern, die die Adresse an-
gefordert hat.

3. Ein Server gemaR Anspruch 2, bei dem die An-
weisungen eine Anweisung zum Offnen eines Peri-
pheriegeratkanals (22), der der Adresse entspricht,
umfassen, und die Steuereinrichtung (10) auf die An-

weisung zum Offnen des Peripheriegeratkanals an-
spricht, um die Client-Vorrichtung (14) kommunikativ
mit dem Peripheriegeratkanal zu verbinden.

4. Ein Server gemall Anspruch 3, bei dem die
Steuereinrichtung (10) wirksam ist, um Daten, die
von der Client-Vorrichtung (14) empfangen werden,
durch den Peripheriegeratkanal (22) an das Mehr-
funktionsperipheriegerat (16) zu senden, wenn der
Peripheriegeratkanal offen ist, und um die Daten in
dem Server in eine Warteschlange zu stellen, wenn
der Peripheriegeratkanal nicht offen ist.

5. Ein Server gemaR einem der vorhergehenden
Anspriiche, bei dem die Anweisungen eine Anwei-
sung zum Offnen eines Peripheriegeratkanals (22),
der einer Adresse der ausgewahlten Funktion ent-
spricht, umfassen, und die Steuereinrichtung (10) auf
die Anweisung zum Offnen des Peripheriegeratka-
nals anspricht, um eine Client-Vorrichtung (12), die
die Anweisung ausgegeben hat, kommunikativ Gber
den Gateway mit dem Peripheriegeratkanal zu ver-
binden.

6. Ein Server gemaR einem der vorhergehenden
Anspriiche, bei dem die Anweisungen eine Anwei-
sung zum Anfordern eines Typs einer Funktion um-
fassen, der einem ausgewahlten der Mehrzahl von
Peripheriegeratkanalen (22) entspricht, und die Steu-
ereinrichtung (10) auf die Anweisung anspricht, um
den Typ der Funktion von dem Mehrfunktionsperi-
pheriegerat zu erhalten, um den Typ der Funktion an
eine Client-Vorrichtung (14) zu liefern, die den Typ
der Funktion angefordert hat.

7. Ein Server gemaR einem der vorhergehenden
Anspriiche, bei dem die Steuereinrichtung (10) kon-
zipiert ist, um gleichzeitig zumindest zwei Funktionen
des Mehrfunktionsperipheriegerats (16) mit der zu-
mindest einen Client-Vorrichtung (14) zu verbinden.

8. Ein Server gemaR einem der vorhergehenden
Anspriche, bei dem der Gateway (24) kommunikativ
zwischen dem Netzwerk (12) und der Peripheriege-
ratschnittstelle (20) fur jedes Mehrfunktionsperiphe-
riegerat (16) eingerichtet wird, wenn eine Mehrzahl
der Mehrfunktionsperipheriegerate mit dem Netz-
werk verbunden ist.

9. Ein Verfahren zum Ermdglichen, dass eine
Mehrzahl von Client-Vorrichtungen (14), die tber ei-
nen Peripheriegeratserver (10) mit einem Netzwerk
(12) verbunden sind, auf eine Mehrzahl von Funktio-
nen zugreift, die durch ein Mehrfunktionsperipherie-
gerat (16) unterstitzt werden, das mit dem Netzwerk
verbunden ist, wobei das Verfahren folgende Schritte
aufweist Senden einer Anweisung von zumindest ei-
ner der Mehrzahl von Client-Vorrichtungen zum An-
fordern eines Peripheriegeratkanals des Servers, der
zumindest einer ausgewahlten Funktion des Mehr-
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funktionsperipheriegerats (16) entspricht;
ansprechend auf die Anweisung, Sammeln von Infor-
mationen Uber das Mehrfunktionsperipheriegerat
(16) und Konfigurieren einer Verbindung zwischen
der zumindest einen Client-Vorrichtung (14) und dem
Mehrfunktionsperipheriegerat (16), falls die zumin-
dest eine ausgewahlte Funktion durch das Mehrfunk-
tionsperipheriegerat (16) unterstitzt wird;

Offnen des entsprechenden Peripheriegeratkanals,
um die zumindest eine Client-Vorrichtung (14) kom-
munikativ mit der zumindest einen ausgewahlten
Funktion (42) zu verbinden, falls die ausgewahlite
Funktion durch das Mehrfunktionsperipheriegerat
(16) unterstitzt wird; und

Ubertragen von Daten zwischen der zumindest einen
Client-Vorrichtung und dem Mehrfunktionsperipherie-
gerat durch den Peripheriegeratserver (50).

10. Ein Verfahren gemafl Anspruch 9, bei dem
die Daten durch einen einzigen Gateway (24) in dem
Peripheriegeratserver (10) Ubertragen werden.

Es folgen 8 Blatt Zeichnungen
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Anhangende Zeichnungen
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