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(57) ABSTRACT 

Electronic conferencing is provide over a computer network, 
Such as the Internet, by passing Streams of text with embed 
ded explicit audio and graphics commands. Text is translated 
to audible Speech at the end-user computers by a text-to 
Speech processor to reduce the amount of data transferred 
between computers. Implicit commands are generated from 
the text at the end-user computers as the audible speech is 
generated. Implicit command may control, for example, the 
animation of lips to provide a realistic image of the words of 
the text being spoken. EXplicit commands can be used to 
control the Voice characteristics by the text-to-speech pro 
ceSSor or to control animation. 
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ELECTRONIC CONFERENCE PROGRAM 

BACKGROUND OF THE INVENTION 

0001) 1. Technical Field 
0002 This invention relates in general to computer soft 
ware and; more particularly, to electronic conference Soft 
WC. 

0003 2. Description of the Related Art 
0004. The popularity of the computer networks and, in 
particular, the Internet, has changed the ways in which 
people communicate. The Internet has made electronic mail 
(e-mail) and electronic conferencing available to the masses. 
Whereas the telephone was the only means for real-time 
communication Several years ago, many people now use the 
Internet to communicate for both personal and busineSS 
purposes. 

0005 The Internet is a large network which connects 
millions of users world-wide. The number of current Internet 
Subscribers greatly exceeds the number of Subscribers envi 
Sioned by the designers of the Internet. Further, the amount 
of data transferred over the Internet has exploded over the 
last few years, due in major part to the World Wide Web 
(WWW). The WWW provides a graphical interface to the 
Internet. Accordingly, almost all Web sites are rich in 
graphics and Sound which are automatically downloaded to 
users as they connect to a site. More recently, Video files, 
such as MPEG (Motion Picture Experts Group) and AVI 
(Audio Video Interleaved, also known as MICROSOFT 
Video for Windows) are being added to Web sites to provide 
motion pictures and digital audio for downloading. 

0006 With each added feature, the amount of data com 
municated over the Internet increases, causing delays and 
frustration to users. Some experts contend that the backbone 
of the Internet will become overburdened in the near future 
due to the increase in the number of users and the amount of 
data being transferred during a typical Session. 
0007 One type of electronic conferencing program 
which is becoming increasingly useful in busineSS and 
personal matters is meeting Software. A meeting program 
allows two or more users to communicate aurally and 
Visually. The aural portion is performed by digitizing each 
participants voice and Sending the audio packets to each of 
the other participants. The Video portion may, for example, 
Send graphic images of Selected participants to each partici 
pant of the meeting and/or allow users to share a drawing 
program. 

0008. The audio and video portions take significant band 
width. Aside from burdening the Internet infrastructure, Such 
activity can be frustrating to the meeting participants, Since 
the audio and Video information will take a significant 
amount of time to transfer to each participant. 
0009. Another type of electronic conferencing program is 
the chat program. A chat program allows one or more 
participants to communicate through text typed in at the 
keyboard of each participant of the chat Session. The Video 
portion of a chat Session can be accomplished through 
various techniques. Some chat rooms have no video portion 
and therefore only display the text of messages from the 
participants, while others use graphics to represent each 
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user. Eliminating the Video portion reduces the needed 
bandwidth relative to meeting software, but also some of the 
functionality. 

0010. Therefore, a need has arisen to provide effective 
communication through the Internet or other network with 
out using excessive bandwidth. 

SUMMARY OF THE INVENTION 

0011. The present invention communicates over a net 
work by transferring a data Stream of text and explicit 
commands from a host computer to one or more participant 
computers. The participant computers generating audible 
Speech and implicit commands responsive to Said text and 
generate and generate animation responsive to Said implicit 
and explicit commands. 
0012. The present invention provides significant advan 
tages over prior art electronic conferencing programs, par 
ticularly with regard to the Internet and other on-line Ser 
vices. Most importantly, the bandwidth of transferring 
digital audio over a network is greatly reduced because text 
is transferred between computers and is translated into 
audible Speech at the participating computers. Similarly, 
animation can be provided by Storing graphic image files for 
repurposed animation at the participating computerS respon 
Sive to the explicit commands and thereby reducing the 
bandwidth needed to produce animation at the participating 
computers. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0013 For a more complete understanding of the present 
invention, and the advantages thereof, reference is now 
made to the following descriptions taken in conjunction with 
the accompanying drawings, in which: 
0014 FIG. 1 illustrates block diagram of an embodiment 
of a network which can be used in conjunction with the 
present invention; 
0015 FIG. 2 illustrates a block diagram of a computer 
used in the network of FIG. 1; 
0016 FIG. 3 illustrates a state diagram describing opera 
tion of a host computer in generating a presentation; 
0017 FIG. 4 illustrates a functional block diagram of a 
participant computer; 

0018 FIGS. 5a, 5b and 5c illustrate an example of a 
presentation; 
0019 FIG. 6 illustrates a programming interface for 
programming presentations; 

0020 
0021 FIG. 8 illustrates a state diagram for operation of 
a host computer in a chat Session; and 

FIG. 7 illustrates a user interface for a chat session; 

0022 FIG. 8 illustrates a state diagram for operation of 
a participant computer in a chat Session. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

0023 The present invention is best understood in relation 
to FIGS. 1-9 of the drawings, like numerals being used for 
like elements of the various drawings. 
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0024 FIG. 1 illustrates an embodiment of a network of 
computers which can be used as described herein to allow a 
plurality of users to communicate with one another using 
low bandwidth. The network 10 could be, for example, the 
Internet, an Intranet (a private network using Internet pro 
tocols), a private network, Such as a peer-to-peer network or 
a client-server network, or other publicly or privately avail 
able network. The network 10 shown in FIG. 1 includes a 
plurality of computers 11. The computers 11 could be wired 
together (Such as in a private intra-site network), through the 
telephone lines (for example, through the Internet or through 
another on-line Service provider), or through wireless com 
munication. An electronic conference may be configured 
between a host computer 12 and one or more participant 
computerS 14. 

0.025. Each of the computers 11 can be of conventional 
hardware design as shown in FIG. 2. The network connec 
tion is coupled to a interface 16 (for example a modem 
coupled to the computer's Serial port or a network interface 
card). A display 18 and speakers 20 are coupled to process 
ing circuitry 22, along with Storage 24. 
0026. Processing circuitry 22 includes the processor, 
typically a microprocessor, Video/graphics circuitry, Such as 
a VGA display controller, audio processing circuitry, and 
input/output circuitry. Storage 24 typically includes high 
Speed Semiconductor memory, Such as DRAMs (dynamic 
random access memory) and SRAMs (Static random access 
memory), along with non-volatile memory, Such as CD 
ROMs (compact disk read only memory), DVDs (digital 
versatile disk), hard drives, floppy drives, magneto-optical 
drives and other fixed or removable media. 

0027. In operation, the network 10 of FIG. 1 allows 
communication between computers at low bandwidth. Each 
participant computer 14 has the following resources: (1) 
graphic files for displaying animated characters, (2) a text 
to-speech processor for converting text (typically in ASCII 
form) to audio speech, (3) a graphics processor to generate 
animation using the graphic image files responsive to graph 
ics control information which is either implicit (from text) or 
explicit and (4) a communication processor controlling the 
flow of data between various computers 11. The text-to 
speech processor could be, for example, SOFTVOICE by 
SoftWoice, Inc. is a Software program which translates text 
to speech. 

0028 Repurposed Animation 
0029. In the preferred embodiment, graphics are pro 
duced using repurposed animation. In repurposed animation, 
a Scene is composed of a background and one or more 
characters. Each character may be composed of a plurality 
of graphic image files, each of which can be independently 
positioned and displayed. Animation is generated through 
manipulation of the graphic image files. 

0.030. For example, a first character may have several 
graphic image files depicting different head positions. Cor 
responding to each head position, a set of graphic files depict 
different lip positions. To display the character talking, the 
various files depicting the lip positions are displayed in a 
Sequence Synchronized to the Speech So that the lipS appear 
to be moving in a natural pattern as the Speech is output 
through the Speakers 20. Because the files depicting the lip 
movements can be manipulated Separately from the files 
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displaying the head positions, only a Small file need be 
accessed to change a lip position from one State to another, 
rather than changing a large file depicting the entire char 
acter. 

0031 Repurposed animation is well known in the art, and 
is described in additional detail in U.S. Pat. No. 5,093,907, 
which is incorporated by reference herein. 

0032. An additional benefit of repurposed animation is 
that the various character parts can be reused to create new 
animation. Hence, once the participant computer has Stored 
the various graphic image files, an unlimited number of 
animation Sequences can be generated using the graphic 
image files by changing the Sequence and positions of the 
files. Further, new files can be added to each participant 
computer 14 as desired. 

0033 Presentations 
0034. In a first embodiment of the present invention, the 
host generateS presentations on one or more participant 
computers. The capability is used, for example, to commu 
nicate with users as they connect to a particular site on the 
Internet as an alternative to high bandwidth movie files, Such 
as MPEG and AVI files. 

0035 A state diagram showing the basic operation of a 
presentation from the Viewpoint of the host computer 12 is 
shown in FIG. 3. When a new participant computer 14 
connects to the Site offering the presentation, the host 
computer 12 sends context information in state 32. The 
context information is used by the participant computer to 
Set the initial Scenario. The context information may define, 
for example, the background for the display, the locations of 
“hotspots” in the background which may be used by the user 
of the participant computer to navigate to different Sites or 
to obtain different Services, and the characters in the pre 
Sentation. 

0036). In state 34, the host computer 12 begins sending a 
Stream of text and explicit graphics and Speech commands to 
the participant computer. The text, typically in ASCII form 
(although other forms could be used), defines the audio and 
also contains implicit graphics commands, Since the text 
itself is used to generate the lip positions in the various 
characters. 

0037 For example, the following stream could be sent to 
a participant computer 14: 

0038 <move character 1 to position 1 > <set char 
acter 1 Voice, English> "Hi, how are you today.” 
<move character 1 to position 2> "I'd like to 
introduce Some of my friends' <move character 1 
to position 3> <Set character 1 Voice, deep> 
“Where did they go?” 

0039. In the example above, explicit commands are set 
forth within <> and text is set forth between quotes. The 
command <move character 1 to position 1>, for example, 
would be interpreted by the participant computer 14 to show 
an animation routine which a particular character, charac 
ter 1, moved from its present position to a position defined 
as position 1. It should be noted that while the graphics 
commands are shown herein as text Strings, numeric code 
Strings may sent from the host computer 12 to the participant 
computers for more Space efficiency; however, the program 
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ming interface, shown in greater detail hereinbelow would 
use text Streams to represent explicit commands for ease of 
programming. 

0040 Explicit commands may also be used for the text 
to-speech processor. For example, <Set character 1 voice, 
deep> could be used to give a character a desired inflection. 
0041. Upon receiving the stream, the participant com 
puter 14 would begin the multimedia presentation. Thus, in 
response to the command <move character 1 to position 
1> a participant computer 14 would begin an animation 
Sequence defined by the command and by the present State 
of the animation. The command <Set Voice charater 1> 
would direct the text-to-Speech processor to output speech in 
a certain predefined profile defined for character 1. The text 
“Hi, how are you today” would be output, using the text 
to-speech processor 46, in audio form to the user of a 
participant computer 14. AS the audio was output, the 
text-to-speech processor would output implicit control Sig 
nals which indicate which phoneme is currently being 
output. The implicit control information is used by the 
graphics processor to generate lip movements. The lip 
movements are based not only on the particular phoneme 
being output, but also by other contextual information, Such 
as the current position of the character which is speaking and 
other explicit graphics commands. For example, a “mad' 
gesture command could designate one set of lip positions 
mapped to the various phonemes while a “whisper gesture 
command could designate a Second Set of lip positions 
mapped to the phonemes. 
0042. In state 34, the host computer stops sending the text 
and control information if the user of the participant com 
puter has exited or if the presentation has completed. The 
user may exit to another site or simply disconnect. 
0043. In Some instances, the user may generate an input 
which causes the presentation to be Suspended or terminated 
pending another function. For example, a user may move to 
another Site or initiate execution of a program, Such as a 
JAVA (a Internet programming language by Sun MicroSys 
tems) applet or an ActiveX (an Internet programming lan 
guage by Microsoft Corporation) applet by clicking on a 
background object. In State 36, the requested function would 
be performed. After the requested function was completed, 
control would return to State 34, where the presentation was 
continued or restarted. 

0044 FIG. 4 illustrates a functional block diagram of a 
participant computer 14. The participant computer 14 
receives communications from the host computer 12 through 
communications interface 40. The information stream 
received from the host computer 12 may be sent to one of 
three Subsystems for processing: the Scenario Setup Sub 
System 42, the gesture processor/interpreter 44 or the text 
to-speech processor 46. The Scenario Setup Subsystem 42 
receives header information from the information Stream 
Sent by the host processor 12 to generate the background 
from the background database 48. The text-to-speech pro 
cessor 46 receives text and explicit audio commands (Such 
as the voice characteristic commands) from the information 
Stream and generates an audio information Stream for the 
computer's Sound processor to generate an audible voice. 
The text-to-speech processor also sends phoneme identifiers 
to the gesture processor/interpreter 44 in real-time as the 
audio is generated. 
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004.5 The gesture processor/interpreter 44 receives 
explicit graphics commands from the information Stream. 
The gesture processor/interpreter 44, based on the explicit 
graphics commands and the implicit graphics commands, 
Such as phoneme information, generates the animation using 
character parts in the Scene playback and lip Synch anima 
tion databases 50 and 52. 

0046. In operation, the background, Scene playback and 
lip Synch animation databases 48-52 Store graphic image 
files to produce animation Sequences. The graphic image 
files can be obtained by the participant computer 14 through 
any number of means, Such as downloading from the host 
computer 12 or another computer or loading from a remov 
able media source, such as a floppy disk, CD-ROM or DVD. 
The databases 48-52 can be updated by the same means. 
0047 Using the graphic image files, an unlimited number 
of animations can be produced using repurposed animation 
techniques. In the preferred embodiment, at least Some of 
the animation Sequences are predefined and Stored in par 
ticipant computerS 14. For example, "<move character 1 to 
position 1>' defines a particular animation Sequence based 
on the current State of the animation. Rather than download 
a large number of commands Setting forth the Sequence from 
the host computer, a Single command would be downloaded 
and interpreted by the gesture processor/interpreter 42 at the 
participant computerS 14. AS with the graphic files, new 
animation Sequences can be added to a participant computer 
through downloading or loading through a removable 
medium. 

0048. The lip animation is dependent not only on the 
phoneme being output from the text-to-speech processor 46, 
but also by the position of the character. For example, a 
character facing forward would have different lip move 
ments than a character facing Sideways. Thus, if charac 
ter 1 is in position 1, the lip files for position 1 are used, 
while position 2 may correspond to a different Set of lip 
files. Consequently, there is a mapping between the Scene 
playback database and the lip Synch animation database. 
0049 FIGS. 5a-c illustrate a sample animation which 
could be generated using the network described above. The 
depiction shown in FIG. 5a includes a background of 
non-animated objects 54 (i.e. objects which will not be 
animated dynamically responsive to the data Stream from the 
host computer 12, but which may be moving on Screen as 
part of the background) and a pair of characters “U2' and 
“ME2” which are animated as a single character 56 (here 
inafter “U2ME2). The background could be selected by 
header information in the data Stream from the host com 
puter 12. Some of the non-animated objects 54 may be hot 
spots for jumping to another site or performing a function, 
such as a file download or a JAVA script. 
0050. In FIG.5a, U2ME2 is in a first position, position 
1. It should be noted that a position is not necessarily a 
physical location on the Screen, but could also refer to a 
particular orientation of a character. Thus position 1 and 
position 8 could be physically located at the same area of 
the screen, with U2ME2 facing towards the user in posi 
tion 1 and facing towards one another in position 8. 
0051. In position 1, the characters may speak using the 
text and audio commands in the data Stream from the host 
computer. AS the audio is output, the phonemes are identi 
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fied by the text-to-speech processor 46. The phoneme iden 
tifiers are received by the gesture processor/interpreter 44 
and used to generate natural lip movements by mapping 
each phoneme identifier to a lip Synch file (which, as 
described above, is also determined by the current state of 
the animation). 
0.052 FIG. 5b illustrates U2ME2 at a second position, 
position 2. The movement from position 1 to position 2 
would normally be a predetermined animation Sequence 
which would be used each time the U2ME2 character moved 
from position 1 to position 2. At position 2, more speech 
could be processed from text and audio control commands 
from host computer 12. 
0053. In FIG.5c, U2ME2 is in a third position, position 
3. Once again, the movement from position 2 to posi 
tion 3 would be a Smooth animation between the two 
positions. Additional Speech may be processed at this posi 
tion. 

0.054 The power of the presentation system described 
above lies in its Small size, Since the animation and graphics 
are pre-stored in the participant computer, and in its ease in 
programming new presentations. FIG. 6 illustrates an 
example of a Screen which could be used to program 
presentations using the characters described above. 
0055. The presentation programming screen 58 of FIG. 6 
has a command area 60 which list the possible explicit 
graphic and audio commands which could be used in a 
presentation. The list of commands can be Scrolled up or 
down using the “actions up” or “actions down” buttons 62a 
or 62b, respectively. To the left of the command area is the 
playlist area 64 which lists the entered commands for a 
particular presentation. The playlist can be Scrolled up or 
down using the scroll up or scroll down buttons 66a or 66b. 
A work area 68 allows text to be entered, alone or in 
conjunction with chosen explicit commands. 
0056. A list of commands which could be used in the 
example presentation Set for above are given below. 

COMMAND COMMENT 

U2 speak set voice for U2 
ME2 speak set voice for ME2 
Move U2ME2 PoS1 
Move U2ME2 PoS2 
Move U2ME2 POS3 
Move U2ME2 PoS4 
Move U2ME2 POSS 
Move U2ME2 PoS6 
Move U2ME2 POST 
Move U2ME2 PoS8 
Enter screen 
Exit screen 
U2 mouth ON 
ME2 mouth ON 
U2 mouth OFF 

Move U2ME2 to Position 1 
Move U2ME2 to Position 2 
Move U2ME2 to Position 3 
Move U2ME2 to Position 4 
Move U2ME2 to Position 5 
Move U2ME2 to Position 6 
Move U2ME2 to Position 7 
Move U2ME2 to Position 8 
U2ME2 enter screen 
U2ME2 exit screen 
show U2's mouth 
show ME2's mouth 
don’t, show U2's mouth 

ME2 mouth OFF 
U2 talk to ME2 
ME2 talk to U2 
U2 talk to screen 
ME2 talk to screen 
ME2 attitude U2 
U2 attitude ME2 
ME2 look attitude U2 
U2 look attitude ME2 

don't show ME2s mouth 
U2 turns to ME2 
ME2 turns to U2 
U2 faces screen 
ME2 faces screen 
ME2 talks to U2 with attitude 
U2 talks to ME2 with attitude 
ME2 looks at with attitude 
U2 looks at ME2 with attitude 
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0057. A presentation could quickly be generated through 
very few keystrokes. For example, an example presentation 
could be generated as follows: 

Command Action in Presentation 

U2ME2 enter 
sets text-to-speech processor to output audio 
in pattern defined for U2 

ype “I’m U 2. Welcome provides text for text-to-speech processor 
O our home 
press <ME2 speaki> 

breSS <enter Screen 
press <U2 speaki> 

sets text-to-speech processor to output audio 
in pattern defined for ME2 

ype “I’m ME 2. I'd like provides text for text-to-speech processor 
o show you around 
press <move U2ME2 moves U2ME2 character to a position defined 
POS 3> by as position 3 
ype “We would like to provides text for text-to-speech processor 
ell you more about 
ourselves. 
press <move U2ME2 animates movement from position 3 to 
Pos 1> position 1 
press <U2 speaki> sets text-to-speech processor to output audio 

in pattern defined for U2 
ype "If you would rather provides text for text-to-speech processor 
hear a story, press on the 
satellite dish 
press <ME2 look animates movement of ME2 looking at U2 in 
attitude U2'> position 1 
press <ME talk sets text-to-speech processor to output audio 
attitude U2'> in pattern defined for ME2 
Type "Hey, that was my provides text for text-to-speech processor 
ine. 

0058. In practice, a presentation could be much longer, 
with many more characters. However, the time spent in 
animating the characters for a new presentation would be 
minimal. Further, the size of the data stream for a 90 minute 
long presentation with full audio and animation would be 
less than 100 kilobytes and would take about a minute to 
load at a modem speed of 14.4 kbps (kilobits per Second). 
Using current day methods of Sending animation, Such as a 
MPEG or AVI file, a 100 kilobyte presentation with anima 
tion and audio would last only about one Second (depending 
upon resolution and frame rate). Moreover, the image of the 
MPEG or AVI file would be only about one-eighth of the 
Screen, rather than the full Screen which can be produced by 
the invention. 

0059 While an entire presentation can be downloaded 
and performed on the participant computers, in the preferred 
embodiment, the presentation is downloaded using progres 
Sive downloading techniques, whereby a Section of the data 
Stream is downloaded, and a Subsequent Section of the data 
Stream is downloaded while the presentation corresponding 
to the previous download is executed on the participant 
computer. By downloading Sections of the data Stream while 
previous Sections are executing on the participant computer, 
the effective download time for the presentation is reduced. 
0060) Further, a presentation may be designed to execute 
in an interactive or random manner by downloading Sections 
of a data Stream in response to a user action or by random 
Selection. An example of an interactive presentation would 
be a Story in which the user picks which door to open. 
Subsequent sections would be downloaded to the user 
depending upon which door was opened. Several Such 
Selections could be provided to make the Story more inter 
esting. 
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0061 Away to make a presentation non-repetitive would 
be to randomly Select predefined Sections or Select Sections 
based on user profiles. For example, a presentation of a 
companies goods may randomly Select which product to 
present to a user on a random basis, So that the user does not 
receive the same promotion on each Visit to the Site. The 
presentation could further choose which products to promote 
(and thus which Sections to download) based on user profile 
information, Such as the age and gender of the user. 
0062) Chat/Meeting Sessions 
0.063 Chat and meeting sessions can be greatly enhanced 
by communicating with Streams of text and explicit audio 
and graphics commands. An example of a chat interface is 
shown in FIG. 7. 

0064. Each participant computer 14 is assigned an “ava 
tar'70, which is an graphic identifier for the user. As shown 
in FIG. 7, the avatars 70 are generally fanciful, although it 
would be possible for realistic depictions to be used. Further, 
the avatars 70 can appear two dimensional, as shown, or 
appear three dimensional. In the embodiment of FIG. 7, 
each avatar 70 is viewed in a defined space 72, in an 
alternative embodiment, the avatars could move about using 
a VRML (Virtual Reality Modeling Language) technology. 
0065. It should be noted that the particular embodiment 
of the chat session interface shown in FIG. 7 is directed 
towards leisure use, more Serious graphics could be used for 
business use. Further, while the embodiment shown has a 
total of four users, any number of users could be Supported. 
0.066 Adjacent each avatar, an alias space 74 is provided 
for the user's name or nickname. Thus, users may use their 
real name or provide a nickname. The center of the interface 
68 is divided into two sections, a graphic display section 76 
and a text Section 78. Text input by the participant computers 
14 is displayed in the text section 78, while user-input 
graphics are displayed in the graphics Section 76. A drawing 
toolbar 80 is displayed over the graphics section 76. The 
drawing toolbar 80 provides the tools for drawing in the 
graphics Section 76. A flag icon 82 is used to define the Voice 
inflection desired by each user. For example, the user at the 
participant computer 14 shown in FIG.8 would be using an 
American accent; other accents could be used by clicking on 
the flag icon 82. The flag icon 82 represents explicit audio 
commands which will be sent as part of the text stream. 
0067. In operation, each user participating in the chat/ 
meeting Session chooses an avatar (or has the host computer 
12 automatically choose an avatar) which is the user's 
graphical depiction to all other participants in the chat 
Session. In the preferred embodiment, the user can also 
choose voice characteristics (such as the accent, male/ 
female, adult/child, and So on). AS described in connection 
with Presentations, Supra, the communication is performed 
by transferring text with embedded explicit commands 
between the host computer 12 and the participant computers 
14. In the case of a chat or meeting Session, text and explicit 
commands are initiated at the participant computers 14 and 
uploaded to the host computer 12. When the host computer 
12 receives a data Stream from a participating computer 14, 
it forwards that Stream to all computers in the particular 
chat/meeting Session. The text is printed in the text window 
and transformed into audible Speech by the text-to-speech 
processor 46 in each participant computer 14. AS the Speech 
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is output, the phonemes are identified and the associated 
avatar is animated responsive to the phoneme identifiers. 

0068. In the preferred embodiment, the avatars are ani 
mated not only by the implicit gesture commands from the 
text-to-speech processor 46 in the form of phoneme identi 
fiers, but also by explicit commands Such as <angry>, 
<happy>, <look left>or <look down>. Other implicit com 
mands can also be derived from the text in the form of 
punctuation by the “” or “?” signs. For meeting software, 
additional gestures, Such as raising arms to request an 
opportunity to speak, can be Supported. 

0069. As in the Presentation section, explicit commands 
can be chosen from a menu or, alternatively, typed in 
manually. 

0070 The participant computers are structured similar to 
those shown in FIGS. 2 and 4. In the case of a chat/meeting 
Session, the communications Subsystem 40 not only receives 
and distributes data Streams from the host computer 12, but 
also generates data Streams to upload to the host computer 
12. AS described in connection with the Presentation Section, 
each participant computer 14 Separately Stores the Scene 
playback files (which would contain the graphics needed to 
animate each avatar) and the lip Synch animation files. 
0071. A state diagram for operation of the host computer 
12 during a chat session is shown in FIG. 8. In state 90, the 
host computer 12 is in an wait State, where it is waiting for 
a communication from a participant computer 14. When a 
new computer requests to become a participant in the chat 
Session, the host computer and the new participant exchange 
information necessary for communication and audio/visual 
properties of the new participant in state 92. This involves, 
for example, identifying the user by Internet address (or 
other network address) and assigning avatar graphics and 
default voice properties. In the preferred embodiment, the 
user can define its avatar 74 by choosing Specific charac 
teristics, Such as head, hat, nose, lipS and Voice type. In State 
94, the host computer 12 passes information regarding the 
new participant computer 12 to all of the current participant 
computers 12, each of which should have the graphic files to 
output the chosen avatar. If any of the assets needed to 
reproduce a participant are not available, they can be down 
loaded from the host computer 12 or default characteristics 
can be used. Upon completion of the Setup routine, the host 
computer 12 returns to the wait state 90. 
0072. When a message is received from a participant 
computer 14, the state shifts to state 96, where the host 
computer receives and Stores the message and then forwards 
the message to all computers participating in the chat 
Session. The host computer 12 then returns to the wait State 
90. 

0073 FIG. 9 shows a state diagram of the operation of 
the participant computers with regard to communication 
during a chat session. State 100 is the wait state, where no 
messages are currently being Sent or received. As a new 
message is received in State 102, the text is Sent to the 
text-to-speech processor 46 along with any explicit audio 
commands to generate an audible voice. Explicit graphics 
commands from a received message are Sent to the gesture 
processor/interpreter 44 along with implicit graphics com 
mands from the text-to-speech processor 46. These com 
mands are used to animate the avatar corresponding to the 
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received message. After the message is processed, the par 
ticipant computer 14 returns to the wait state 100. 
0.074. When the user of a participant computer has pre 
pared a message to Send, the State shifts to State 104, where 
the participant computer 14 uploads the message to the host 
computer 12 for broadcast to the group of participant 
computerS 14 participating in the chat Session. In uploading 
the message, the host computer may modify the user input; 
for example “-grind' could be modified to “%G”, which is 
Smaller and easily identified as a command. Alternatively, 
because the bandwidth Saving are minimal, the entire text of 
a command could be sent to the host computer. 
0075. The present invention provides significant advan 
tages over the prior art. The invention allows audio conver 
sations or presentations, without using Significant amounts 
of bandwidth over the network. Applications Such as chat 
programs are enhanced with animation and audible Speech at 
low bandwidth. These capabilities make the conversations 
much more interesting and allow participants to listen to the 
conversation without constant viewing of the Screen, which 
is necessary where only text is provided. Meeting programs, 
which normally transfer digital audio over the network, can 
greatly reduce their bandwidth requirements. Accordingly, 
audio conversations and presentations can be almost instan 
taneously received and output on the participating comput 
erS with audio and graphics. Presentations can be generated 
with very little production time or Storage requirements. 
0.076 Additionally, the use of graphics can enhance com 
munications by allowing gestures which are fanciful or 
otherwise incapable of communication through live trans 
missions. 

0.077 Although the Detailed Description of the invention 
has been directed to certain exemplary embodiments, Vari 
ous modifications of these embodiments, as well as alterna 
tive embodiments, will be Suggested to those skilled in the 
art. The invention encompasses any modifications or alter 
native embodiments that fall within the scope of the claims. 
What is claimed is: 

1. A method of communicating over a network, compris 
ing the Steps of 

transferring a data Stream of text and explicit commands 
from a transmitting computer to one or more receiving 
computers, 

generating audible speech at the one or more receiving 
computerS responsive to Said text; 

generating implicit commands responsive to Said text, and 
generating animation at Said one or more receiving com 

puters responsive to Said implicit and explicit com 
mands. 

2. The method of claim I wherein Said Step of generating 
implicit commands includes the Step of generating lip Synch 
commands for generating lip movements corresponding to 
the audible speech. 

3. The method of claim 2 wherein said lip synch com 
mands comprise phoneme identifiers corresponding to the 
audible speech. 

4. The method of claim 2 wherein Said Step of generating 
implicit commands further comprises the Step of generating 
gesture commands for animating gestures responsive to 
punctuation. 
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5. The method of claim 1 wherein step of transferring a 
data Stream includes the Step of transferring explicit anima 
tion commands and explicit speech commands. 

6. The method of claim 5 wherein said explicit speech 
commands define Voice characteristics and Said Step of 
generating audible Speech comprises the Step of generating 
audible Speech responsive to Said text and Said explicit 
Speech commands. 

7. The method of claim 1 where said one or more 
receiving computers comprise at least two receiving com 
puters and further comprising the Step of transferring Said 
data Stream from one of Said receiving computers to Said 
transmitting computer and transferring Said data Stream from 
Said transmitting computer to receiving computers to allow 
communication between Said receiving computers. 

8. The method of claim 1 and further comprising the steps 
of Storing graphic image files in Said receiving computers 
prior to transferring Said data Stream. 

9. The method of claim 8 wherein said step of generating 
animation comprises the Step of manipulating Said graphic 
image files responsive to Said explicit commands. 

10. The method of claim 8 and further comprising the step 
of Storing background files in Said receiving computers. 

11. A method of generating a presentation on a plurality 
of participant computers from host computer over a net 
work, comprising the Steps of 

downloading a data Stream including text and animation 
control Signals from Said host to Said participant com 
puters over a network connection, Said animation con 
trol signals defining an animation Sequence using a 
plurality of image files Stored on the participant com 
puterS, 

generating animation on Said participant computers by 
displaying Said image files responsive to Said animation 
control Signals, 

generating audible Speech on Said participant computers 
responsive to Said text, and 

generating additional animation on Said participant com 
puters responsive to Said text. 

12. The method of claim 11 wherein said step of gener 
ating additional animation on Said participating computers 
comprises the Step of generating lip movement animation. 

13. The method of claim 12 and further comprising the 
Step of generating phoneme information as the audible 
Speech is generated. 

14. The method of claim 12 wherein said step of gener 
ating additional animation on Said participating computers 
comprises the Step of generating facial expressions respon 
Sive to punctuation in Said text. 

15. The method of claim 11 wherein said step of down 
loading includes downloading speech control Signals for 
defining voice characteristics associated with Said text. 

16. A method of enabling two or more participant com 
puters to communicate over a network, comprising the Steps 
of: 

transferring a data Stream including text from one of Said 
participant computers to others of Said participant com 
puterS, 

generating audible Speech on Said other participant com 
puters responsive to Said text, and 
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generating animation on Said other participant computers 
responsive to Said data Stream. 

17. The method of claim 16 wherein said step of gener 
ating animation comprises the Steps of 

generating phoneme identifiers corresponding the audible 
Speech; and 

mapping Said phoneme identifiers to image files Stored on 
Said other participant computers. 

18. The method of claim 16 wherein said uploading step 
comprises the Step of uploading a data Stream including text 
and explicit commands from Said one participant computers 
to Said other participant computers. 
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19. The method of claim 18 and further comprising the 
Step of generating animation responsive to one or more of 
Said explicit commands. 

20. The method of claim 19 wherein said step of gener 
ating audible speech comprises the Step of generating 
audible speech on Said other participant computerS respon 
Sive to Said text and one or more of Said explicit commands 
as the data Stream is received. 

21. The method of claim 16 wherein said transferring step 
comprises the Step of transferring a data Stream including 
text from Said one participant computers to Said other 
participant computers via a host computer. 

k k k k k 


