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(57) Abstract: A three-dimensional (3D) camera and a method of operating the same are provided. The 3D camera includes: a
first photographing lens unit; a first image sensor which obtains first image information of an object through the first photograph-
ing lens unit; a beam division unit disposed on an optical path between the first photographing lens unit and the first image sensor
and which propagates light along a first path on which the first image sensor is positioned and along a second path that is different
from the first path; a second photographing lens unit disposed on the second path; a second image sensor which obtains second
image information of the object through the first photographing lens unit and the second photographing lens; and an image pro-
cessing unit which generates 3D image information from the obtained first image information and the obtained second image in-
formation.
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Description

Title of Invention: 3D CAMERA
Technical Field

Apparatuses and methods consistent with exemplary embodiments relate to a three-
dimensional (3D) camera for obtaining 3D images
Background Art

Recently, demand for various digital cameras is increasing, a 3D camera for
capturing 3D images is getting attention.

Generally, a two-dimensional (2D) camera captures one scene by using one pho-
tographing lens and one image sensor. The obtained image is called a 2D image.

In order to capture a 3D image, like human eyes, at least two photographing lenses
and two image sensors are needed. When a human views an object through their two
eyes, the eyes have different optical axes. Accordingly, a 2D image viewed via the left
eye and a 2D image viewed via the right eye show different geometrical locations, and
due to the difference in geometrical locations, the sense of depth can be recognized.

Recent technical developments enable conversion of a 2D image into a 3D image.
However, the conversion has a limitation. In response to such a limitation, various 3D
cameras having at least two photographing lenses and one image sensor so as to

capture an image from at least two view points are being developed.
Disclosure of Invention

Solution to Problem

According to an aspect of an exemplary embodiment, there is provided a 3D camera
including: a first photographing lens unit; a first image sensor which obtains first
image information of an object through the first photographing lens unit; a beam
division unit disposed on an optical path between the first photographing lens unit and
the first image sensor and propagates light along a first path on which the first image
sensor is positioned and along a second path that is different from the first path; a
second photographing lens unit disposed on the second path; a second image sensor
which obtains second image information of the object through the first photographing
lens unit and the second photographing lens unit; and an image processing unit which
generates 3D image information from the obtained first image information and the
obtained second image information.

The beam division unit may include a half mirror which transmits a portion of
incident light and reflects a remaining portion of the incident light.

The beam division unit may be arranged such that the first path is perpendicular to

the second path.
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One of a first optical system that includes the first photographing lens unit and a
second optical system that includes the first photographing lens unit and the second
photographing lens unit may have a viewing angle corresponding to a human sight,
and the other optical system may have a viewing angle that is wider than the viewing
angle described above.

The image processing unit may generate the 3D image information by computing
depth per pixel according to a wide angle distortion analysis.

According to an aspect of another exemplary embodiment, there is provided a 2D/3D
convertible camera including: a first photographing lens unit; a first image sensor
which obtains first image information of an object through the first photographing lens
unit; a beam division unit disposed between the first photographing lens unit and the
first image sensor, wherein, in a 3D mode, the beam division unit is disposed on an
optical path between the first photographing lens unit and the first image sensor and
propagates light along a first path on which the first image sensor is positioned and
along a second path that is different from the first path, and in a 2D mode, the beam
division unit is removed from the optical path between the first photographing lens unit
and the first image sensor; a second photographing lens unit disposed on the second
path; a second image sensor which obtains second image information of the object
through the first photographing lens unit and the second photographing lens unit; and
an image processing unit which generates 3D image information by using the obtained
first image information and the obtained second image information.

The beam division unit may include a half mirror which transmits a portion of
incident light and reflects a remaining portion of the incident light.

The beam division unit may be driven to rotate with an axis of rotation located at a
corner of the beam division unit.

In the 3D mode, rotary driving of the beam division unit may be controlled such that
the first path is perpendicular to the second path.

According to an aspect of another exemplary embodiment, there is provided a
method of operating a 3D camera including a first photographing lens unit, a first
image sensor, a second photographing lens unit, a second image sensor, and a beam
division unit so as to obtain an image from a plurality of view points, the method
including: selecting a 2D mode or a 3D mode as a camera mode; according to the
selection, controlling a position of the beam division unit such that in the 2D mode,
image information is obtained by the first image sensor through the first photographing
lens unit, and in the 3D mode, first image information is obtained by the first image
sensor through the first photographing lens unit, and second image information is
obtained by the second image sensor through the first photographing lens unit and the

second photographing lens unit and; and generating 3D image information from the
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obtained first image information and the obtained second image information when the

3D mode is selected.
In the 2D mode, the beam division unit may be removed from an optical path

between the first photographing lens unit and the first image sensor, and in the 3D
mode, the beam division unit may be disposed on the optical path between the first
photographing lens unit and the first image sensor to propagate light along a first path
on which the first image sensor is positioned and a second path on which the second
photographing lens unit is positioned.

According to an aspect of another exemplary embodiment, there is provided a
method of operating a 3D camera including a first photographing lens unit, a first
image sensor, a second photographing lens unit, a second image sensor, and a beam
division unit so as to obtain an image from a plurality of view points, the method
including: obtaining, at the first image sensor, first image information of an object
through the first photographing lens unit; obtaining, at the second image sensor, second
image information of the object through the first photographing lens unit and the
second photographing lens unit; and generating 3D image information from the
obtained first image information and the obtained second image information, wherein
the beam division unit is disposed on an optical path between the first photographing
lens unit and the first image sensor to propagate light along a first path on which the
first image sensor is positioned and along a second path that is different from the first
path and on which the second photographing lens is disposed.

Advantageous Effects of Invention

Aspects of one or more exemplary embodiments provide a three-dimensional (3D)
camera that has a compact structure and is used to capture two- and three-dimensional
images.

Brief Description of Drawings

The above and other features and advantages will become more apparent by de-
scribing in detail exemplary embodiments with reference to the attached drawings in
which:

FIG. 1 is a schematic view of a three-dimensional (3D) camera according to an
exemplary embodiment;

FIG. 2 is a view for explaining image processing performed using an optical path and
an image processing unit when the 3D camera of FIG. 1 operates in a 3D mode
according to an exemplary embodiment;

FIGS. 3A and 3B show example images captured from different view points
according to an exemplary embodiment;

FIG. 4 is a view for explaining an optical path when the 3D camera of FIG. 1
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operates in a two-dimensional mode according to an exemplary embodiment; and
FIG. 5 is a flowchart for explaining operations of a 3D camera according to an

exemplary embodiment.

Mode for the Invention

Hereinafter, exemplary embodiments will be described in detail with reference to the
attached drawings. In the drawings, like reference numerals denote like elements, and
sizes of the respective elements are exaggerated for clarity and ease of description.

FIG. 1 is a schematic view of a three-dimensional (3D) camera 100 according to an
exemplary embodiment. The 3D camera 100 captures an image from at least two view
points so as to generate 3D image information. Accordingly, the 3D camera 100
includes a first optical system that includes a first photographing lens unit 112 and a
first image sensor 114 and a second optical system that includes the first pho-
tographing lens unit 112, a second photographing lens unit 122, and a second image
sensor 124. In an exemplary embodiment, the first and second optical systems are
compactly arranged in a camera main body B and, thus, the 3D camera 100 is similar
to a two-dimensional (2D) camera in terms of appearance.

Referring to FIG. 1, the 3D camera 100 includes the first photographing lens unit
112, the first image sensor 114 for obtaining first image information of an object
formed by the first photographing lens unit 112, a beam division unit 132 interposed
between the first photographing lens unit 112 and the first image sensor 114, and the
second image sensor 124 for obtaining second image information of the object formed
by the first photographing lens unit 112 and the second photographing lens unit 122.

The beam division unit 132 may be arranged such that the position of the beam
division unit 132 is capable of being changed by a driving unit 134. That is, the
position of the beam division unit 132 may be changed by the driving unit 134 so that
the beam division unit 132 is disposed on an optical path between the first pho-
tographing lens unit 112 and the first image sensor 114 or the beam division unit 132 is
removed from the optical path. Such a driving is selectively performed to carry out an
operation for obtaining a 3D image or a 2D image. For example, a controller 136
controls the driving unit 134 according to an input signal of a user. The beam division
unit 132 may include, for example, a half mirror which allows a portion of incident
light to transmit and a remaining portion of the incident light to be reflected. The beam
division unit 132 may be driven by being rotated about an axis of rotation located at a
corner of the beam division unit 132. The driving unit 134 may be any driving
member, such as a motor or an actuator.

The first image sensor 114 and the second image sensor 124 obtain image in-

formation by converting an optical image into an electrical signal, and each may be
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any imaging device, such as a charge coupled device (CCD) or a complementary
metal-oxide semiconductor (CMOS).

The first photographing lens unit 112 forms an image of an object on the first image
sensor 114. Although the first photographing lens unit 112 illustrated in FIG. 1
includes one lens, it is understood that the structure of the first photographing lens unit
112 according to another exemplary embodiment is not limited thereto. For example,
the first photographing lens unit 112 may include a plurality of lenses. The second
photographing lens unit 122 forms an image of an object on the second image sensor
124, together with the first photographing lens unit 112. Like the first photographing
lens unit 112, the second photographing lens unit 122 may include one or more lenses.

The first optical system that includes the first photographing lens unit 112 and the
second optical system that includes the first photographing lens unit 112 and the
second photographing lens unit 122 may have different focal distances. For example,
one of the first optical system and the second optical system may have a viewing angle
corresponding to human sight, that is, a focal distance of about 50 mm, and the other of
the first optical system and the second optical system may have a viewing angle that is
wider than the viewing angle described above. Due to this structure, the first image
sensor 114 and the second image sensor 124 obtain different image information about
the same object captured from different view points.

An image processing unit 140 analyzes and computes the different view point image
information obtained by the first image sensor 114 and the second image sensor 124 so
as to generate 3D image information.

Hereinafter, an operation process performed by the 3D camera 100 according to one
or more exemplary embodiments will be described in detail with reference to FIGS. 2
through 4.

FIG. 2 is a view for explaining image processing performed using an optical path and
the image processing unit 140 when the 3D camera 100 of FIG. 1 operates in a 3D
mode. FIGS. 3A and 3B show example images captured from different view points.

In the 3D mode, the position of the beam division unit 132 is changed by the driving
unit 134 according to a control signal transmitted by the controller 136 in such a way
that the beam division unit 132 is disposed on the optical path between the first pho-
tographing lens unit 112 and the first image sensor 114. In this arrangement, light from
an object (OBJ) passes the first photographing lens unit 112 and then is divided into
two paths as illustrated in FIG. 2: a first path on which the first image sensor 114 is po-
sitioned and a second path on which the second image sensor 124 is positioned. The
beam division unit 132 may be arranged such that the first and second paths may be
perpendicular to each other. In this case, the components of the 3D camera 100 may be

easily and compactly arranged in the camera main body B.
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The first image sensor 122 obtains a first image of the OBJ formed by the first pho-
tographing lens unit 112, and the second image sensor 124 obtains a second image of
the OBJ formed by the first photographing lens unit 112 and the second photographing
lens unit 122. The first image and the second image are captured from different view
points. For example, as illustrated in FIGS. 3A and 3B, the first and second images
have different size ratios corresponding to different distances. The image shown in
FIG. 3A corresponds to a focal distance of 24 mm and the image shown in FIG. 3B
corresponds to a focal distance of 50 mm. An object in the image of FIG. 3A, which
has a relatively wide viewing angle, looks smaller than the same object in the same
position in the image of FIG. 3B, which has a relatively small viewing angle. This is
because the sense of depth with respect to the same position differs according to
viewing angle. In general, the sense of depth when perceived differently compared to
human sight is referred to as a wide angle distortion, and according to an exemplary
embodiment, a depth for generation of 3D image information is computed by
analyzing the wide angle distortion.

The image processing unit 140 generates 3D image information by analyzing images
obtained by the first image sensor 114 and the second image sensor 124. For example,
objects shown in the first and second images are divided into objects and sub objects.
Then, according to a wide angle distortion analysis, the divided units in the first and
second images are matched to compute size ratios. From the computing results, depth
per pixel is measured, and from the depth results, 3D image information, for example,
left-eye image information and right-eye image information, are generated.

FIG. 4 is a view for explaining an optical path when the 3D camera of FIG. 1
operates in a 2D mode according to an exemplary embodiment. In the 2D mode, the
beam division unit 132 is controlled to not be disposed on the optical path between the
first photographing lens unit 112 and the first image sensor 114. Accordingly, light
from the OBJ passes the first photographing lens unit 112 and an image of the OBJ is
formed on the first image sensor 114, and the light from the OBJ does not propagate
toward the second image sensor 124. The image processing unit 140 processes the
image information obtained by the first image sensor 112 to generate a 2D image.
However, it is understood that another exemplary embodiment is not limited to the
above-described structure. For example, according to another exemplary embodiment,
the beam division unit 132 may be disposed in a same position for both the 2D mode
and the 3D mode.

FIG. 5 is a flowchart for explaining operations of a 3D camera according to an
exemplary embodiment. The flowchart is for operating method of 3D camera including
a first photographing lens unit, a first image sensor, a second photographing lens unit,

a second image sensor, and a beam division unit, to obtain an image of a plurality of
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view points. The structure of FIG. 1 is an example structure that may embody the
method.

A user selects a 2D mode or a 3D mode (operation S303), and when the 3D mode is
selected, the beam division unit is controlled to be in a first position (operation S305).
The first position refers to an optical arrangement in which a first image of an object is
formed on the first image sensor and a second image of the object is formed on the
second image sensor. That is, the beam division unit is disposed such that light from an
object is divided to propagate toward the first and second image sensors. For example,
the beam division unit may be disposed on an optical path between the first pho-
tographing lens unit and the first image sensor.

Thus, the first image sensor and the second image sensor respectively obtain the first
and second images captured from different view points (operation S307).

The image processing unit analyzes the images obtained by the first image sensor
and the second image sensor to generate 3D image information. For example,
components of the images are divided into objects and sub objects (operation S309),
and a wide angle distortion analysis is performed by matching the divided units and
comparing size ratios (operation S311). From the analysis results, depth per pixel is
computed and 3D image information is generated.

When the 2D mode is selected, the beam division unit is controlled to be in the
second position (operation S304). The second position refers to an optical arrangement
in which an image of an object is formed only on the first image sensor. For example,
the beam division unit is removed from the optical path between the first pho-
tographing lens unit and the first image sensor so as not to allow light from the object
to propagate toward the second image sensor. Accordingly, the first image sensor
obtains an image (operation S306), and the obtained image is a 2D image.

The 3D camera described above includes two photographing lens units and two
image sensors and has a compact optical system. The appearance of the 3D camera is
similar to that of a 2D camera, and the 3D camera may be used to obtain 2D and 3D
images.

While exemplary embodiments have been particularly shown and described above, it
will be understood by those of ordinary skill in the art that various changes in form and
details may be made therein without departing from the spirit and scope of the present

inventive concept as defined by the following claims.
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Claims

A three-dimensional (3D) camera comprising:

a first photographing lens unit;

a first image sensor which obtains first image information of an object
through the first photographing lens unit;

a beam division unit disposed on an optical path between the first pho-
tographing lens unit and the first image sensor to propagate light along
a first path on which the first image sensor is positioned and along a
second path that is different from the first path;

a second photographing lens unit disposed on the second path;

a second image sensor which obtains second image information of the
object through the first photographing lens unit and the second pho-
tographing lens unit; and

an image processing unit which generates 3D image information from
the obtained first image information and the obtained second image in-
formation.

The 3D camera of claim 1, wherein the beam division unit comprises a
half mirror which transmits a portion of incident light and reflects a
remaining portion of the incident light.

The 3D camera of claim 1, wherein the first path is perpendicular to the
second path.

The 3D camera of claim 1, wherein one of a first optical system
comprising the first photographing lens unit, through which the first
image information is obtained, and a second optical system comprising
the first photographing lens unit and the second photographing lens
unit, through which the second image information is obtained, has a
viewing angle corresponding to a human sight, and the other of the first
optical system and the second optical system has a viewing angle that is
wider than the viewing angle corresponding to the human sight.

The 3D camera of claim 4, wherein the image processing unit generates
the 3D image information by computing depth per pixel according to a
wide angle distortion analysis.

The 3D camera of claim 5, wherein the image processing unit divides
components of the first image information and the second image in-
formation into objects and sub objects, and performs the wide angle
distortion analysis by matching the divided objects and sub objects and

comparing size ratios.
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A two-dimensional (2D)/3D convertible camera comprising:

a first photographing lens unit;

a first image sensor which obtains first image information of an object
through the first photographing lens unit;

a beam division unit disposed between the first photographing lens unit
and the first image sensor;

a second photographing lens unit;

a second image sensor which obtains second image information of the
object through the first photographing lens unit and the second pho-
tographing lens unit; and

an image processing unit which generates, in a 3D mode of operation,
3D image information by using the obtained first image information
and the obtained second image information,

wherein, in the 3D mode of operation, the beam division unit is
disposed on an optical path between the first photographing lens unit
and the first image sensor to propagate light along a first path on which
the first image sensor is positioned and along a second path that is
different from the first path and on which the second photographing
lens unit is disposed, and

wherein in a 2D mode of operation, the beam division unit is not on the
optical path between the first photographing lens unit and the first
image sensor.

The 2D/3D convertible camera of claim 7, wherein the beam division
unit comprises a half mirror which transmits a portion of incident light
and reflects a remaining portion of the incident light.

The 2D/3D convertible camera of claim 7, further comprising a driving
unit which drives the beam division unit to rotate with an axis of
rotation at a corner of the beam division unit.

The 2D/3D convertible camera of claim 7, further comprising a driving
unit which, in the 3D mode, rotary drives the beam division unit such
that the first path is perpendicular to the second path.

The 2D/3D convertible camera of claim 7, wherein one of a first optical
system comprising the first photographing lens unit, through which the
first image information is obtained, and a second optical system
comprising the first photographing lens unit and the second pho-
tographing lens unit, through which the second image information is
obtained, has a viewing angle corresponding to human sight, and the

other of the first optical system and the second optical system has a
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viewing angle that is wider than the viewing angle corresponding to the
human sight.

The 2D/3D convertible camera of claim 11, wherein the image
processing unit generates the 3D image information by computing a
depth per pixel according to a wide angle distortion analysis.

A method of operating a 3D camera comprising a first photographing
lens unit, a first image sensor, a second photographing lens unit, a
second image sensor, and a beam division unit so as to obtain an image
from a plurality of view points, the method comprising:

according to a mode of operation from among a 2D mode and a 3D
mode, controlling a position of the beam division unit such that, in the
2D mode, 2D image information is obtained by the first image sensor
through the first photographing lens unit, and, in the 3D mode, first
image information is obtained by the first image sensor through the first
photographing lens unit, and second image information is obtained by
the second image sensor through the first photographing lens unit and
the second photographing lens unit; and

generating, when in the 3D mode, 3D image information from the
obtained first image information and the obtained second image in-
formation.

The method of claim 13, wherein the controlling the position of the
beam division unit comprises:

in the 2D mode, removing the beam division unit from an optical path
between the first photographing lens unit and the first image sensor;
and

in the 3D mode, controlling the position of the beam division unit to be
on the optical path between the first photographing lens unit and the
first image sensor to propagate light along a first path on which the first
image sensor is positioned and a second path on which the second pho-
tographing lens unit is positioned.

The method of claim 14, wherein an axis of rotation of the beam

division unit is at a corner of the beam division unit.
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