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METHOD AND DEVICE FOR DECODING A
POSITION-CODING PATTERN

Field of the Invention

The present invention relates generally to decoding
of position-coding patterns and, more specifically, a
method for position decoding which comprises the step of
calculating a position on the basis of information deter-
mined from a partial area, recorded by a sensor, of a
position-coding pattern.

The invention also relates to a device, a computer
program and a storage medium which can be used to decode
a position-coding pattern.

Background Art

There are position-coding patterns which have the
property that the absolute position in the position-
coding pattern for a partial area of the position-
coding pattern of a smallest predetermined size can be
calculated by means of the information in the partial
area and a predetermined algorithm. Examples of such
position-coding patterns are disclosed in US 5,477,012
(0. Sekendur), where each position is coded by means
of a symbol, and WO 92/17859 (Hewlett Packard Co.),

WO 00/73983 (Anoto AB), WO 01/26033 (Anoto AB) and
US 5,973,110 (Xerox Corp), where each position is coded
by means of a plurality of symbols.

Position-coding patterns of this type can be used,
for instance, for digital recording of information which
is written and/or drawn by hand by means of a user unit
on a base provided with the position-coding pattern.
While moving the user unit, images of the position-coding
pattern are continuously recorded locally at the tip of
the user unit. One or more symbols in each of the images
are decoded to a position. The decoded positions together
constitute a digital description of the user unit’s move-

ment over the base.
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As long as the position-coding pattern is perfectly
reproduced on the base and as long as the position-coding
pattern is perfectly imaged in the recorded images, the
position decoding can be expected to function very well.

5 In practice, however, there is a risk of the position-
coding pattern being distorted more or less when being
applied to the base. It also happens that the user unit
does not image the position-coding pattern perfectly
owing to defects in the user unit’s imaging system and

10 Dbecause the user tilts the user unit when writing and
the position-coding pattern thus is imaged in perspec-
tive. This can in turn result in incorrect positions
being decoded from the position-coding pattern.

Incorrectly decoded positions can be discovered if

15 the position-coding pattern contains redundant informa-
tion which enables error detection. They can also be
discovered if the distance to previously and/or subse-
quently decoded positions is unreasonable.

If an incorrectly decoded position is detected, it

20 can be either retained or rejected. If the position is
retained, the digitally recorded positions will not cor-
rectly represent the user unit’s movement over the base.
If the incorrectly decoded position is instead rejected,
there will be a “gap” in the digitally recorded posi-

25 tions. Many such gaps can obstruct the possibility of
interpreting what has been written on the base.

Summary of the Invention

A general object of the invention is to solve
this problem and thus improve the quality of the digi-

30 tal representation of the information generated on the
position-coded base.

A specific object is to increase the number of posi-
tions that can be decoded correctly from images of the
position-coding pattern.

35 One more specific object is to increase the number
of correctly decoded positions without inappropriately

increasing the time needed for decoding.
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Another specific object is to increase the number
of correctly decoded positions without inappropriately
increasing the need for memory space and/or processor
capacity for decoding.

These and other objects that will be evident from

“the following description are achieved wholly or partly

by means of a method, a computer program, a storage
medium and a device according to the appended claims.

According to a first aspect, the invention relates
more specifically to a method for position decoding, com-
prising the step of calculating a position on the basis
of information determined from a partial area, imaged by
a sensor, of a position-coding pattern. The method fur-
ther comprises the steps of, if the calculation of the
position fails, matching the information from the partial
area imaged by the sensor with information about how the
position-coding pattern is designed in a plurality of
matching partial areas which each define a position in
the position-coding pattern, and accepting the position
of the positions defined by the matching partial areas
which according to the matching step is the most probable
position in the position-coding pattern for the imaged
partial area.

By matching being carried out when the calculation
of the position fails, a position is obtained, which in
most cases better reflects the sensor’s position when
imaging the partial area than the position that is pos-
sibly obtained through the failed calculation. Moreover,
gaps in the digital representation are avoided.

Matching can take place immediately when the posi-
tion calculation has failed. Alternatively, it can be
made at a later stage when more position information has
been recorded, which can simplify matching.

The position calculation can fail, for instance,
owing to partial results or the final result in the cal-
culation being obviously incorrect. Partial results can

be obviously incorrect when they contain values that
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should not be obtained in decoding of the position-coding
pattern. The final result can be obviously incorrect if
the decoded position is not located within a certain dis-
tance in terms of time from the immediately preceding or
succeeding correctly decoded position or if the final
result is considered to be far too unreliable.

It should here be pointed out that the partial area
imaged by the sensor can be of a larger size than the
matching partial areas and in particular can comprise
more information than is strictly necessary to enable
calculation of a position.

Matching can be carried out with all conceivable
partial areas in the position-coding pattern which define
a position. If the position-coding pattern is large, the
matching can, however, be time-consuming. Instead, the
matching can be restricted so as to be carried out merely
in a limited matching area adjacent to a previously
accepted position since the position to be determined is
most probably located relatively close to a previously
accepted position. If there are several accepted posi-
tions which are based on partial areas which have been
imaged in terms of time close to the partial area for
which the position calculation failed, more than one
accepted position can, of course, be used to define
the limited matching area.

The size of the limited matching area can be
predetermined or determined dynamically, for instance
with the aid of the speed and/or acceleration of the
sensor before and/or after the imaging of the partial
area for which the position calculation failed.

If it is assumed that the partial area for the fail-
ed position calculation can be expected to be positioned
within a distance d from the previously accepted posi-
tion, where d is the distance between positions or sym-
bols in the position-coding pattern, information in the
partial area for the failed position calculation must be

matched with information from (2d+1)? partial areas in
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the position-coding pattern. If the matching is instead
carried out in one dimension at a time in the position-
coding pattern, the information in the partial area for
the failed position calculation only has to be matched
with information from 2(2d+1) partial areas instead. This
requires, however, that the positions can be decoded
separately in the different dimensions in the position-
coding pattern. It should also be emphasized that the
matching need not be carried out in all dimensions. If
the position calculation succeeds in one dimension but
fails in another, it is sufficient for the matching to
be carried out in the dimension for which the position
calculation has failed.

The position-coding pattern can be designed so that
each position is coded by means of a plurality of ele-
ments, which can each assume at least two different
values. In matching, the imaged partial area is then
compared with the matching partial areas at element level
and a measure of the probability that the elements assume
the same values in the two matched partial areas is
determined.

The measure of the probability can, for instance,
consist of the number of corresponding element values. As
another example, the information from the imaged partial
area can consist of a set of probability wvalues. More
specifically, each probability value in the set can indi-
cate a probability that one of the elements of the imaged
partial area assumes one of the possible values. The set
of probability wvalues can comprise a probability wvalue
for each of the possible values of each element or the
probability values of merely certain elements and values.
The measure of the probability is determined on the basis
of the probability wvalues for the values which the ele-
ments of the matching partial area assume. If the ele-
ments of the matching partial area assume a certain com-
bination of values which are known owing to the composi-

tion of the position-coding pattern being known, for
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instance the probability values for the values of the
corresponding elements can be multiplied for determining
the combined probability that the elements in the imaged
partial area assume these values. By the matching being
based on probability values for the elements that are
determined from the imaged partial area, the information
in this will be used to a greater extent than if only the
element values for the partial area are determined.

The above-mentioned elements can, for example, cor-
respond to the symbols of which the position-coding pat-
tern is composed and which are imaged by the sensor when
using the position-coding pattern. The elements can also
correspond to information at a higher or processed level.
The symbols can, for example, be divided into groups
where each group constitutes an element which can assume
different values depending on the values for the symbols
in the group. Moreover, elements can be defined by two
or more groups jointly. The imaged partial area thus need
not be matched with the matching partial areas with the
same resolution that is found in the position-coding pat-
tern, which can save both time in matching and memory
space when information from imaged partial areas is to be
saved awaiting matching.

Additional optimisations of the matching can be made
by not matching all available information.

After carrying out the matching, the position
accepted based on the imaged partial area can be verified
by means of the information from the imaged partial area,
which as a rule contains more information than is neces-
sary for the position calculation/matching. The verify-
ing step can be advantageous since the matching always
results in a position. If the matching area is selected
adjacent to a previously accepted position, the distance
to this position cannot be used to determine the position
obtained by the matching, and then it may be advantageous
to verify the position by means of the additional infor-

mation that is available in the imaged partial area. The
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verification can advantageously be made by means of pro-
bability calculations.

The above-described method for position decoding can
advantageously be used together with the position-coding
pattern that has been developed by Anoto AB and is
described in for instance WO 01/26033. A variant of this
pattern is described in Appendix A in the present appli-
cation. The position-coding pattern has precisely the
property that a position can be decoded separately in
each dimension in the position-coding pattern.

The above method can be accomplished in hardware or
software. Thus, the invention also relates to a computer
program, which comprises program code which, when exe-
cuted in a computer, causes the computer to carry out a
method according to any one of the method claims.

The computer program can be executed by a processor
which is arranged in the same unit as the sensor that
images the partial area for which a position is to be
decoded or in another unit.

The computer program can be stored in and distribut-
ed in the form of a storage medium, such as a RAM, a ROM,
an optical disk, a magnetic tape or some other commer-
cially available storage medium. The storage medium can
also be a propagating signal.

According to one more aspect, the invention concerns
a device which comprises a signal-processing unit, which
is adapted to calculate a position on the basis of infor-
mation determined from a partial area, imaged by a sen-
sor, of a position-coding pattern. The signal-processing
unit is further adapted to match, if the calculation of
the position fails, the information from the partial
area imaged by the sensor with information about how the
position-coding pattern is designed in a plurality of
matching partial areas, which each define a position in
the position-coding pattern, and to accept the position
of the positions defined by the matching partial areas,
which according to the matching step is the most probable
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position in the position-coding pattern for the imaged
partial area.

The advantages of the device are evident from the
above discussion of the method.

The signal processing unit may e.g. be realized
by a suitably programmed processor, by specifically
adapted hardware, such as an ASIC (Application-Specific
Integrated Circuit) or an FPGA (Field Programmable Gate
Array), by digital or analog circuits or any combination
thereof. The signal processing unit thus have means for
carrying out each one of the steps of the decoding
method.

Brief Description of the Drawings

The present invention will now be described in more
detail by way of embodiments with reference to the accom-
panying drawings, in which

Fig. 1 is a schematic view of a system in which the
invention can be used;

Fig. 2 illustrates schematically decoding and match-
ing of partial areas on a sheet of paper;

Fig. 3 shows schematically a partial area with sym-
bols;

Fig. 4 shows schematically how the coding in the
x direction can be carried out;

Fig. 5 shows schematically how a primary number
sequence PD can be built up of four secondary number
sequences Al-A4;

Fig. 6 shows an example of graphical coding of a
position-coding pattern;

Fig. 7 shows a product with an enlarged position-
coding pattern;

Fig. 8 shows how extra symbols can be read to be
used for error correction purposes;

Fig. 9 is a flow chart which shows an example of how

a position-coding pattern can be decoded;
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Fig. 10 is a flow chart which shows an example of
how an image of a partial area of a position-coding
pattern can be decoded to a position;

Fig. 1lla shows a sheet of paper provided with a

5 position-coding pattern;

Fig. 11b is an enlargement of part of the position-
coding pattern in Fig. 1lla;

Fig. 12 shows four ideal locations of a mark in a
position-coding pattern;

10 Fig. 13 shows how value probabilities of a mark are
calculated;

Figs l4a-c show how value probabilities for an
element are calculated;

Figs 15a-c illustrate the creation of a first and a

15 second matrix;

Fig. 16 shows a cyclic main number sequence

Fig. 17 illustrates the calculation of a sequence
probability;

Fig. 18 illustrates steps in the decoding of the

20 position-coding pattern;

Fig. 19 illustrates rotation of a position-coding
pattern;

Fig. 20 is a flow chart showing position decoding;

Fig. 21 is a schematic block diagram showing posi-

25 tion decoding; and

Fig. 22 shows schematically a device in which the
position decoding can be carried out.
Detailed Description of Embodiments

Fig. 1 schematically shows a system for information
30 management, in which the present invention can be used.
The system comprises a base 1 in the form of a sheet of
paper, a user unit 2 and an external unit 3. The sheet
of paper is provided with a position-coding pattern 4 of
which only a small part is schematically indicated in an
35 enlarged state. The user unit 2 can be used to write on
the sheet of paper 1 in the same way as with an ordinary

pen and to simultaneously record what is being written in



WO 03/038741 PCT/SE02/01962

10

15

20

25

30

35

10

digital form. The digitally recorded information can be
processed in the user unit 2 and/or the external unit 3,
to which it can be sent automatically (on-line) or when
signalled by the user. For the digitally recorded infor-
mation to correctly reflect that on the sheet of paper,
it is important that the position decoding be made as
correctly and completely as possible.

The position-coding pattern 4, which will be
described in more detail below, is made up of graphical
symbols, which are arranged or designed according to pre-
determined rules, which means that if a partial area of
the position-coding pattern is correctly imaged, said
partial area having a predetermined minimum size, the
position of the partial area in the position-coding pat-
tern can be determined unambiguously by means of one or
more symbols in the imaged partial area and a predeter-
mined decoding algorithm. The position can be obtained
as a pair of coordinates in a Cartesian or another coor-
dinate system.

When a user writes by means of the user unit 2 on
the sheet of paper 1, the user unit will continuously
record images of a partial area of the position-coding
pattern at the tip of the user unit. Each image is
decoded to a position. A sequence of such decoded posi-
tions then constitutes a digital representation of the
user unit’s 2 movement over the sheet of paper and thus
of what is written on the sheet of paper.

The decoding of the position-coding pattern can take
place in the user unit 2 or in the external unit 3 or
in some other unit to which the images of the position-
coding pattern are sent in a more or less processed form.

As mentioned above, the information in the partial
area is decoded by means of a predetermined decoding
algorithm. This functions well as long as the partial
area is correctly imaged. Under actual conditions, how-
ever, the user unit often cannot image the partial area

quite correctly, for instance owing to poor lighting con-
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ditions or the user holding the pen in an inclined posi-
tion which causes the partial area to be imaged in per-
spective or the imaging mechanism deforming the image. It
then happens that the decoding algorithm misinterprets a
symbol or misses a symbol, which results in the position
being incorrectly decoded. Errors can also arise if the
position-coding pattern is not quite correctly reproduced
on the sheet of paper but has been deformed to some
extent when being applied to the sheet of paper. A posi-
tion can also be considered incorrect, if, for some rea-
son, it cannot be accepted, for example, by being con-
sidered far too unreliable.

Under certain conditions, errors can be discovered,
for example, if the position-coding pattern contains
redundant information which enables error detection or
if the decoded position is unreasonable in relation to
previously or subsequently decoded positions.

Fig. 2 schematically shows how the problem with
incorrectly decoded positions can be solved. A sheet
of paper 200 is provided with a position-coding pattern,
which for the sake of clarity is not shown in the Figure.
A first partial area A codes a position P1 which has been
decoded without any decoding error being detected and
which therefore has been accepted as a correctly decoded
position. A third partial area C codes a position P3
which has also been accepted as a correctly decoded posi-
tion. After the user unit has imaged the partial area A
and before it has imaged the partial area C, it has imag-
ed the partial area B which has the position P2. Owing to
a distorted image, the information in the partial area B
has, however, been decoded to an incorrect position P2’
which corresponds to the partial area B’ which has been
indicated by dashed lines.

Instead of rejecting the partial area B as unusable,
a matching operation is carried out. The matching opera-
tion need not be carried out immediately, but may be car-

ried out later, when one or more positions have been cor-
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rectly decoded. In this example the decoding is carried
out after the correct decoding of partial area C.

More particularly, information determined from the
imaged partial area B is matched or compared with infor-
mation about how the position-coding pattern is composed
in different partial areas in a matching area M around
the partial areas A and C. An example of in which area
the matching can take place is given by the dash-dotted
line. The area can be selected as a predetermined area
or be selected dynamically. When selecting the matching
area, one or more accepted positions can be taken into
consideration, whose corresponding partial areas may have
been recorded before and/or after the partial area for
which the position calculation failed. In particular, the
speed and acceleration of the user unit before and/or
after the recording of the partial area for which the
position calculation failed can be determined and used as
a base for an assessment of the matching area.

Matching can take place in one or two dimensions.
Depending on the composition of the position-coding pat-
tern, the position decoding can in some cases be carried
out separately for each dimension. It may then happen
that the position calculation succeeds in a first dimen-
sion and results in an accepted position for this dimen-
sion, but the position calculation in the second dimen-
sion fails and results in a position in the second dimen-
sion which is obviously incorrect. In most cases, the
matching then only has to take place in the incorrect
dimension.

Assume, for instance, in Fig. 2 that the calculation
of the x coordinate of the position P2 has succeeded and
only the calculation of the y coordinate has failed, so
that a position P2” corresponding to the partial area B”
is obtained. The incorrect position in the y direction
is detected since it is located too far away from the
accepted positions Pl and P3. The information in the

imaged partial area B then need only be matched with
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information from different partial areas with a varying
y coordinate in the range M’.

Matching is thus carried out between on the one hand
information which originates from an imaged partial area
and which therefore is not always 100% correct and, on
the other hand, known information about the appearance of
the position-coding pattern in different matching partial
areas. In each matching of an imaged partial area with a
matching partial area, a probability is determined for
the imaged partial area to image the matching partial
area. When all matching partial areas in the matching
area have been matched, the position is chosen, which
corresponds to the matching partial area for which the
greatest matching probability has been obtained.

Of course, it is desirable for the matching to be as
quick as possible so that the digital recording of what
is being written on the sheet of paper can be made in
real time and the matching will require as little pro-
cessor capacity and memory space as possible. The latter
is especially desirable when the matching operation is
carried out in the user unit which normally can be
expected to have limited processor capacity and limit-
ed memory space. It is therefore desirable to optimise
matching in various ways.

In the example above, the incorrect positions P2’
and P2'’ are positions on the paper. They can however
also be positions that are not on the paper.

It should furthermore be pointed out that in Fig. 2
the sizes of the partial areas relative to the sheet of
paper are for the sake of clarity greatly enlarged
relative to a practical embodiment.

Fig. 3 shows an example of a partial area 300 which
codes a position and which contains 6 * 6 symbols which
are each schematically illustrated with a dot 310. For
the sake of clarity, different values of the symbols are
not shown, but all symbols are shown with the same dot.

Each symbol can assume a predetermined number of diffe-
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rent values, for instance “0” and “1”. The value of the
symbol can be coded by means of different parameters,
such as the size of the dot, the location of the dot or
the shape of the dot. It goes without saying that partial
areas with a different number of symbols can be used.

The matching of the partial area 300 with a partial
area of known content can take place at different levels.
For instance, it can take place at the symbol level. In
this case, each symbol value determined from the partial
area 300 can be compared with the corresponding symbol
value in the partial area of known content and the number
of correct symbol values can be used as an indication of
the probability that the partial area 300 corresponds to
the partial area of known content. Alternatively, when
decoding the values for the symbols in the partial area
300, a probability can be determined that each symbol
assumes each of the possible values, for instance “0” and
“1” ., For each matched partial area, the combined probabi-
lity that the symbols in the partial area 300 assume pre-
cisely the combination of values in the matching partial
area can be determined. The position of the matching
partial area with the greatest combined probability is
selected as the decoded position for the partial area
300.

The matching can alternatively be made at a “higher”
level. The symbols can be arranged in groups, for
instance in column or row vectors, and a vector value can
be determined for each vector. Fig. 3 shows an example of
a group designated 320. Instead of symbol values, group
values or vector values can thus be compared in each par-
tial area matching, which results in fewer comparisons
for each partial area. Similarly to the matching at the
symbol level, it is also possible to determine the proba-
bility that each group/vector assumes each of its pos-
sible values and to determine the combined probability
for each matched partial area. This means that fewer pro-

babilities have to be combined in each partial area
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matching. The matching at group level also means simpli-
fications as regards obtaining information about how
the position-coding pattern is composed in the different
matching partial areas since it is then sufficient to
store or calculate group values instead of symbol values.

The matching can also be made with information that
has been processed to a still greater degree from the
imaged partial area. For example, information originating
from two or more groups can be compared in the matching.

In the following, the position decoding will be
exemplified and described in more detail with reference
to a specific position-coding pattern which has been
developed by the applicant and for which protection has
been solicited, inter alia, by way of International
Patent Application PCT/SE02/01243, which was not publicly
available at the time of filing the present application.
The position-coding pattern and the decoding thereof will
be described in detail in Appendix A with reference to
Figs 4-9. However, a brief and simplified description of
the pattern follows below.

The position-coding is based on a number sequence
which below is referred to as difference number sequence.
This difference number sequence has the property that if
one takes an arbitrary partial sequence of a predetermin-
ed length, for instance a partial sequence with five dif-
ference numbers, this partial sequence always has an
unambiguously determined location in the difference num-
ber sequence. In other words, it appears only once in the
difference number sequence and can thus be used for posi-
tion determination. More specifically, the difference
number sequence “runs” along the x axis as well as along
the y axis of the position-coding pattern.

The actual position-coding pattern is made up of
simple graphical symbols which can assume four different
values, 0-3. Each symbol consists of a mark which, for
instance, can have the shape of a dot and which can be

displaced a distance in one of four different directions
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relative to a nominal position or raster point, see

Fig. 6. The nominal position consists of an intersection
between raster lines in an invisible raster. The value

of the symbol is determined by the direction of the dis-
placement. Each symbol value 0-3 can be converted into
one bit which is used for coding an x coordinate and one
bit which is used for coding a y coordinate, i.e. into
the pairs of bits 0,0; 0,1; 1,0; and 1,1. Thus the coding
is made separately in the x and y direction, but the
graphical coding is made with a symbol which is common to
the x and y bit.

Each position is coded by 6 * 6 symbols which can
thus be converted into a 6 * 6 bit matrix for an x coor-
dinate and a 6 * 6 bit matrix for a y coordinate for the
position. If the x bit matrix is considered, this can be
divided into six columns of six bits each. Each sequence
of bits in a column constitutes a partial sequence in a
63-bit-long cyclic main number sequence which has the
property that if a partial sequence having a length of
six bits is selected, this has an unambiguously deter-
mined place in the main number sequence. The six columns
can thus be converted into six position numbers or
sequence values which correspond to six places in the
main number sequence. Between these six position numbers,
five difference numbers can be formed in pairs, which
constitute a partial sequence of the difference number
sequence and which thus have an unambiguously determined
place in the same and, thus, an unambiguously determined
place along the x axis. For a certain x coordinate, the
position numbers will vary depending on the y coordinate.
On the other hand, the difference numbers will be the
same independently of the y coordinate since all the time
the position numbers vary according to the main number
sequence which is repeated cyclically in the columns in
the entire position-coding pattern.

Correspondingly six rows in the y bit matrix define

six position numbers in the main number sequence. These
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six position numbers define five difference numbers,
which constitute a partial sequence of the difference
numbers sequence and which thus have an unambiguously
determined place along the y axis.

When the position-coding pattern is used, images
of different parts of the position-coding pattern are
recorded, as has been described above. As a rule, the
images contain considerably more than 6 * 6 symbols. In
fact, the decoding is normally based on the best 8 * 8
symbols in the image. The extra symbols are used, inter
alia, for error detection and/or correction, which is
described in more detail in Appendices A and B.

Since the position-coding pattern is not always per-
fectly reproduced on a surface and since the user unit
sometimes deforms the position-coding pattern during
imaging, it may be difficult to determine quite safely
the displacements of the dots and, thus, the value of the
symbols. In a practical embodiment, it is therefore pos-
sible to determine instead the probability that each sym-
bol assumes each of the four different possible values.
Thus the imaged partial area is decoded to a matrix with
four probability values for each matrix element in the
matrix, where each matrix element corresponds to a
symbol. This matrix can, in turn, be divided into two
matrices - one for the x coordinate and one for the y
coordinate. Each of these two matrices contains two
probability values for each matrix element in the matrix.
One for the probability that the matrix element has the
value “1” and one for the probability that the matrix
element has the value “0”. The processing of each image
of the position-coding pattern thus results in two pro-
bability value matrices Px and Py. How these matrices can
be determined is described in more detail in Appendix B
with reference to Figs 10-19. Protection is solicited for
the content of Appendix B in, inter alia, International
Patent Application PCT/SE02/01246 which was not publicly

available at the time of filing the present application.
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In the following, position decoding based on the
above-described Anoto position-coding pattern will be
described with reference to the flow chart in Fig. 20.
The position decoding is preferably carried out by means

5 of a processor and suitable program code which can be
available in the user unit 2 or the external unit 3 in
Fig. 1 or in some other unit.

The input signal to the program code comprises the
above-mentioned two probability value matrices Px and Py

10 (corresponds to matrices 34 and 35 in Fig. 18), which
thus relate to the x coordinate and the y coordinate
respectively. Based on these probability matrices, an
X position and a y position are calculated, step 1800.
How this can be carried out is described in more detail

15 in Appendices A and B. Briefly, for each of the matrices
Px and Py, the most probable places in the main number
sequence which the bit sequence in each column and row
has, are determined. From the thus obtained places or
position numbers (also referred to as “sequence values”

20 in Appendix B), difference numbers are determined for the
x and y direction respectively. The difference numbers
form a partial sequence of the difference number sequence
for the x direction and the y direction, respectively.
The partial sequences each have an unambiguously deter-

25 mined location in the difference number sequence. The
location can be determined in the manner described in
Appendix A. The location of the x number sequence deter-
mines the x coordinate and the location of the y number
sequence determines the y coordinate.

30 The coordinate calculation can result in three
cases. Either the calculation of the two coordinates
succeeds, 1801, or the calculation of one coordinate
succeeds, 1802, but the calculation of the other coordi-
nate fails, or else the calculation of both coordinates

35 fails, 1803.

If no error is detected during the coordinate cal-

culation, this is considered to have succeeded and the
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position is stored as an accepted position, step 1804.
All the other information concerning the imaged partial
area can then be rejected if no further checks of the
position are to be made.

If the calculation of one coordinate fails, infor-
mation about this coordinate is saved for use in match-
ing, while the coordinate for which the calculation has
succeeded is stored and the associated information is
rejected, step 1805, if no further checks of the position
are to be made.

If the calculation of the two coordinates fails,
of course the information about the two coordinates is
saved, step 1806.

The information saved can be the entire information
on which the position calculation was based, i.e. the
probability value matrix/matrices Px and/or Py, or this
information in a more or less processed form. For exam-
ple, the probability values that each column assumes each
of the possible position numbers may be calculated and
saved. Alternatively, for instance only the most probable
combination of position numbers may be saved, optionally
together with the associated probabilities. Different
combinations or subsets of the above-mentioned informa-
tion may also be saved.

The matching can take place immediately or later
when more positions have been decoded.

Now assume that the calculation of the x coordinate
has succeeded, but that the decoding of y coordinate has
failed. The x coordinate has been saved as have also the
probability values for all the conceivable position num-
bers defined by the rows in the y coordinate matrix.

When the matching is to be carried out, first the
area in which the matching is to take place is deter-
mined, step 1807. Since the x coordinate in this case
is known, the matching need only take place along the

y axis. The range along the y axis can be determined
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based on a previously and a subsequently accepted
y coordinate.

Then the actual matching takes place. Since the
x coordinate is known, it is known for each y coordi-
nate in the matching area to which position numbers the
y coordinate corresponds. The probabilities stored for
these position numbers are fetched from the memory and
the combined probability is calculated as the product of
the probabilities for the position numbers in gquestion,
step 1808. When the combined probability has been calcu-
lated for all y coordinates in the matching area, the
y coordinate for which the greatest combined probability
has been obtained is selected, step 1809. The previously
stored x coordinate and the selected y coordinate are
stored as an accepted position, step 1810, and all infor-
mation saved for the matching is rejected if no further
check of the position is to be made.

In an alternative embodiment, only the most probable
position number for each row can be saved. In this case,
the number of corresponding position numbers is compared
for each y coordinate. The y coordinate for which the
largest number of corresponding position numbers is
obtained is selected. This embodiment has the advantage
that the amount of information saved will be smaller. On
the other hand, this results in a rougher measure of the
probability that the imaged partial area corresponds to
the matching partial area as regards the position in the
y direction.

In yet another alternative embodiment, in addition
to the most probable position numbers also the probabi-
lities for these are saved. The most probable y coordi-
nate can then be selected based on the number of corre-
sponding position numbers, the combined probability for
these and the combined probability for the non-corre-
sponding position numbers.

If the position calculation fails for both coordi-

nates, step 1803, for instance the most probable position
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number for each of the rows in the y coordinate matrix Py
and the most probable position number for each of the
columns in the x coordinate matrix Px are saved.

The matching is carried out for one coordinate at a
time. Assume that the matching begins with the x coordi-
nate. First the matching area is determined as a range
along the x axisg, step 1811. The size of the area can be
determined with regard to the same parameters as men-
tioned above. Subsequently, the actual matching takes
place, step 1812.

Since the y coordinate is not known in this case,
the position numbers to which the different x coordinates
correspond are not known, only the difference numbers. A
conceivable matching strategy is to calculate the diffe-
rences between the stored position numbers and match
these with the differences for the different x coordi-
nates in the matching area. Since an incorrect position
number causes two incorrect differences, this is, how-
ever, not an optimal strategy.

Another conceivable solution would be to test all
conceivable combinations of position numbers which give
rise to the difference numbers for the matched x coor-
dinate. For each combination of position numbers which
matches the difference numbers, the probability wvalues
for the position numbers are selected and multiplied. The
x coordinate for which the highest probability value is
obtained is determined. This solution functions well, but
requires many calculations and thus takes a long time.
Moreover, it requires access to the probability values
for all position numbers.

To optimise matching, the matching can instead be
carried out by means of an algorithm which calculates how
many position numbers correspond to at least one subse-
quent position number with respect to the difference num-
bers for the matched x coordinate, the position numbers

being considered from the right to the left.
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Assume that 8 position numbers po-p; are accessible,
which have been determined from the imaged partial area.
These are to be matched with seven difference numbers
So-8¢, which constitute the partial sequence of diffe-

5 rence numbers which codes the x coordinate with which the
information from the imaged partial area is to be match-
ed. The difference numbers can be determined by the com-
position of the position-coding pattern being known.

Then the algorithm functions as follows:

10 Numbermatch = 0
For k = 6 down to 0
For i=0 to 6-k
If pPreisi-Px=sum(j=k:k+i) (s;)
Numbermatch=Numbermatch+1;
15 ] Interrupt innermost loop;
End
End
End
When the algorithm has been executed, the variable
20 Numbermatch contains the number of position numbers that
correspond to at least one subsequent position number
as regards the differences in the difference number par-
tial sequence.

When all the matchings have been carried out, the

25 X coordinate for which Numbermatch was greatest is
selected. The coordinate is saved as a successful coor-
dinate. In addition, the position numbers for the x coor-
dinate can now easily be determined to be used at a pos-
sibly subsequent verifying step, as will be described

30 Dbelow.

The algorithm above will now be illustrated by way
of an example. Assume that a partial area has been imag-
ed, which contains symbols which for the x coordinate
give rise to the following partial sequence P of position

35 numbers. These position numbers define a partial sequence
D of difference numbers. Further assume that the partial

area has not been imaged correctly and that the incorrect



WO 03/038741 PCT/SE02/01962

10

15

20

25

30

35

23

partial sequence P* has been obtained in the position
calculation based on the information from the imaged
partial area. Finally assume that the main number
sequence is 63 bits long, which means that the diffe-
rences between the position numbers which indicate the
places in the main number sequence are calculated modulo
63.

P= 23 12 54 43 7 18 11 35
D= 52 42 52 27 11 56 24
P*= 23 55 54 43 7 42 11 35

The position numbers No. 1 (55, i.e. second position
number from left in P*) and No. 5 (42, i.e. sixth posi-
tion number from left in P*) have thus been decoded
incorrectly. The algorithm described above will in this

Example function as follows

Numbermatch = 0

P6:
(35-11)modé3

24 . P6 matched. Numbermatch = 1

P5:

(11-42)modé3 32 (should be 56) No match
(35-42)modé3 56 (should have been 17 =
(56+24)modé63. No match. P5 not matched.

P4
(42-7)modé3 = 35 (should have been 11) No match.
(11-7)mod 63 = 4 = (11+56)modé63. P4 matched.

Numbermatch =2

P3:
(7-43)modé3 = 27. P3 matched. Numbermatch=3
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P2:
(43-54)mod63 = 52. P2 matched. Numbermatch=4

P1l:

5 (54-55)mod36= 62 (should have been 42) No match.
(43-55)modé3 =51 (should have been 31=(42+52)modé63.
No match.
(7-55)modé3 = 15(should have been
58=(42+52+27)mod63. No match.

10 (42-55)mod63=50 (should have been
6=(42+52+27+11)mod63. No match.
(11-55)mod6é3= 19 (should have been
62=(42+52+27+11+56)mod63. No match.
(35-55)modé3 = 43 (should have been 23) =

15 (42+52+27+11+56+24)mod63. No match.
P1 not matched.

PO:
(55-23)modé3 =32 (should have been 52). No match.
20 (54-23)mod63 = 31=(52+42)modé3. PO matched.

Numbermatch = 5

The algorithm will thus arrive at the fact that five
position numbers correspond with at least one subsequent
25 position number as regards the differences in the diffe-
rence number partial sequence. The number of correspond-
ing position numbers is used as a measure of the matching
probability.
The above example of how the x coordinate can be
30 matched if the position calculation has failed for both
coordinates of course functions just as well if one
begins with the y coordinate instead of the x coordinate.
When the first coordinate has been determined by
matching, the second coordinate can be determined in the
35 same way as described above for the case where the posi-

tion calculation has failed merely for one coordinate, or
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in the same way as for the first coordinate of the two
failed ones.
The above algorithm can be optimised by several
matchings being evaluated simultaneously and by the sums
5 of the difference numbers being processed more effi-
ciently. The algorithm can then be as follows, where ss;

for each matching is equal to sum(s,..s;).

For each matching
10 For k = 0 to 6
For i= 0 to 6-k
dp= Pk+i+1-Px

If dp = ss;
Numbermatchy= Numbermatchy+1l
15 Interrupt innermost loop;
End

End
End
Check whether Numbermatch, is the greatest so
20 far, in that case save value of Numbermatch
and the corresponding x coordinate.
For j=0 to 5
Numbermatch; = Numbermatchj,:
End
25 Numbermatchg = 0
d= the next preceding difference number in the
difference number sequence.
For j=6 to 1
ss5=884.1 + d
30 End
ssy = d
End

The matching can advantageously be terminated with
35 a verifying step, step 1815, which is indicated by dashed
lines in Fig. 20. There is in fact an increased risk of

errors since the matching algorithm will always find a
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position close to a previously accepted position. This
means that it is not possible to look at the distance
from the accepted position to assess whether the matched
position is correct or not. The verifying step may com-
prise calculating the probability for the obtained posi-
tion by means of all information available in the imaged
partial area. As a rule, this comprises considerable more
symbols than the 8 * 8 symbols used in the position cal-
culation. For instance, it may comprise 16 * 16 symbols.
For each of these symbols, a probability value (also
referred to as a value probability in appendix B) has
been determined for each of the values which the symbol
can assume. When a pair of coordinates has been deter-
mined by means of the best 8 * 8 area, the values of
these 8 * 8 symbols are known and, thus, the bits in the
columns and the rows respectively in the corresponding

8 * 8 bit x and y bit matrices. Since the columns and
rows constitute partial sequences of a binary cyclic main
number sequence, it is then determined, knowing the dif-
ference number sequence, how the columns and rows con-
tinue in the larger 16 * 16 area. With the aid of the
probability values for the bits in the 16 * 16 area, it
is then possible to calculate a probability measure of
the entire 16 * 16 area and compare this with a threshold
value to determine whether the total probability for the
16 * 16 area is sufficiently great for the decoded posi-
tion to be finally accepted.

The entire method is summarized in the block diagram
in Fig. 21. First, a position calculation 1901 is carried
out. If this succeeds, the position proceeds to verifica-
tion 1902. If this succeeds, the position is accepted. If
the position calculation fails, a matching 1903 is car-
ried out. This is carried out even if the verification
fails for a position for which the position calculation
succeeded. The matching always gives rise to a position.
This proceeds to verification 1902. If the verification

succeeds for the position obtained by matching, this is
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accepted, otherwise the position decoding has failed and
no position is recorded for the imaged partial area. In
the special case where the position calculation has suc-
ceeded, the immediately subsequent verification failed as
has the verification after matching, but the calculated
position and the matched position are equal, the position
can still be accepted.

The position-coding pattern can be read and decoded
using different types of devices for position decoding.
Such a device can have a sensor for making a digital
representation of the position-coding pattern and a sig-
nal-processing unit for identifying in the digital repre-
sentation the position-coding pattern and decoding the
same. The signal-processing unit can consist of a pro-
cessor with memories and suitable programs or specific
hardware or digital and/or analog circuits or a suitable
combination thereof.

The sensor can be any kind of sensor that is
suitable for imaging the position-coding pattern so that
an image of the marks is obtained in black and white, in
grey scale or in colour. The sensor can be a solid-state
single- or multi-chip device which is sensitive to elec-
tromagnetic radiation in any suitable wavelength range.
For example, the sensor may include a CCD element (Charge
Coupled Device), a CMOS element (Complementary Metal-
Oxide Semiconductor), or a CID element (Charge Injection
Device). Alternatively, the sensor may include a magnetic
sensor array for detection of a magnetic property of the
marks. Still further, the sensor may be designed to form
an image of any chemical, acoustic, capacitive or induc-
tive property of the marks.

An example of a device for position decoding is
shown in Fig. 22. The device can constitute the user unit
in Fig. 1. It comprises a casing 2011 having approximate-
ly the same shape as a pen. In one short side of the cas-
ing there is an opening 2012. The short side is intended
to abut against or be placed a short distance from the
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surface on which the position determination is to take
place.

The casing essentially contains an optics part, an
electronic circuitry part, and a power supply.

The optics part comprises a light-emitting diode
2013 for illuminating the surface which is to be imaged
and a light-sensitive area sensor 2014, such as a CCD or
CMOS sensor, for recording a two-dimensional image. The
device may also comprise an optical system, such as a
mirror and/or lens system. The light-emitting diode can
be an infrared light-emitting diode and the sensor can be
sensitive to infrared light.

The power supply to the device is obtained from a
battery 2015 which is mounted in a separate compartment
in the casing. The power supply can also be obtained via
a cable from an external power source (not shown).

The electronic circuitry part comprises a processor
unit 2016 with a processor which is programmed to read
images from the sensor and carry out position calcula-
tion, matching and verification on the basis of these
images, as well as a working memory and a program memory.

Furthermore the device comprises in this embodiment
a pen point 2017, with the aid of which it is possible to
write ordinary pigment-based writing on the surface upon
which the position determination is to be carried out.
The pen point 2017 can be extendable and retractable so
that the user can control whether or not it is to be
used. In certain applications, the device need not have
a pen point at all.

Suitably, the pigment-based writing is of a type
that is transparent to infrared light and the marks
absorb infrared light. By using a light-emitting diode
which emits infrared light and a sensor which is sensi-
tive to infrared light, the detection of the pattern
takes place without the above-mentioned writing inter-

fering with the pattern.
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Moreover, the device may comprise buttons 2018
by means of which the user activates and controls the
device. It also comprises a transceiver 2019 for wireless
transfer, e.g. using IR light, radiowaves or ultrasound,
of information to and from the device. The device can
also comprise a display 2020 for showing positions or
recorded information.

The device can be divided into different physical
casings, the sensor and other components that are neces-
sary for capturing images of the position-coding pattern
and for transferring them to a second casing being locat-
ed in a first casing, while the signal-processing unit
and the other components that are necessary for carrying
out the position decoding are located in the second cas-

ing.



WO 03/038741 PCT/SE02/01962

10

15

20

25

30

35

30
APPENDIX A

The position code is used to code positions in one
or more dimensions. In order to simplify the description,
the position coding is first considered in a first dimen-
sion, which in this example is in the x-direction. A
cyclic main number sequence is used for the coding in
this direction, which cyclic main number sequence has
the property that the place in the cyclic main number
sequence of each partial sequence of a predetermined
length is unambiguously determined. In this example, the
predetermined length is 6. Thus if six consecutive num-
bers are taken from any place in the cyclic main number
sequence, then these six numbers will only occur once in
the main number sequence in this order. The property also
applies if the end of the main number sequence is con-
nected to the beginning of the main number sequence. The
main number sequence is therefore called cyclic. In this
example, a binary main number sequence is used. If the
place of a partial sequence with six numbers is to be
unambiguously determined, the main number sequence can
thus have a maximal length of 2° = 64 and the partial
sequences of length 6 can have the places 0-63 in the
main number sequence. If, however, a main number sequence
of length 63 is selected, improved error-correction pro-
perties are obtained, as will be described below. In the
following, it is thus assumed that the length of the main
number sequence is 63 and that it thus defines unique
places in the range 0-62. With this length of the main
number sequence it is in practice feasible to have a
table that converts each partial sequence into a place
in the main number sequence and vice versa.

Assume that the commencement of the main number
sequence is as follows:

0,0,0,0,0,0,1,0,0,1,1,2,1,1,0,1,0..

The partial sequence 0,0,0,0,0,0 has then, for
example, the unambiguous place 0, the partial sequence
1,1,1,1,1,0 has the unambiguous place 9 and the partial
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sequence 1,1,1,0,1,0 has the unambiguous place 11 in the
main number sequence.

The position coding is based on utilizing different
rotations or circular shifts of the cyclic main number
sequence. In order to code positions in the x-direction,
the main number sequence is printed out or arranged in
some other way, rotated or circularly shifted in various
ways, in columns across the surface, that is in the
y-direction orthogonal to the direction in which posi-
tions are to be coded. The main number sequence can be
printed out repeatedly in the same column, which is
required if more positions are to be coded in the
y-direction than what corresponds to the length of the
main number sequence. The same rotation of the main
number sequence is then used for all the repetitions.
However, different rotations can be used in different
columns.

Fig. 4 shows schematically a sheet of paper A1l00
with seven columns x - x+6. Only the first numbers in the
different rotations of the main number sequences are
printed out. A whole main number sequence is marked
schematically by a box AB. In addition, in Fig. 4 the
first partial sequence S of six numbers is marked in
each column by a box drawn with broken lines. As mention-
ed above, each of the partial sequences S has an unambi-
guously determined place in the main number sequence.

Each pair of adjacent columns defines a difference
number d. The difference number d is given by the diffe-
rence between the places in the main number sequence of
the first partial sequence in the respective columns. If
instead the difference is taken between the places of
the partial sequences one step down in the columns, the
result will be the same since the places are displaced
in the same way. The difference number d will thus be
the same, irrespective of at what “height” in the columns

the places of the partial sequences in the main number
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sequence are compared. For each pair of columns the dif-
ference number d is thus constant in the y-direction.

The first partial sequence of the main number
sequence in the column x+5 is 0,0,0,0,0,0, which corre-
sponds to place 0 in the main number sequence. The first
partial sequence of the main number sequence in column
x+6 is 1,0,0,0,1,1, which corresponds to place 57 in
the main number sequence. The difference or the circular
shift between these columns is thus 57, so d(x+5) = 57.
It should be pointed out that the difference numbers are
determined modulo the length of the main number sequence.

The difference numbers that can be coded in this way
are in the range 0 - K-1, where K is the length of the
main number sequence which in this case is K = 63 and
with which it is thus possible to code difference numbers
in the range 0-62. By selecting different rotations of
the main number sequence, it is possible to create a
sequence of difference numbers, in the following called
a primary number sequence or primary difference number
sequence, which has the property that each partial
sequence of a predetermined length has an unambiguously
determined place in the primary number sequence. In this
example, the predetermined length is 5. As each partial
sequence consisting of five difference numbers has an
unambiguously determined place in the primary difference
number sequence, this can be used to code positions in
the x-direction. In Fig. 4, the partial sequences
S(x) - S(x+5) will thus code five difference numbers
d(x) - d(x+4) which give a partial sequence of the pri-
mary number sequence.

It should also be pointed out that in practice the
partial sequences are not normally printed out with their
explicit wvalues but with a graphical coding.

The columns of the main number sequence’s binary
numbers form a matrix, which in the following will be

called the x-matrix.
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If the length of the main number sequence is K, the
base in the primary difference number sequence will equal
K and its maximal length will be K°, that is in this case
63°. It is, however, not in practice feasible to use a
table to convert partial sequences into places in the
primary difference number sequence and vice versa for a
base that is so large. If, however, the base is reduced
in order to be able to use manageable tables, the number
of positions that can be coded will be reduced.

This problem is solved by building up the primary
difference number sequence of shorter difference num-
ber sequences, which in the following are called secon-
dary difference number sequences or secondary number
sequences, and by using the secondary difference number
sequences, for which the partial sequences and their
places can be arranged in smaller tables, when coding and
decoding the position code, in order to determine the
partial sequence in the primary difference number
sequence that corresponds to a particular x-coordinate
and vice versa.

The secondary difference number sequences can be
determined as follows:

Firstly, difference numbers are allowed only in a
range that is such that the number of different diffe-
rence numbers can be factored into at least two factors.
In the example with a main number sequence of length 63,
difference numbers are allowed only within a range of
length 54. The number 54 can, in fact, be factored as
2%3*3*3 . Alternatively, 60 difference numbers, that is
5¥*3%2*%2 difference numbers, could be selected, but in
order for the tables to be as small as possible it may be
expedient to select numbers that give as small factors as
possible.

Secondly, the same number of secondary difference
number sequences are formed as the number of factors that

the number of different difference numbers can be factor-
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ed into. In this example, the number of secondary diffe-
rence number sequences is thus equal to four.

In addition, we let each factor form a base in its
respective secondary difference number sequence. In this
example, we thus obtain one secondary difference number
sequence with the base two and three secondary difference
number sequences with the base three.

The maximal length of the secondary difference num-
ber sequences is thus 32 and 243 respectively if the
secondary difference number sequences are also to have
the property that a partial sequence of length five is
to have a unique place in the secondary difference number
sequence. With such lengths of the secondary difference
number sequences, it is in practice feasible to convert
partial sequences into places and vice versa. If instead
we had chosen to use 60 difference numbers, we would have
had a secondary difference number sequence with the base
5 and thus a maximal length of 3125, which gives a table
that takes considerably more memory, but is, however,
still manageable.

Finally, the length of the secondary difference num-
ber sequences is selected so that the lengths are rela-
tively prime in pairs. This means that for each pair of
secondary difference number sequences the length of one
difference number sequence is not to have any factor in
common with the length of the second difference number
sequence. This means in addition that if each of the dif-
ference number sequences is repeated, then the same com-
bination of a partial sequence from each secondary dif-
ference number sequence will not arise until after
L=1,*1,*..*]1, places, where 1, is the length of the secon-
dary difference number sequence 1, 1, is the length of
the secondary difference number sequence 2, and so on up
to 1y which is the length of the last secondary diffe-
rence number sequence. If there are only two secondary

number sequences, of course, L = 1;*1,
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This is illustrated schematically in Fig. 5. At the
top is shown the primary number sequence PD which runs in
one long sequence with difference numbers that are here
only indicated by X. Underneath are shown schematically
the secondary number sequences Al-A4. Vertical lines show
where the number sequences recommence. A partial sequence
of the primary number sequence and corresponding partial
sequences of the secondary number sequences are indicat-
ed by broken lines. It can be seen that the partial
sequences correspond to different places in the secondary
number sequences.

The representation of partial sequences of the
primary difference number sequence by combinations of
partial sequences of the secondary difference number
sequences is, in this example, bijective. This is not,
however, necessary.

The position coding in a second dimension, for exam-
ple in the y-direction in this case, can be carried out
in accordance with the same principle as the position
coding in the first dimension. The main number sequence
is then arranged with different circular shifts in rows
on the surface, that is in the x-direction in Fig. 4.
Difference numbers are defined between adjacent rows and
these difference numbers form a primary difference number
sequence, that can be built up of secondary difference
number sequences. It is possible to use another main num-
ber sequence, another primary difference number sequence
and other secondary difference number sequences in the
second dimension. The bases in the various number
sequences can also be other than those that are used for
the coding in the first dimension. In this example, how-
ever, the same sequences are used in both the x-direction
and the y-direction. In a corresponding way to the coding
in the x-direction, the coding in the y-direction results
in a matrix in which the values of the rows consist of

the binary values of the main number sequence.
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If the x- and y-matrices are superimposed, for each
point in the resulting xy-matrix there will be one bit
from the x-matrix and one bit from the y-matrix. At each
point the following four bit combinations can thus be

5 obtained: 0,0; 0,1; 1,0; and 1,1. These different combi-
nations can be coded graphically on a surface, for exam-
ple in the way shown in Figs 6a-d in which a dot A30 is
displaced in any one of four directions from a nominal
point A31 in a raster, in which each nominal point cor-

10 responds to the intersection between lines A32 in the
raster. This type of graphical coding is described in
greater detail in WO 01/26033, in which the actual under-
lying position coding is, however, carried out in a dif-
ferent way. The coding that is used in this example is as
15 follows:

Value Displacement Pair of bits
1 right 0,1
2 upwards 0,0
3 left 1,0
4 downwards 1,1

The raster can be virtual, in which case it is thus
not printed out explicitly on the surface with the posi-
20 tion code.
Fig. 7 shows schematically a part of a product in
the form of a sheet of paper 400 with position code 410.
It should be emphasized that the position code in Fig. 7
is greatly enlarged in relation to a version that is
25 suitable for digitising handwriting, for example. In
addition, the raster 420 is marked in Fig. 7. Normally,
however, this is not printed out.
Of course, other types of graphical coding can be

selected for the four pairs of bits, such as four dots of
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different sizes, four marks with different shapes or four
marks with different rotation.

As the position coding is based on differences
between places of different partial sequences in the main
number sequence and the same differences can be obtained
using different pairs of partial sequences, the primary
difference number sequence can be achieved in various
ways. More specifically, 63 different “versions” of the
primary difference number sequence can be achieved,
depending upon which partial sequence, that is which
rotation of the main number sequence, is selected to
start the very first column (x=0) in the x-matrix and the
very first row (y=0) in the y-matrix. It is thus possible
to generate K * K (in this example 63 * 63 = 3969) diffe-
rent “versions” of the position code that utilize the
same primary difference number sequence for the coding
in the x-direction and the y-direction. These different
versions of the position code are called sections in the
following. The section number xs for the position code in
the x-direction and the section number ys for the posi-
tion code in the y-direction can be designated as an
additional coordinate for the x-direction and y-direction
respectively.

In the example above, only a subset is used of the
difference numbers that theoretically can be coded using
the main number sequence, more specifically only 54 of 63
possible difference numbers. The partial range of the
theoretically possible difference numbers can be select-
ed in various ways. In this example, difference numbers
close to zero (modulo the length of the main number
sequence) can create unwanted regularities in the posi-
tion code. Therefore in this example difference numbers
are selected in the range (5,58). This must be taken into
account in connection with the conversion between the
partial sequence in the primary number sequence and the
partial sequences in the secondary number sequences,

which will be described in the following.
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Now assume that the position code is arranged on a
surface. A reading device can have an area sensor that
detects a subset of the position code corresponding to at
least 6 * 6 dots. When reading off, the reading device
can be held rotated in various ways in relation to the
position code. An image of the position code does not in
itself reveal the rotation between the position code and
the reading device, as the position code in principle
looks the same whether it is rotated through 0, 90, 180
or 270 degrees. When the position code is rotated, the
direction of the displacement of each dot is, however,
changed, which in turn leads to the pair of bits that is
coded by the displacement of the dot being changed. How
the change occurs depends on the conversion between dis-
placement and pair of bits. Below it is assumed that the
conversion is carried out as described above. There are
three different cases:

1) With 180 degrees rotation of the image of the
position code, the cyclic main sequence that codes x- and
y-positions in the non-rotated position code will be read
backwards when an attempt is made to decode the position
on the basis of the image. With the combination of dis-
placements and pairs of bits described above, the bits
that are decoded will be inverted since the position code
is read upside down.

2) With 90 degrees rotation in a clockwise direc-
tion, a bit sequence that codes the x-position in the
non-rotated matrix will be read backwards when an attempt
is made to decode the y-position in the rotated matrix
and the bits will be inverted.

3) With 270 degrees rotation in a clockwise direc-
tion, a bit sequence that codes the y-position in the
non-rotated matrix will be read backwards when an attempt
is made to decode the x-position in the rotated matrix
and the bits will be inverted.

This means that if the partial sequences in the

right-way-up, non-rotated matrix never occur inverted
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and backwards in the cyclic main number sequence, then
90, 180 and 270 degrees rotation can be detected. If
such a condition is to be fulfilled for the main number
sequence this means that its length is reduced consider-
ably, which in turn means that fewer positions can be
coded.

In order to solve this problem, we instead let the
condition be fulfilled for longer partial sequences of
the cyclic main number sequence. This means that longer
partial sequences than what is required for the actual
position determination must be read off. In certain
cases, such longer partial sequences are already avail-
able during the reading off. If the least subset of the
position code that codes the coordinates for a position
is quadratic, as is the case in this example, a part of
the position code must always be read off that is so
large that it also includes the whole of the least sub-
set even when the reading device is rotated through 45
degrees in relation to the position code. Therefore,
at least one partial sequence that is longer than what
is required for the position determination is always
included. This is illustrated in Fig. 8, where each
square 50 corresponds to a dot and the grey-shaded
squares illustrate that it is always possible to read off
at least one row and one column with two extra dots.

In the current example where the partial sequences
of the main number sequence for position determination
have the length 6, partial sequences of length 8 can be
used for the detection of the rotation. These eight bit
long partial sequences must thus have the property that
they do not occur backwards and inverted in the main
number sequence. This property cannot be achieved for
a 64 bit long main number sequence, which is the reason
that the length is selected as 63 instead.

In two of the above-mentioned rotations, viz. 90 and
270 degrees, one sequence turned the right way round and

one sequence turned the wrong way round will be read off.
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With the above-described method for rotation detection, a
rotation error will be detected in only a first of the
two reading-off directions (x and y). In the second
reading-off direction the circular shifts that code the
position in the first reading-off direction of the cor-
rectly rotated image will be seen.

In the case of the 90 degree rotation in a clockwise
direction, the circular shifts that code the y-coordinate
of the correctly rotated image will be seen when decoding
in the x-direction. It is thus the partial sequence of
the primary difference number sequence of the y-direction
which is seen, but turned the wrong way round (running
from the right to the left instead of from the left to
the right, which would be the case of the partial
sequence of the primary difference number sequence of the
x-direction) .

In the corresponding way, the partial sequence of
the primary difference number sequence of the x-direction
will be seen turned the wrong way round, when decoding in
the y-direction in the case of the 270 degree rotation.

The reason why the partial sequences appear turned
the wrong way round, is the relative orientation of the
primary difference number sequences of the x- and y-
directions. Starting from the edge of the total position
coding pattern, the primary difference number sequence of
the x-direction is running in the clockwise direction,
while the primary difference number sequence of the y-
direction is running in the counterclockwise direction.
If they had been running in the same direction, they
would not have been turned the wrong way round, but the
right way round in the above-described cases.

There are a number of advantages of letting the
primary difference number sequences run in opposite
directions. In those cases where the partial sequence of
the primary difference number sequence is seen turned the
right way round, the “correct” coordinate will be

decoded, but in the wrong directién. This coordinate will
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not only correspond with the six circular shifts from the
primary difference number sequence required for the
decoding, but surrounding shifts will confirm that the
decoded coordinate is correct. In the case where the
primary difference number sequences are running in
opposite directions, six circular shifts from a primary
difference number sequence are also decoded, but in the
wrong order, resulting in a coordinate which statisti-
cally will not correspond with surrounding parts of the
wrongly turned primary difference number sequence. This
fact results in better possibilities for error detection.

Another advantage is that the risk of successive
errors, i.e. errors where a plurality of successive
images are decoded to adjacent positions, is less if the
primary difference number sequences are running in oppo-
site directions. More particularly, different adjacent
sets of six circular shifts in a primary difference num-
ber sequence turned in the wrong way tend not to code
adjacent coordinates. Successive errors are more diffi-
cult to detect than other errors where the spread of the
incorrect coordinates is large. The same basic principles
as are used for the detection of rotation can be used for
error correction. The main number sequence can, for exam-
ple, be selected in such a way that partial sequences of
gsome predetermined length that is longer than what 1is
required for position determination do not occur with a
bit inverted in the main number sequence. If all the bits
except one in such a longer partial sequence can be
detected with certainty, then the incorrect bit can be
corrected.

Such error-detection and error-correction properties
of the position code can be improved considerably by an
intelligent choice of the main number sequence. Further
improvement can be achieved by the selection of the

secondary difference number sequences.
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In the example above, the main number sequence and
the secondary difference number sequences have been
selected in the following way.

The Main Number Sequence M:

0,0,0,0,0,0,1,0,0,2,1,1,1,1,0,1,0,0,1,0,0,0,0,1,1,1,
0,1,1,1,0,0,1,0,1,0,1,0,0,0,2,0,1,1,0,1,1,0,0,1,1,0,1,0,1
,;1,1,1,0,0,0,1,1
Secondary Difference Number Sequences:
Al=0,0,0,0,0,1,0,0,0,0,2,0,1,0,0,1,0,1,0,0,2,0,0,0,1
,1,0,0,0,1,2,0,0,1,0,2,0,0,2,0,2,0,1,1,0,1,0,1,1,0,2,0,1,
2,0,1,0,1,2,0,2,1,0,0,1,2,1,0,1,1,1,1,0,2,1,0,1,0,2,1,1,0
,0,1,2,1,0,1,1,2,0,0,0,2,1,0,2,0,2,1,1,1,0,0,2,1,2,0,1,1,
i,2,0,2,0,0,1,1,2,1,0,0,0,2,2,0,1,0,2,2,0,0,1,2,2,0,2,0,2
,2,1,0,1,2,1,2,1,0,2,1,2,1,1,0,2,2,1,2,1,2,0,2,2,0,2,2,2,
0,1,1,2,2,1,1,0,1,2,2,2,2,1,2,0,0,2,2,1,1,2,1,2,2,1,0,2,2
,2,2,2,0,2,1,2,2,2,1,1,1,2,1,1,2,0,1,2,2,1,2,2,0,1,2,1,1,
,,,2,2,2,0,0,2,1,1,2,2
aA2=0,0,0,0,0,1,0,0,0,0,2,0,1,0,0,1,0,1,0,1,1,0,0,0,1
,1,1,1,0,0,1,21,0,1,0,0,2,0,0,0,1,2,0,1,0,1,2,1,0,0,0,2,1,
i,1,0,2,1,1,0,2,1,0,0,1,2,1,2,1,0,1,0,2,0,1,1,0,2,0,0,1,0
,2,1,2,0,0,0,2,2,0,0,1,1,2,0,2,0,0,2,0,2,0,1,2,0,0,2,2,1,
1,0,0,2,1,0,1,1,2,1,0,2,0,2,2,1,0,0,2,2,2,1,0,1,2,2,0,0,2
,1,2,2,1,1,1,1,1,2,0,0,1,2,2,1,2,0,1,1,%,2,1,1,2,0,1,2,1,
1,1,2,2,0,2,2,0,1,1,2,2,2,2,1,2,1,2,2,0,1,2,2,2,0,2,0,2,1
,1,2,2,1,0,2,2,0,2,1,0,2,1,1,0,2,2,2,2,0,1,0,2,2,1,2,2,2,
1,1,2,1,2,0,2,2,2,
A3=0,0,0,0,0,1,0,0,1,1,0,0,0,1,2,1,1,0,0,1,0,1,0,1,1
,0,1,1,1,0,1,
A4=0,0,0,0,0,2,0,2,0,0,0,0,2,0,0,2,0,1,0,0,0,1,1,2,0
,0,0,1,2,0,0,2,1,0,0,0,2,1,1,2,0,1,0,1,0,0,1,2,1,0,0,1,0,
0,2,2,0,0,0,2,2,1,0,2,0,1,1,0,0,1,1,1,0,1,0,1,1,0,1,2,0,1
,1,1,1,0,0,2,0,2,0,1,2,0,2,2,0,1,0,2,1,0,1,2,1,1,0,1,1,1,
2,2,0,0,1,0,1,2,2,2,0,0,2,2,2,0,1,2,1,2,0,2,0,0,1,2,2,0,1
,1,2,1,0,2,1,1,0,2,0,2,1,2,0,0,1,1,0,2,21,2,1,0,1,0,2,2,0,
2,1,0,2,2,1,1,1,2,0,2,1,1,1,0,2,2,2,2,0,2,0,2,2,1,2,1,1,1
,1,2,1,2,1,2,2,2,1,0,0,2,1,2,2,1,0,1,1,2,2,1,1,2,1,2,2,2,
2,1,2,0,1,2,2,1,2,2,0,2,2,2,1,1.
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The secondary difference number sequences have the
following special error-correction properties:
Assume that precisely one of the partial sequences
of the main number sequence is decoded incorrectly, which
5 leads to an incorrect place in the main number sequence
being decoded. As each place is used to calculate two
adjacent difference numbers, these will both be affected
by the incorrect decoding. If any one of the difference
numbers is outside the difference number range used
10 (5,58), the error will be detected immediately. If this
is not the case, however, at least one partial sequence
in the combination of partial sequences of the four
secondary difference number sequences in which the par-
tial sequence of the primary difference number sequence
15 results will be distorted in two adjacent positions. As
the two first secondary difference number sequences Al
and A2 both have the base 3 and the number of unused
difference numbers is 9=3*3, a distortion in any one of
these two sequences has the property that the sum of the
20 two affected numbers always has the same value modulo 3.
The two secondary number sequences Al and A2 have the
property that for each partial sequence of length 7 at
most one of 14 possible distortions of the partial
sequence that are caused by a single incorrect place
25 decoding will be found in the secondary number sequence.
The third secondary number sequence A3 has in addition
the property that for each partial sequence of length 7
at most one of 13 possible distortions of the partial
sequence that are caused by a single incorrect place
30 decoding will be found in the secondary number sequence.
The fourth secondary number sequence A4 has the same
property for at most seven of 28 possible distortions.
The probability of a single incorrect decoding of a par-
tial sequence of the main number sequence being detected
35 is thus great.
With the selected sequences, a total of 410815348

different positions can be coded in each dimension of
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a section. The number of different sections that can be
coded is as mentioned 63%. The total number of positions
that can be coded is thus 63%*410815348% = 6.7*10%° posi-
tions.

If each position corresponds to a surface of
0.3*0.3 mm?, this corresponds to unique positions being
able to be coded on a surface of 60 million km?. This
surface that is made up by all the unique points that
theoretically can be coded by means of the position code
can be called an imaginary surface. The coordinates that
the position code codes are thus absolute coordinates for
points on the imaginary surface. Parts of the position
code can be applied on a physical base or surface. The
position code then codes positions on this base. However,
the coordinates do not normally relate to absolute coor-
dinates for the positions on the physical base but for
the points on the imaginary surface.

Practical Example of Position Decoding

The position code can be decoded in a decoding
device that can comprise a sensor for reading off the
position code and a processor unit of some suitable type.
The processor unit comprises the actual processor, work-
ing memory and program memory, in which is stored a com-
puter program with instructions for decoding the position
code. The processor unit can be incorporated in a typical
personal computer, in a hand-held reading device or in
some other suitable device. The decoding device can
alternatively be realized by special-purpose hardware,
such as an ASIC or an FPGA or a similar unit that can be
adapted so that it is suitable for this specific task, or
by digital and/or analogue circuits or by some suitable
combination thereof.

A specific example of a decoding device will be
described below.

The following description refers to the flow chart

in Fig. 9.
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The input signal to the decoding device consists
of an image or some other digital representation of a
detected subset of the position code, which subset codes
coordinates for at least one point, step 700. In this
example, the position code is represented graphically by
dots that are displaced in a predetermined way in rela-
tion to raster points in a raster, as has been described
above.

In a first step of the decoding, the decoding device
identifies the dots in the image, for example by the use
of thresholding, and fits a raster to the dots, step 705.
The raster can, for example, be determined in the way
that is described in Applicant’s Patent Application
WO 01/26033, by utilization of the distance between
different pairs of dots or else in the way described in
W001/75783 by the utilization of Fourier transforms. For
each raster point, the displacement of the associated dot
is determined and given a value 0-3 depending upon the
displacement. A matrix of at least the size (n;+1)*(n;+1)
is selected, where n; is the length of the partial
sequences of the main number sequence which are used for
positioning and the places of which are unambiguously
determined in the main number sequence. In the example
concerned, an 8 * 8 matrix is selected ((n;+2)* (n;+2)).
This matrix is separated into an x-matrix (also called
X-position code) and a y-matrix (also called y-position
code) by the displacement values being converted into
pairs of bits by being looked up in a table OI that con-
verts displacement values into pairs of bits, step 710.
The first bit in each pair of bits forms the x-matrix and
the second bit in each pair of bits forms the y-matrix.

In the next step, the four possible types of
rotation of the x- and y-matrices (0, 90, 180 and 270
degrees) are investigated and the current rotation is
determined, step 715. Use is made of the previously

described fact that, in the event of incorrect rotation
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of the matrix, partial sequences of length 8 occur which
are missing in the main number sequence.

At the same time, a certain degree of error correc-
tion can be carried out on the basis of the partial
sequences of length 8.

When the correct rotation has been determined, in
the following steps only the x- and y-matrices are used
that are in the middle and turned the right way round and
that are n; * n; in size, that is in this example two 6*6
matrices. The x-matrix and y-matrix are decoded in paral-
lel or sequentially with x before y or vice versa, which
is indicated by the parallel flows in Fig. 9.

In a first step 720 of the decoding of the x-matrix,
a partial sequence of the primary difference number
sequence is determined, which is called the primary
partial sequence in Fig. 9. More specifically, in the
x-matrix, the bits in the columns in the matrix consti-
tute partial sequences of the main number sequence. Cor-
responding places in the main number sequence are deter-
mined by being looked up in a table MI that converts par-
tial sequences into places. Thereafter, the difference
numbers are determined which are coded by the partial
sequences of the main number sequence. In this example,
they are five in number. More specifically, the diffe-
rence numbers are determined as the difference d between
the places of adjacent partial sequences, the difference
being determined modulo the length of the main number
sequence.

The sequence of difference numbers thus obtained is
thus a partial sequence of the primary difference number
sequence, which is used for the coding in the x-direc-
tion, but which on account of its size is not stored in
the decoding device. Instead, use is made of the property
of the primary difference number sequence, that each par-
tial sequence can be converted into a combination of a
partial sequence from each of the secondary difference

number sequences. In step 725, the primary partial
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sequence is thus converted into secondary partial
sequences. More specifically, each difference number
is rewritten as follows:

d= dl +bi*d2+..+bi*b; *Py-1*dn,

where n is the number of secondary difference number
sequences and b; is the base in the secondary difference
number sequence i. In the example concerned, this
becomes:

d = 5+d1+3*d2+9*d3+18*d4

where dl1-d4 can be determined by integer division or
by table look-up.

Each of the five numbers in the decoded partial
sequence of the primary difference number sequence thus
results in four numbers d1,d2,d3,d4. Thus five dl numbers
are obtained that form a partial sequence of the first
secondary difference number sequence, five d2 numbers
that form a partial sequence of the second secondary dif-
ference number sequence, five d3 numbers that form a par-
tial sequence of the third secondary difference number
sequence and five d4 numbers that form a partial sequence
of the fourth secondary difference number sequence. An

example is given below:

d 23 45 51 9 37
dil 2 0 0 0 1
d2 1 0 2 0 0
ds 0 1 1 1 0

d4 1 2 2 0 2

The respective places of the partial sequences in
the secondary difference number sequences are determin-
ed, step 730, by being loocked up in four tables DCI;,
that convert partial number sequences in the respective
secondary difference number sequences into places in the
respective secondary difference number sequences.

For each partial sequence, a place pi is thus

obtained. For these places, it is the case that
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P=pl (mod 11)
P=p2 (mod 12)

P= pm(mod 1lm)

where P is the place in the primary difference num-
ber sequence that corresponds to the coordinate x, pi is
the place in the secondary difference number sequence i,
1li is the length of the secondary difference number
sequence i and m is the number of secondary difference
number sequences.

This system of equations can be solved using the
well-known Chinese remainder theorem, as for example
described in greater detail in Niven, Suckerman, Intro-
duction to the theory of numbers, Springer Verlag. In
step 735, x is thus determined.

Define L = prod (i=1,m)li and gi*(L/1li)=1(mod 1i).
The place P in the primary difference number sequence can
then be obtained as:

P = (sum(i=1,n) ((L/11i)*pi*gi)) (mod L)

In the example concerned

L=11%12*13%14=236%233*31*%241=410815348

and

gl=135

q2=145

g3=17

qg4=62

are obtained.

If, for example, the places pl=97; p2=176; p3=3 and
p4=211 are obtained for the partial sequences of the
secondary difference number sequences, then the corre-
sponding place P in the primary difference number
sequence will be 170326961 according to the Chinese
remainder theorem.

When P has been determined, the next step is to
determine to which x-section the place belongs. This is

carried out first under the assumption that y=0 and by
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the calculation of s(x,0), that is the place in the main
number sequence of the partial number sequence for column
x for xs=0. s(x,0) is calculated using the secondary dif-
ference number sequences in the same way as has been
described above in connection with the determination of
the position code for the position x. If s(x,0) is sub-
tracted from the place of the first partial number
sequence of the six partial number sequences that are
used for the positioning in the x-direction, xs is
obtained for y=0.

The y-matrix is decoded prior to, in parallel with
or after the decoding of the x-matrix, a place in the
primary difference number sequence being determined for
the y-direction, in accordance with steps 740-755 in
Fig. 9, in a corresponding way to that described above
for the x-direction. In addition, the y-section ys con-
cerned is calculated in a corresponding way to that
described above for the x-section, but with the assump-
tion that x=0. Finally, in step 760, xs can be determined
taking y into account, and ys can be determined taking x
into account by subtracting y (modulo the length of the
main number sequence) from xs for y=0 and subtracting x
(modulo the length of the main number sequence) from ys
for x=0.

The following tables can thus be used for the decod-
ing of the position code:

MI: that converts partial sequences of the main num-
ber sequence into places in the main number sequence,

DCI;: that converts partial sequences of each of the
n secondary difference number sequences into places in
the n secondary difference number sequences, and

OI: that converts displacement values into pairs of
bits.

It should be emphasized that the flow chart in
Fig. 9 is a rough schematic example of how the position
decoding can be realized, for example in a computer pro-

gram.
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APPENDIX B

Now follows a description, with reference to the
flow chart in Fig. 10, of an example of how a coding pat-
tern can be decoded by means of probability calculations.
The coding pattern to be decoded is of the type described
in Applicant’s WO 01/26033.

Fig. 1lla shows a sheet of paper 15 that has a sur-
face 16 that is provided with a position-coding pattern
(below coding pattern) in the form of an optically read-
able position code 17. The position code consists of
marks 18 and is greatly enlarged for the sake of clarity.
Fig. 11b shows a further enlarged part 19 of the position
code 17 in Fig. 1lla. The device is arranged to record an
image of a partial area of the position code (step A), to
identify a plurality of marks 18 in the image (step B)
and to fit to the image a reference system in the form of
a raster (step C) with raster lines 21 that intersect at
raster points 22. The fitting is carried out in such a
way that each of the marks 18 is associated with a raster
point 22. For example, the mark 23 is associated with the
raster point 24. Consequently the raster fitting makes it
possible to determine to which raster point each mark
belongs. In this example, the raster has the form of a
square grid, but also other forms are possible. Appli-
cant’s Applications WO 01/75783, WO 01/26034 and SE
0104088-0, which are herewith incorporated by reference,
disclose in more detail fitting of a raster to marks in
an image.

In the “ideal” coding pattern, one and only one mark
is associated with each raster point. Owing to deforma-
tions and deficiencies in the imaging of the coding pat-
tern, it may be difficult to determine in an image of the
coding pattern which marks belong to the coding pattern
and which of a plurality of marks is the one that is to
be associated with a certain raster point. For this rea-
son, it is possible to associate in this example a plu-

rality of marks with one and the same raster point in
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the decoding of data. The marks associated with a raster
point together form a mark element belonging to the
raster point.

In the coding pattern in this example, the value of
the marks 18 is defined by their displacement in relation
to the raster points 22 with which they are associated.
More specifically, it is the position of a point of a
mark relative to a raster point that defines the wvalue
of the mark. This point is typically the main point of
the mark. In the coding pattern in this example, there
are four ideal locations for each mark. These locations
are on each of the four raster lines 21 extending from
the raster point 22 with which the mark is associated.
The locations are situated at an equal distance from
the raster point. The ideal locations 25 for a mark are
shown enlarged in Figs 12a-d. They have the value “0”
in Fig. 12a, the value “1” in Fig. 12b, the value “2”
in Fig. 12c and the value “3” in Fig. 12d. Each mark can
thus represent four different values “0-3".

For various reasons, the marks identified in the
recorded image often do not have an ideal location. In
many cases it can therefore be difficult to unambiguous-
ly determine one value for a mark. Because of this, the
device is arranged to calculate, for each identified
mark, an associated value probability for each value
“0-3” that the mark defines this value (step D). The
value probabilities for each mark are a decreasing func-
tion of the distances 26 from the mark 27 to each of its
ideal locations 25, see Fig. 13, or more specifically,
typically from the main point of the mark 27 to each
ideal location. The marks can be assumed to be normally
distributed around the ideal locations. This means that
the value probabilities, P(di), can be calculated by the
formula P(d;) = k exp(-(d;)?/v), where k = a constant,

d; = the distance from a mark to an ideal location and
v = a constant, in this example the variance of the dis-

tance. The variance can be determined empirically. Four
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value probabilities can thus be calculated for each mark.
It sometimes happens that a mark is found in the centre
of a raster point. In these cases, the four value proba-
bilities for the mark will be equal, since the distances
from the mark to each of the ideal locations are equally
large. The case when there is no mark associated with a
raster point, i.e. the associated element contains zero
marks, 1is treated as if there was a mark in the centre
of the raster point, that is the value probabilities are
equal.

If there is more than one mark, for example three,
associated with a raster point, i.e. three marks in the
associated mark element, there are a total of 3x4 value
probabilities for the raster point or mark element. The
device is therefore arranged to determine, for each
raster point or mark element and for each value, a value
probability that the marks associated with the raster
point together define this value (step E). These value
probabilities for a raster point could thus also be
called raster point probabilities. By calculating the
value probabilities for the raster points, all the marks
in the recorded image may be taken into consideration in
the position determination and the risk of information
being lost is minimised. Since the above means that for
each mark element, value probabilities are calculated
that the element defines each of the values, the values
“o”-"3" are called mark element values in the rest of the
description.

The value probabilities for a mark element can be
determined by the value probabilities for the marks in
the mark element being compared, the highest value
probability being selected for each possible mark element
value. Alternatively, the value probabilities for the
mark element can be weighted sums of the value probabili-
ties for each of the possible mark element values for the
marks in the mark element. The value probabilities for
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the mark element can, of course, also be determined in
other ways than those mentioned above.

Calculation of the value probabilities for a mark
element in this example is illustrated by means of the
number example in Fig. 14. Fig. l4a shows a raster point
22 with two associated marks 28 and 29. The marks 28 and
29 together constitute the mark element belonging to the
raster point 22. The Tables 30 and 31 in Fig. 14b contain
the value probabilities P; for the possible values of the
respective marks. The Table 32 in Fig. 1l4c contains the
resulting value probabilities P, for the possible mark
element values of the mark element. In this example, the
value probabilities for the mark element are relative.
Alternatively, they can instead by normalised in a suit-
able way. If there is only one mark associated with a
raster point, i.e. one mark in the associated mark ele-
ment, the value probabilities for the mark and the mark
element are obviously the same.

When recording an image, the distance from the
device to the surface influences how large a part of the
position code is recorded and thereby also how large a
raster can be fitted to the image. For converting the
image into a position, a predetermined number of mark
elements is used, which in this example is 8x8 mark
elements. If more than 8x8 raster points have been fitted
to the image, an excess of mark elements is thus identi-
fied. The device is therefore further arranged to choose,
from all the identified mark elements, the set of mark
elements that provides the most information about the
position on the surface (step F). This set of mark ele-
ment is, but need not be, continuous. The mark elements
in the set of mark elements correspond in this example
to a raster point matrix with raster points fitted to the
image, but this is not a requirement. In other words, the
purpose is to select the mark elements with associated
value probabilities for each mark element value which

maximise an information measure for the recorded image.
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For this purpose, an entropy is calculated for each of
the identified mark elements. Thereafter the 8x8 mark
elements are chosen that give the smallest entropy sum,
which corresponds to the maximum information measure for
the recorded image. If the value probabilities for the

mark elements are normalised so that
> P, =1,
i

the entropy H for a mark element is calculated according

to the following formula:

H= _Z Pz,i 10g2 (sz)

where P,,; is the value probability of the mark element
for the mark element value i (i=0, 1, 2, 3) and where
log; is the two-logarithm. The entropy for a mark element
is thus maximal when its value probabilities are equally
high and minimal when all except one of the value proba-
bilities are zero. An alternative to choosing 8x8 mark
elements by means of entropy calculations is instead to
use the highest value probability for each mark element
as an information value. In this case, the continuous
8x8 mark elements are selected which maximise an informa-
tion measure that consists of the sum of the information
values for the 8x8 mark elements.

The coding pattern used in this example codes, as
mentioned, two coordinates for a point on the surface 4.
These coordinates are separately decodable. Therefore
they can be called data in two dimensions. Each mark in
the coding pattern codes more specifically a first bit
which is used to decode the first coordinate and a second
bit which is used to decode the second coordinate.

In the decoding of the coding pattern in the record-
ed image, each possible mark element value “0”-“3" for a
mark element is therefore converted into a first and a

second decoding value which in this example thus are
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binary. The device is thus arranged to convert, for each
of the 8x8 mark elements in the set of mark elements, the
mark element values “0”-“3” into the four different bit
combinations (0, 1), (0, 0), (1, 0) and (1, 1). The bit
combinations have the value probabilities belonging to
the mark element values, for each mark element, see the
continuation of the previous number example in Table 33
in Fig. 15a. In the bit combinations, the first bit, i.e.
the first decoding value, refers to the first dimension
and the second bit, i.e. the second decoding value, to
the second dimension. The value probability P, for the
corresponding mark element value is associated with the
first and second decoding values. The set of mark ele-
ments can thus be used to create a first set of first
decoding values with associated value probabilities for
the first dimension, and a second set of second decoding
values with associated value probabilities for the second
dimension (step G). Table 33 describes a mark element in
the set of mark elements. The Tables 33’ and 33” contain
the corresponding first decoding values in the first set
with associated value probabilities and respectively the
second decoding values in the second set with associated
value probabilities. Each of the first and the second
decoding values is, as is evident from that stated above,
either a zero or a one.

The device is arranged to associate for each mark
element in the set of mark elements each of the different
possible first decoding values in the first set with one
value probability, and each of the different possible
second decoding values in the second set with one wvalue
probability. Since the possible first and second decod-
ing values in this example are zero and one, the above
results in one value probability for the decoding value
zero and one for the decoding value one in the first and
second sets for each mark element in the set of mark ele-
ments. In the following, the value probability for the
decoding value zero is called zero probability and the
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value probability for the decoding value one is called
one probability.

Referring to Table 33’, in this example, the above
is carried out for each of the mark elements in the set
of mark elements by comparing the value probabilities in
the first set that correspond to the first decoding value
being a zero. Then the highest value probability is
chosen as zero probability and is saved in a first matrix
34. In the same way, the value probabilities in the first
set that correspond to the first decoding value being
one, are compared. Then the highest value probability is
chosen as one probability and is also saved in the first
matrix 34. Referring to Table 33”, the above procedure is
subsequently repeated for the value probabilities in the
second set, the second decoding values and a second
matrix 35. The first and the second sets are thus used to
create a first and second matrix with zero and one proba-
bilities (step H). The result is illustrated in the con-
tinuation of the number example in Fig. 15b. Alternative-
ly, a first and a second matrix with zero and one proba-
bilities for the 8x8 elements in the set of elements are
created by the value probabilities in the first set that
correspond to the first decoding value being zero being
added, the sum being stored as the zero probability, and
by the value probabilities in the first set that corre-
spond to the first number being one being added, the sum
being stored as the one probability. The procedure is
then repeated for the value probabilities in the second
set and the second decoding values.

Thus the 8x8 mark elements in the set of mark ele-
ments now correspond to two matrices 34 and 35, each with
8x8 matrix elements, where each of the matrix elements
contains one zero probability and one one probability.

By means of these first and second matrices, coordinates
can be determined for the position.

An alternative to choosing the set of mark elements

after the determination of the value probabilities for



WO 03/038741 PCT/SE02/01962

10

15

20

25

30

35

57

all mark elements in the recorded image is to wait until
matrices corresponding to the matrices 34 and 35 have
been determined for all the identified mark elements. In
this case, 8x8 matrix elements in each matrix can then be
selected based on the corresponding zero and one probabi-
lities. One way of doing this is to select 8x8 matrix
elements in which one of the zero and one probabilities
is high and the other low. In this case, the matrix ele-
ments corresponding to the same mark elements need not be
selected for determination of both coordinates, the cal-
culations proceeding with different corresponding mark
elements for the two matrices.

In this example the position code is in the first
dimension based on a first cyclic main number sequence.
This gives a condition for the relation between the mark
element values of the mark elements. The first cyclic
main number sequence has the property that the place
therein for each partial sequence of a predetermined
length is unambiguously determined. In this example the
predetermined length is 6. If thus 6 succeeding numbers
are taken in an arbitrary place in the first cyclic main
number sequence, these six numbers occur only once in the
first main number sequence in this succession. The pro-
perty also applies if the end of the first main number
sequence is connected to the beginning of the first
main number sequence. Therefore, the first main number
sequence is called cyclic. In this example a binary
main number sequence is used. If the place for a partial
sequence with six numbers is to be unambiguously deter-
mined, the first main number sequence can then maximally
have the length 2°=64 and the partial sequences of the
length 6 can have places 0-63 in the first main number
sequence. If, however, a first main number sequence of
the length 63 is chosen, it is possible, as will be evi-
dent from the following, to provide improved error cor-
rection properties. In the following, it will thus be

assumed that the length of the first main number sequence
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is 63 and that it thus defines unique places in the range
0-62.

Fig. 16 shows an example of a first cyclic main num-
ber sequence that can be used in connection with the
position coding. The partial sequence 0,0,0,0,0,0 has,
for instance, the unambiguous place 0, the partial
sequence 1,1,1,1,1,0 the unambiguous place 9 and the
partial sequence 1,1,1,0,1,0 the unambiguous place 11 in
the first main number sequence. For determining a posi-
tion on the surface, 6x6 mark elements must be identified
in the recorded image. As discussed above, however, use
is made of 8x8 mark elements for a position determination
and the reason for this will be evident from the fol-
lowing. As stated above, the first cyclic main number
sequence, on which the position code is based in the
first dimension, has the property that it contains merely
mutually unique partial sequences of the length 6. Conse-
quently, also the place in the first cyclic main number
sequence for each partial sequence of the length 8 is
unambiguously determined. This fact it utilised in the
determination of the coordinates for the position on the
surface.

The device is arranged to match each of the unique
partial sequences of the length 8 in the first cyclic
main number sequence with each of the columns in the
first matrix 34 (step I). The method is illustrated in
Fig. 17. The Figure shows an example of a binary partial
sequence 36 of the length 8 and a column 37 in the first
matrix 34 (Fig. 15b), said column having matrix elements
which each contain a zero probability and a one proba-
bility corresponding to the first decoding value being
zero and one respectively. For each matrix element, one
of the zero and one probabilities is selected depending
on the corresponding number in the partial sequence 36.
The first number in the partial sequence 36 is, for
instance, zero, which means that the zero probability is

selected for the first matrix element in the column 37.
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The second number in the partial sequence is one, which
means that the one probability is selected for the second
matrix element in the column 37. For each partial
sequence in the first main number sequence, for each
column in the first matrix 34, the device is in addition
arranged to calculate a first sequence probability (step
J) by multiplication of the correspondingly selected zero
and the one probabilities for the matrix elements. In
Fig. 17, the first sequence probability 38 corresponding
to the partial sequence 36 and the column 37 has been
calculated. After this operation, there will thus be 63
first sequence probabilities with a respective associated
unique sequence value for each column in the first matrix
34. These sequence values are defined by the places of
the corresponding partial sequences in the first cyclic
main number sequence. The device is arranged to select
for each column the highest first sequence probability
and the corresponding sequence value and save these.

The position code in the second dimension is here
based on a second cyclic main number sequence which in
this example has the same properties as the first cyclic
main number sequence.

The device is further arranged to match, in a manner
corresponding to that above, each of the unique partial
sequences of the length 8 in the second cyclic main num-
ber sequence with each of the rows in the second matrix
35. The rows in the matrix 35 have, just like the columns
in the matrix 34, matrix elements which each contain one
zero probability and one probability corresponding to the
second decoding value being zero and one respectively.
For each matrix element, one of the zero and one pro-
babilities is selected depending on the corresponding
number in a partial sequence in the second cyclic main
number sequence. For each partial sequence in the second
main number sequence, for each row in the second matrix
35, the device is further arranged to calculate a second

sequence probability (step J) by multiplication of the
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correspondingly selected zero and one probabilities for
the matrix elements. After this operation, there will
thus be 63 second sequence probabilities with a respec-
tive associated unique sequence value for each column in
the second matrix 35. These sequence values are defined
by the places of the corresponding partial sequences in
the second cyclic main number sequence. The device 1is
further arranged to select for each row the highest
second sequence probability and the corresponding
sequence value and save these.

The position code used in this example is based
on use of different rotations or circular shifts of the
cyclic main number sequences. In order to code positions
in, for instance, the x direction, the first main num-
ber sequence is printed or arranged in some other man-
ner rotated or circularly shifted in different ways in
columns across the surface, i.e. in the y direction
orthogonally to the direction in which positions are to
be coded, from above and down. The main number sequence
may be printed repeatedly in the same column, which is
necessary if more positions than what corresponds to the
length of the main number sequence are to be coded in
the y direction. The same rotation of the main number
sequence is then used in all repetitions. This means that
different rotations can be used in different columns.

Each pair of adjoining columns defines a difference
number D. The difference number D is given by the diffe-
rence between the places in the main number sequence for
the first partial sequence in each column. If instead the
difference between the places for the partial sequences
is taken one step down in the columns, the result will be
the same as the places will be offset in the same way.
The difference number D will thus always be the same
independently of at what “height” in the columns the
places of the partial sequences in the main number
sequence are compared. For each pair of columns, the dif-

ference number D is thus constant in the y direction. The



WO 03/038741 PCT/SE02/01962

10

15

20

25

30

35

61

difference numbers between adjoining columns form a set
of difference numbers than can be used to obtain a coor-
dinate for a position on the surface in the first dimen-
sion.

The position code in a second direction, for
instance in the y direction in this case, can be based
on the same principle as the position code in the first
dimension. The second main number sequence is then
arranged with different circular shifts in rows on the
surface, i.e. in the x direction, from the left to the
right. Difference numbers are defined between adjoining
rows and these difference numbers form a set of diffe-
rence numbers that can be used to obtain a coordinate
for a position on the surface in the second dimension.

Thus the position code consists of one partial posi-
tion code for the first direction and one partial posi-
tion code for the second direction.

As is evident from that stated above, the partial
sequences are not written with their explicit values, but
with a graphical coding. In the graphical coding, marks
define a superposing of the partial position codes.

Since the position code is based on main number
sequences which are arranged in predetermined directions
on the surface, the marks must be decoded in these direc-
tions for the position determination to be correct. The
correct decoding directions are, as mentioned above, from
above and down and from the left to the right.

A device for data decoding can, when recording an
image, be held rotated in different locations relative
to the surface and the position code. There are four pos-
sible recording rotations which are shown as arrows 40 in
Fig. 18. The recorded image of the position code does not
in itself reveal the relative rotation between the posi-
tion code and the device since the position code has
essentially the same appearance if it is rotated through
0, 90, 180 or 270 degrees. When the position code has
been rotated, the direction of the displacement of each
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mark in relation to the raster point with which it is

associated will, however, be changed. This results in

turn in the bit combination (first decoding value, second

decoding value) which codes the displacement of the mark

being changed. With the “correct”
tion code, the marks are arranged
directions from above and down in
from the left to the right in the

rotation of the position is zero,

rotation of the posi-
in the correct decoding
the columns as well as
rows. If the correct

the following applies

to the incorrect rotations:

90 degrees clockwise: the columns with marks in
the “correct” rotation, which marks are arrang-
ed from above and down, will be rows with marks
arranged from the right to the left, i.e. in
the incorrect decoding direction, and the rows
with marks in the “correct” rotation, which
marks are arranged from the left to the right,
will be columns with marks arranged from above
and down, i.e. in the correct decoding direc-
tion.

180 degrees: the columns with marks in the
“correct” rotation will be columns with marks
arranged from below and up, i.e. in the incor-
rect decoding direction, and the rows with
marks in the “correct” rotation will be rows
with marks arranged from the right to the left,
i.e. in the incorrect decoding direction.

270 degrees clockwise: the columns with marks
in the “correct” rotation will be rows with
marks arranged from the left to the right, i.e.
in the correct decoding direction, and the rows
with marks in the “correct” rotation will be
columns with marks arranged from below and up,

i.e. in the incorrect direction.

If the marks in the columns and the rows are arranged

in the incorrect decoding direction, the zero and one
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probabilities for each element will be inverted when
decoded.

Therefore the device is arranged to test, as will be
described below, different rotations of the partial area
of the position code in the recorded image. The operation
that was carried out on the first and the second matrix
34 and 35, respectively, i.e. the matching of the partial
sequences in the cyclic main number sequences against
columng and rows respectively in the matrices (step I),
the calculation of sequence probabilities (step J), and
the selection of the highest sequence probabilities with
corresponding sequence values for the columns and the
rows respectively, is carried out also on the first and
the second matrix 34 and 35 rotated through 180 degrees
and “inverted”, which matrices in Fig. 15c are designat-
ed 34’ and 35’ respectively. These rotated, inverted
matrices 34’ and 35’ correspond to an inverted version
of the partial area of the position code in the recorded
image. The reason for this is explained in Fig. 19 which
shows an example of a partial area of a position code in
a recorded image. In the Figure, only 9 marks are used
for the sake of simplicity which are each associated with
one raster point for the illustration. The position code
45 is the one recorded in the image. The position code
45’ is the same position code inverted. The matrices 46
and 47 correspond to the matrices 34 and 35 respectively
for the position code 45 turned the right way round, and
the matrices 48 and 49 correspond to the matrices 34’ and
35’ respectively for the inverted position code 45’. If
the matrices 48 and 49 for the inverted position code are
rotated through 180 degrees and inverted, the matrices
46 and 47 will be obtained for the position code turned
the right way around. By inversion is in this context
meant that the zero and one probabilities in each matrix
element change places.

After the above procedure, there is a highest

sequence probability with a corresponding sequence value
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for each column in the matrices 34 ad 34’', and for each
row in the matrices 35 and 35’. For each of the matrices
34, 34’', 35 and 35’, the device is then arranged to cal-
culate a rotation probability (step K) by multiplication
of the corresponding highest sequence probabilities.
Based on the sequence values corresponding to the highest
sequence probabilities for that of the matrices 34 and
34’ which corresponds to the highest rotation probabi-
lity, and the sequence values corresponding to the
highest sequence probabilities for that of the matrices
35 and 35’ which corresponds to the highest rotation
probability, coordinates for the position can be calcu-
lated.

As described above, it is not necessary to examine
all four rotations. This is simply explained by means of
an example. Now assume that the partial area of a posi-
tion code in an image that is recorded is the one (45)
shown in Fig. 19. Further assume that the “correct” rota-
tion of the position code is rotated through 950 degrees
clockwise relative to the recorded one. According to the
above description, where the correct rotation is assumed
to correspond to a rotation through 0 degrees, this means
that the position code 45 in the recorded image is rotat-
ed through 270 degrees clockwise relative to the “cor-
rect” rotation. Consequently, the position code 45’ is
rotated through 90 degrees clockwise relative to the
“correct” rotation. In the manner described above, the
position codes 45, 45’ are now decoded in Fig. 19. The
columns with marks in the “correct” rotation through 0
degrees are, as described above, arranged in the correct
decoding direction in the position code 45. The correct
direction causes the sequence probabilities, and con-
sequently the rotation probability, corresponding to
these rows, to be high. The rows with marks in the cor-
rect rotation are, as described above, columns arranged
in the incorrect decoding direction in the position code

45. The incorrect direction combined with the inversion
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causes the value probabilities, and consequently the
rotation probability, corresponding to these columns,
to be low. The relationship will be the opposite for the
position code 45’. The columns with marks in the correct
rotation through 0 degrees are, as described above, rows
arranged in the incorrect decoding direction in the
position code 45’. The incorrect direction causes the
sequence probabilities, and consequently the rotation
probability, corresponding to these rows, to be low. The
rows with marks in the correct rotation are, as described
above, columns arranged in the correct decoding direction
in the position code 45’. The correct direction causes
the sequence probabilities, and consequently the rotation
probability, corresponding to these columns, to be high.

When recording the “correct” rotation of the posi-
tion code, columns and the rows will, as mentioned above,
extend in the “correct” direction in the image. This
means for the example in Fig. 15 that the rotation proba-
bilities for the matrices 34 and 35 will both be higher
than the rotation probabilities for the matrices 34’ and
35’. This is an indication that the “correct” rotation of
the position code has been recorded. Thus, a first coor-
dinate can be calculated based on the sequence values
corresponding to the highest sequence probabilities for
the matrix 34, and a second coordinate can be calculated
based on the sequence values corresponding to the highest
sequence probabilities for the matrix 35.

When recording the position code rotated through
180 degrees in relation to the “correct” rotation, the
columns and the rows will extend in the “incorrect”
direction in the image. This means for example in Fig. 15
that the rotation probabilities for the matrices 34’ and
35’ will both be higher than the rotation probabilities
for the matrices 34 and 35. This is an indication that
the position code has been recorded in the rotation
through 180 degrees in relation to the “correct” rota-

tion. Thus, a first coordinate can be calculated based on
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the sequence values corresponding to the highest sequence
probabilities for the matrix 34’, and a second coordinate
can be calculated based on the sequence values corre-
sponding to the highest sequence probabilities for the
matrix 35'.

Recording of the position code rotated through 90 or
270 degrees clockwise in relation to the “correct” rota-
tion is indicated by the highest rotation probabilities
not belonging to the same rotation. If it is assumed that
the matrices 34 and 35 in Fig. 15 originate from a posi-
tion code which is rotated through 90 degrees clockwise
in relation to the correct direction, the rotation proba-
bility for the matrix 34 will be higher than the rotation
probability for the matrix 34’, and the rotation proba-
bility for the matrix 35 will be lower than the rotation
probability for the matrix 35’. In this case, the second
coordinate is calculated based on the sequence values
corresponding to the highest sequence probabilities for
the matrix 34, and the first coordinate is calculated
based on the sequence values corresponding to the highest
sequence probabilities for the matrix 35’. If it is
assumed instead that the matrices 34 and 35 in Fig. 15b
originate from a position code which is rotated through
270 degrees clockwise in relation to the correct direc-
tion, the second coordinate is instead calculated based
on the sequence values corresponding to the highest
sequence probabilities for the matrix 34’, and the first
coordinate is calculated based on the sequence values
corresponding to the highest sequence probabilities for
the matrix 35.

What allows the detection of the rotation of the
position coding in the recorded image thus is the fact
that the rotation probability for a matrix is changed
when the matrix is rotated through 90, 180 or 270
degrees. If the rotation of the position code is diffe-
rent from zero, i.e. if the rotation of the position code

in the recorded image is incorrect, the rotation probabi-
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lity as stated above will be low. This depends on the
fact that the unique partial sequences of the length 8 in
the cyclic main number sequences do not occur inverted or
reverse in the main number sequences. If such a condition
should be satisfied for the main number sequences for
partial sequences of the length 6, it would mean that the
main number sequences would be reduced significantly,
which in turn would imply that fewer positions could be
coded. This is thus one reason why 8x8 mark elements are
used for the position determination although only 6x6 are
theoretically required.

The same basic principles as the ones used in the
rotation detection can be used for error correction. For
instance, the main number sequence can be selected so
that partial sequences of a predetermined length, which
is longer than the one required for position determina-
tion, do not occur with one bit inverted in the main
number sequence. Then, if all bits except one in such a
longer partial sequence can be detected with certainty,
the incorrect bit can be corrected. This is another
reason why 8x8 mark elements are used for the position
determination although only 6x6 are theoretically
required.

Thus, by an intelligent selection of the main num-
ber sequence, the error detection and error correction
properties of the coding pattern can be considerably
improved.

The property of the cyclic main number sequences
that partial sequences of the length 8 do not occur
inverted or reverse can, however, not be provided for a
64 bit long main number sequence, which is the reason why
the length of the main number sequences has instead been
selected to be 63.

In decoding, redundant information is thus used
to obtain error correction properties. In the example
described above, 8x8 mark elements are used in the decod-
ing, although the position information can be extracted
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based on 6x6 raster points, i.e. there is 56 bit redun-
dant information [(8%-6%)x2] for determining the position.
In decoding, information in the current image is matched,
by columns and by rows, with the different partial
sequences that may occur in the position code, while
using the value probabilities belonging to the current
image. The combination of redundant information, proba-
bilities and a known condition for the relation between
the values of the mark elements gives good insensitivity
to interference in the current image. The value of each
individual mark thus decreases in importance since the
value of the individual mark must correspond to the other
values in that of the partial sequences which gives the
highest sequence probability.

If the need for error correction is more limited,
the device can alternatively be arranged to directly
select, for each of the columns in the first matrix, and
for each of the rows in the second matrix, a sequence,
and thus a sequence value, corresponding to the highest
of the zero and one probability for each mark element.

When the rotation 40’ of the recorded position code
in relation to the “correct” rotation has been establish-
ed, the first and second coordinate of the position can
thus be determined (step L). This is carried out as
described above, based on sequence values which in
Fig. 18 are designated Sx;-Sxg (41) for the first coor-
dinate and Sy;-SYg (42) for the second coordinate.

The device is arranged to calculate for the sequence
values Sx;-Sxg and Sy:-Sys differences between adjacent
sequence values, which results in two sets, 43 and 44,
of seven difference numbers Dx;-Dx; and Dy,-Dy,; each.
These difference numbers are then used to generate a
first coordinate and a second coordinate.

For the calculation of the first coordinate, how-
ever, only six of the sequence values Sx;-Sxg, i.e. five
of the difference numbers Dx,-Dx,;, are necessary as

described above. According to this example, the sequence
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values S$SX;-Sx, and thus the difference numbers Dx,-Dxs are
used. The same applies to the second coordinate that is
then calculated from the sequence values Sy,-Sy,; and thus
the difference numbers Dy,-Dys. Alternatively, only six

5 sequence values are determined for each direction, Sx,;-Sx,
and Sy,-Sy7.

The conversion from difference numbers to coordi-
nates can be carried out in many ways, for example in
the way that is described in Applicant’s applications

10 WO 01/26033 , which is herewith incorporated by
reference.

In the example described above, 8x8 mark elements
have been identified, for data decoding, in a recorded
image. However, it may sometimes happen that it is not

15 possible to identify so many mark elements. “Empty”
additional mark elements are then added to the mark
elements that can be identified in the image to obtain
a total of 8x8 mark elements. As described earlier, the
value probabilities for an “empty” mark element are all

20 equal.



WO 03/038741 PCT/SE02/01962

10

15

20

25

30

35

70

CLAIMS

1. A method for position decoding, comprising the
step of

calculating a position on the basis of information
determined from a partial area, imaged by a sensor, of a
position-coding pattern;

characterised by the steps of

if the calculation of the position fails, match-
ing the information from the partial area imaged by the
sensor with information about how the position-coding
pattern is designed in a plurality of matching partial
areas which each define a position in the position-coding
pattern, and

accepting the position of the positions defined by
the matching partial areas which according to the match-
ing step is the most probable position in the position-
coding pattern for the imaged partial area.

2. A method as claimed in claim 1, wherein the
matching is carried out in a matching area adjacent to
a previously accepted position.

3. A method as claimed in claim 1 or 2, wherein the
matching is carried out in one dimension at a time in the
position-coding pattern.

4. A method as claimed in claim 1, 2 or 3, wherein
the position-coding pattern codes each position by means
of a plurality of elements which can each assume at least
two different values, and wherein the matching step com-
prising the substeps of

determining which values are assumed by each of the
elements of the matching partial areas; and

for each matching partial area and on the basis of
the information from the imaged subset of the position-
coding pattern, determining a measure of the probability
that the elements of the imaged partial area assume the

same values as the elements of the matching partial area.
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5. A method as claimed in claim 4, wherein the
information from the imaged partial area comprises a set
of probability wvalues which each indicate a probability
that one of the elements of the imaged partial area
assumes one of the possible values, and wherein the mea-
sure of the probability is determined on the basis of the
probability wvalues for the values assumed by the elements
of the matching partial area.

6. A method as claimed in claim 4, wherein the mea-
sure of the probability is determined on the basis of
the number of elements in the imaged partial area which
assume the same value as the corresponding elements in
the matching partial area.

7. A method as claimed in any one of claims 4-6,
wherein each position in the position-coding pattern is
coded by a matrix of symbols, where each symbol consti-
tutes an element.

8. A method as claimed in any one of claims 4-6,
wherein each position in the position-coding pattern is
coded by a matrix of symbols which are divided into a
plurality of groups, and wherein each group constitutes
an element.

9. A method as claimed in any one of claims 4-6,
wherein each position is coded by a matrix of symbols,
which are divided into a plurality of groups, and wherein
each of said elements is defined by at least two groups
of symbols.

10. A method as claimed in any one of claims 7-9,
wherein each symbol comprises a mark which is displaced
in one of four predetermined directions from a nominal
position in the position-coding pattern.

11. A method as claimed in claim 8 or 9, wherein
the values of the symbols in a group correspond to a par-
tial sequence in a cyclic number sequence, which has the
property that each partial sequence of a predetermined
length has an unambiguously determined place in the num-

ber sequence.
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12. A method as claimed claim 9, wherein the values
of the symbols in a group form a partial sequence in a
cyclic number sequence, which has the property that each
partial sequence of a predetermined length has an unambi-
guously determined place in the number sequence, and
wherein the elements which are defined in pairs by the
groups consist of the differences between the places of
the groups in the number sequence.

13. A method as claimed in any one of the preceding
claims, further comprising the step of verifying the
position accepted on the basis of the imaged partial area
by means of the information from the imaged partial area.

14. A method as claimed in any one of the preceding
claims, wherein each position in the position-coding pat-
tern is coded by means of a plurality of position num-
bers, which in pairs define a plurality of difference
numbers determining the position; wherein the information
about how the position-coding pattern is made up consists
of said difference numbers and the information from the
imaged partial area comprises position numbers which are
determined from the partial area; and wherein the match-
ing comprises determining how many of the position num-
bers determined from the imaged partial area correspond
with each other as regards the difference numbers.

15. A computer program which comprises program code
which, when executed in a computer, causes the computer
to carry out a method according to any one of claims
1-14.

16. A computer-readable storage medium on which is
stored a computer program which, when executed in a com-
puter, causes the computer to carry out a method accord-
ing to any one of claims 1-14.

17. A device for position decoding, said device com-
prising a signal-processing unit, which is adapted to
calculate a position on the basis of information deter-
mined from a partial area, imaged by a sensor, of a posi-

tion-coding pattern;
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characterised in that the signal-process-
ing unit is further adapted to match, if the calculation
of the position fails, the information from the partial
area imaged by the sensor with information about how the
position-coding pattern is designed in a plurality of
matching partial areas, which each define a position in
the position-coding pattern, and to accept the position
of the positions defined by the matching partial areas,
which according to the matching step is the most probable
position in the position-coding pattern for the imaged

partial area.
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