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circuit incorporating a hysteresis in the feedback loop is also disclosed.



WO 02/080416 PCT/1L02/00264

10

15

20

25

30

DYNAMIC AUTOMATIC GAIN CONTROL CIRCUIT
EMPLOYING KALMAN FILTERING

FIELD OF THE INVENTION
The present invention relates generally to communication systems and more
particularly relates to an automatic gain control circuit incorporating a Kalman filter in the

feedback loop.

BACKGROUND OF THE INVENTION

Automatic Gain Control (AGC) circuits are widely used in numerous applications
to automatically adjust the level of an input signal to a desired value. Consider a system
wherein an amplifier that is part of an AGC circuit functions to generate an output signal
by amplifying an analog input signal. The analog output signal is to be converted to its
digital equivalent using an A/D converter. Consider also that the input signal is subject to
large power variations such as in the case when the signal is derived from a bursty
communication medium. In this case, the goal is to properly determine the gain of the
amplifier such that the dynamic range of the A/D converter is best utilized.

A block diagram illustrating a prior art automatic gain control (AGC) circuit is
shown in Figure 1. The AGC circuit, generally referenced 10, comprises a variable gain
amplifier 12, A/D converter 14, discriminator 20, summer 18 and loop filter 16. The
discriminator 20 functions to calculate the logarithm of the output voltage v,,. This is a
common practice in AGC circuits to enhance the performance by enabling to work in the
decibel (dB) domain.

The reference quantity Ry 26 is specified by the requirements of the particular AGC
implementation and represents the nominal level of the signal at the AGC output. From
the point of view of the loop filter, it shifts the gain by a fixed amount. The reference
quantity Ry is subtracted from the output of the discriminator 20 and the difference is input
to the loop filter 16. The loop filter functions to generate the gain g, 22.

The purpose of the AGC circuit is to maintain the signal at the input to the A/D
converter at an approximately constant level by controlling the gain of the variable gain
amplifier placed before the A/D converter.

Typically, a low pass filter is used in the feedback loop in an AGC circuit to reduce
the fluctuations in gain (i.e. to generate an average gain). The characteristics of the low
pass filter are typically time invariant. Thus, the low pass filter in the AGC feedback loop
can be designed to be either wide or narrow, making the AGC either fast or slow. A slow
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AGC is an AGC that is narrow in terms of frequency. It is better for continuous
transmissions since it performs an average of the signal over a longer period of time, is less
sensitive to noise and has less gain ripple. A narrow AGC, however, is characterized by
poor tracking in that it has more difficulty following quick changes in the level of input
signal.

A fast AGC is an AGC that is wide in terms of frequency. It averages the input
signal over a shorter period of time, is more sensitive to noise and has a relatively big
ripple of its gain.

On the other hand, in burst type communications, it is desirable to keep the gain
fixed during the message. It is also desirable to maintain the gain of the signal between
packets at a certain level in order to be able to process it. Thus, the AGC ideally is able to
quickly adapt to fast changes in the input.

As is the case with most prior art AGC circuits, the bandwidth of the loop gain is
much less than that of the signal itself. Variations in loop gain occur much slower than
those in the input signal. Note that if the loop gain were equal to the input signal gain, the
output of the AGC circuit would be a flat signal.

In many communication systems, it is desirable that the gain of the AGC not
change during reception of the information message and during the noise periods as well.
This is because the receiver may leamn the noise characteristic between packet
transmissions. Therefore, adjustments to the gain should occur only during transients
between packets and noise periods. This leads to the following contradictory requirenients.

The response of the AGC to low to high transitions of the signal level (i.e. the start
of a packet) should be very fast. Thus, the AGC feedback loop should be very fast during
the noise periods.

The optimum use of the dynamic range of the A/D converter entails maintaining an
approximately constant signal level at the output of the AGC circuit. From the above,
however, the gain adjustment should only be made during packet/noise period transitions.
The precision of the gain setting is thus affected as a result of the constraint of fast
adjustment.

Prior art AGC circuits are configured such that their characteristics are fixed, i.e.
the circuit operates as a either fast or slow AGC. This, however, may result in
unacceptable performance because the requirements described above cannot be satisfied.

A solution to this problem is to detect the beginning of the packet and upon
detection to make the AGC loop fast (i.e. wide in frequency) in order to enable quick

2
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acquisition. This is followed by a narrowing of the loop gain in order to enable good
tracking.
The problem typically encountered in such a system is how to detect the change in

input signal level and to optimally perform the transition from wide to narrow loop

5 filtering.
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SUMMARY OF THE INVENTION

Accordingly, the present invention provides a novel and useful apparatus for and
method of automatic gain control (AGC) using Kalman filtering. The present invention is
suitable for use in a wide range of applications and is particularly useful in controlling the
gain of the signal received over wired or wireless channels such as power line based
channels. .

The feedback loop of the AGC circuit of the present invention comprises a Kalman
filter augmented by the addition of a non-linear restart mechanism. The circuit is able to
transition quickly and make fast adaptations to new levels of the input. It has been found
that a Kalman filter is an optimal way in which to estimate the signal. It provides for fast
and accurate adaptations to the level of the input signal. The gain of the Kalman filter
controls how fast or slow averaging of the signal is performed. A key feature of the
present invention is the mechanism used to set the Kalman gain K, in an optimal manner.
Further, unlike in the prior art, Kalman filtering is used in the present invention in other
than the steady state portion of the input signal. Specifically, it is used during acquisition
and tracking of the input signal during transient portions of the input.

The input signal is modeled as a stochastic process and the function of the AGC
circuit is to try to estimate the level of this signal. The feedback loop comprises a
mechanism to detect the level of the signal and use it in generating the gain of the AGC
loop.

Three embodiments are presented. The first is an AGC circuit with Kalman
filtering which employs a restart mechanism. The restart mechanism enables the AGC
circuit to quickly adapt to changes in the signal level of the input. It is used to dynamically
modify the gain of the Kalman filter. A restart is triggered when the average of a plurality
of previous samples of the AGC output either exceeds an upper threshold or is smaller than
a lower threshold. The gain values output by the mechanism can be computed a priori and
stored in a table for look up during operation.

It is assumed that the signal power during reception of information packets does not
change much as in the case of relatively unchanging channel conditions while the bulk of
the gain adjustments occur during transients. The transients are detected by reference to
the steady state signal level of the output signal.

A second embodiment comprises an AGC circuit incorporating hysteresis in the

feedback loop. The hysteresis circuit is operative to split the loop gain into a feedforward
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gain and a complementary feedback gain. The hysteresis appears in the feedforward gain
only. The feedback gain is used to remove the effects of hysteresis from the AGC output
signal before it is fed back to the loop filter, thus making the feedback loop as a whole
unaware of the existence of the hysteresis.

A third embodiment comprises an AGC circuit incorporating a combination of
Kalman filtering with the restart mechanism and hysteresis. The feedback loop in this
AGC circuit is operative to apply hysteresis to the loop gain generated by the Kalman
filter. The method of performing hysteresis with restart is described along with an
example circuit.

In addition, an embodiment is presented illustrating an application example
wherein the AGC circuit of the present invention is used in a communications receiver.

An embodiment is also presented wherein the AGC circuit is implemented in-
firmware or software for execution on a computing platform. Many aspects of the
invention described herein may be constructed as software objects that execute in
embedded devices as firmware, software objects that execute as part of a software
application on a computer system running an operating system such as Windows, UNIX,
LINUX, etc., an Application Specific Integrated Circuit (ASIC), Field Programmable gate
Array (FPGA) or functionally equivalent discrete hardware components.

There is thus provided in accordance with the present invention an automatic gain
control (AGC) circuit, comprising an amplifier adapted to receive an input signal and to
generate an amplified output signal in accordance with a gain control signal, a Kalman
filter connected to the amplifier in a feedback loop configuration, the Kalman filter
operative to generate a Kalman gain signal in response to the level of the output signal, the
Kalman filter comprising a restart mechanism operative to detect sharp transitions in the
output signal level and in response thereto, restart the Kalman filter and a control circuit
adapted to filter the Kalman gain signal so as to generate the gain control signal.

There is also provided in accordance with the present invention an automatic gain
control (AGC) circuit, comprising an amplifier adapted to receive an input signal and to
generate an amplified output signal in accordance with an feedforward gain control signal,
a loop filter connected to the amplifier in a feedback loop configuration, the loop filter
operative to generate a loop gain signal in response to the level of a modified output signal
and a hysteresis mechanism operative to apply hysteresis to the loop gain signal and as a

result thereof, to generate the feedforward gain control signal and an feedback gain control
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signal and means for removing the effects of hysteresis generated by the hysteresis
mechanism so as to generate the modified output signal.

There is further provided in accordance with the present invention a method of
automatic gain control (AGC), the method comprising the steps of amplifying an input
signal so as to generate an amplified output signal in accordance with an feedforward gain
signal, processing a modified output signal through a Kalman filter located in a feedback
loop so as to generate a Kalman gain signal in résponse to the level of the modified output
signal, restarting the Kalman filter in response to the detection of sharp transitions in the
output signal level, filtering the Kalman gain signal and generating a loop gain signal in
response thereto, applying hysteresis to the loop gain signal and as a result thereof,
generating the feedforward gain control signal and an feedback gain control signal and
removing the effects of hysteresis from the output signal to generate the modified output
signal.

There is also provided in accordance with the present invention a communications
receiver for receiving and decoding an M-ary transmitted signal transmitted over a channel
having an impulse response h; comprising a front end circuit for receiving and converting
the M-ary transmitted signal to a baseband signal, a demodulator adapted to receive the
baseband signal and to generate a received signal therefrom in accordance with the M-ary
modulation scheme used to generate the transmitted signal, an automatic gain control
(AGC) circuit operative to receive the received signal and to generate an output signal
therefrom, the AGC circuit comprising processing means programmed to amplify the
received signal so as to generate an amplified output signal in accordance with an
feedforward gain signal, process a modified output signal through a Kalman filter located
in a feedback loop so as to generate a Kalman gain signal in response to the level of the
modified output signal, restart the Kalman filter in response to the detection of sharp
transitions in the output signal level, filter the Kalman gain signal and generating a loop
gain signal in response thereto, apply hysteresis to the loop gain signal and as a result
thereof, generating the feedforward gain control signal and an feedback gain control signal,
remove the effects of hysteresis from the output signal to generate the modified output
signal, an equalizer operative to receive the received signal and to generate a sequence of
soft symbol decisions therefrom, a decoder adapted to receive the soft symbol values and
to generate binary received data therefrom and wherein M is a positive integer.

There is still further provided in accordance with the present invention a computer
readable storage medium having a computer program embodied thereon for causing a

6
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suitably programmed system to automatically control the gain of an input signal by
performing the following steps when such program is executed on the system: amplifying
the input signal so as to generate an amplified output signal in accordance with an
feedforward gain signal, processing a modified output signal through a Kalman filter
located in a feedback loop so as to generate a Kalman gain signal in response to the level
of the modified output signal, restarting the Kalman filter in response to the detection of
sharp transitions in the output signal level, filtering the Kalman gain signal and generating
a loop gain signal in response thereto, applying hysteresis to the loop gain signal and as a
result thereof, generating the feedforward gain control signal and an feedback gain control
signal and removing the effects of hysteresis from the output signal to generate the

modified output signal.
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BRIEF DESCRIPTION OF THE DRAWINGS

The invention is herein described, by way of example only, with reference to the
accompanying drawings, wherein:

Fig. 1 is a block diagram illustrating a prior art automatic gain control (AGC)
circuit;

Fig. 2 is a diagram illustrating an example input signal representing a stochastic
process to be estimated by the AGC circuit; o

Fig. 3 is a block diagram illustrating a first embodiment of an AGC circuit
employing Kalman filtering constructed in accordance with the present invention;

Fig. 4 is a block diagram illustrating the signal power level test procedure and
Kalman gain generator of Figure 3 in more detail;

Figs. SA, 5B and 5C are signal diagrams illustrating the performance of the first
embodiment AGC circuit;

Figs. 6A, 6B and 6C are signal diagrams illustrating the performance of the first
embodiment AGC circuit in more detail;

Fig. 7 is a block diagram illustrating a second embodiment of an AGC circuit
employing hysteresis constructed in accordance with the present invention;

Fig. 8 is a flow diagram illustrating the hysteresis method of the AGC circuit of
Figure 8;

Fig. 9 is a block diagram illustrating a third embodiment of an AGC circuit
employing Kalman filtering and hysteresis constructed in accordance with the present
invention;

Fig. 10 is a flow diagram illustrating the hysteresis with restart method of the AGC
circuit of Figure 9;

Fig. 11 is a graph illustrating the behavior of the AGC circuit versus time;

Figs. 12A, 12B and 12C are signal diagrams illustrating the performance of the
third embodiment AGC circuit;

Figs. 13A, 13B and 13C are signal diagrams illustrating the performance of the
third embodiment AGC circuit in more detail;

Fig. 14 is a block diagram illustrating the structure of an example concatenated
receiver including a dynamic automatic gain control circuit constructed in accordance with

the present invention; and
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Fig. 15 is a block diagram illustrating an example computer system adapted to

perform the dynamic automatic gain control method of the present invention.
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DETAILED DESCRIPTION OF THE INVENTION

Notation Used Throughout

The following notation is used throughout this document.

Term Definition

AGC Automatic Gain Control

ASIC Application Specific Integrated Circuit
AWGN Additive White Gaussian Noise

BPSK Binary Phase Shift Keying

CPD Cumulative Probability Distribution
CPU Central Processing Unit

Cw Continuous Wave

DSP Digital Signal Processing

EEROM Electrically Erasable Read Only Memory
FEC Forward Error Correction

FIFO First In First Out

FPGA Field Programmable Gate Array

IEEE Institute of Electrical and Electronic Engineers
PAM Pulse Amplitude Modulation

PDF Probability Density Function

PN Pseudo Random

QPSK Quadrature Phase Shift Keying

RAM Random Access Memory

ROM Read Only Memory

SNR Signal to Noise Ratio

VA Viterbi Algorithm

Detailed Description of the Invention

The present invention comprises a novel and useful apparatus for and method of
automatic gain control (AGC) using Kalman filtering. The present invention is suitable for
use in a wide range of applications and is particularly useful in controlling the gain of the
signal received over wired or wireless channels such as power line based channels.

In one embodiment, the feedback loop of the AGC circuit of the present invention
comprises a Kalman filter. The circuit is able to transition quickly and make fast
adaptations to new levels of the input signal. It has been found that a Kalman filter is an
optimal way in which to estimate the input signal. It provides for fast and accurate
adaptations to the level of the input signal. The gain of the Kalman filter controls how fast
or slow averaging of the signal is performed. A key feature of the present invention is the

mechanism used to set the Kalman gain K, in an optimal manner.
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For illustration purposes, the invention is described in the context of a packet based
communications system. Note, however, that it is not intended that the invention be
limited to the example presented herein. It is appreciated that one skilled in the art can
apply the principles of the invention to other types of communications systems as well.

It is thus assumed that the information-bearing signal comprises strings of
information packets arriving over a channel such as the power line channel. The packets
may arrive from one or more other devices either contiguously or sporadically and may
have differing average power levels. For the duration of a packet, the nature of the channel
may be considered to be linear and time-invariant. Therefore, significant changes in the
power of the information signal are not expected during the reception of packets. The
disturbances to the channel are assumed to be a mixture of colored Gaussian noise and
man-made interferences such as spikes, etc. In addition, the noise level is expected to be
slowly changing except for occasional impulse noise interference.

For purposes of this specification, the meaning of the term ‘signal level’ depends
on the nature of the signal, e.g., CW, random noise, PAM, etc. The signal level may be
defined as the signal power, signal magnitude or the result of some nonlinear process
applied to the signal such as rectification, etc. Typically, however, it is convenient to
define signal level to be the envelope of the signal magnitude, i.e. its absolute value.

The present invention views the AGC problems discussed in the Background
Section as that of an on-line estimation of an artificial stochastic process which may be
called a ‘signal level process.” A diagram illustrating an example input signal representing
a stochastic process to be estimated by the AGC circuit is shown in Figure 2. Such a
process could evolve over time as shown by the signal 30. Here the low level represents
the noise floor of the channel while the high level portions represent packets arriving from
various different sources or represent bursts of high-powered noise.

In this scenario, the observation of the stochastic process involves measurement
noise which is the information signal itself during packet reception and channel noise
during the periods of time between packets.

The present invention provides a solution using this approach to the problem by

applying the well-known Kalman filter, to the feedback loop of the AGC circuit.
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Formalism of Kalman Filtering

To aid in understanding the principles of the present invention, a brief review of the
formalism of the Kalman filter is presented. Suppose a discrete-time process x, can be
described by the following state-space model

X, =X, +b¢, (1
Yo =A%, +1w,
where

a, b and A are matrices of suitable dimensions;

X, 18 a state vector;

w, represents measurement noise assumed to Gaussian, white and of unit variance;

&, represents process noise assumed to Gaussian, white and of unit variance;

Note that in this formulation, the signal model is time invariant. The following
formulation of the Kalman filter emphasizes its predictor-corrector operation.

~ A A
‘xn|n - xn[n—l + Kn (yn - A xnln-l)

. R )
xn+l|n = axn|n

with some initial condition
X1 = %o 3)
where

£n|n—l denotes the state estimate before measurement;

is the estimate corrected by the measurement y,;

nin

i
As seen from Equation 2, )‘cnln_, is predicted from )“cn_,ln_l through the state transition matrix

n-1

a. Note that the estimates fcnl and inln are also Gaussian random vectors. Their

covariance matrices P,,.; and P,,, respectively, are determined together with the Kalman

gain vector K, by the following recursive computation.

Kn = F:l]n—l A + 772)
Py, =aP,_a’ +bb’ 4

P =0-K,A)P,

nln-1

Allap

n|n—l

with initial condition

Po.1 =Po

12
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Note that the initial conditions have no effect on the steady state Kalman gain K. On the
other hand, given the initial Py, the Kalman gain vector sequence may be precomputed for

all n.

AGC Circuit with Kalman Filter

A block diagram illustrating a first embodiment of an AGC circuit employing
Kalman filtering constructed in accordance with the present invention is shown in Figure 3.
The AGC circuit, generally referenced 40, comprises a variable gain amplifier 42, A/D
converter 44, discriminator 46, Kalman gain coefficient generator with restart 50,
correction multiplier 48, summer 52, delay 54 and inverse logarithm function 56.

The AGC feedback loop is constructed such that the AGC gain plays an explicit
role as the state variable. Note that all the signals, except for the input and output voltage,
Vin and vou, are expressed on the logarithmic scale. The time indices of the various signals
describe the situation just before the n+1™ clock.

The amplifier 42 may comprise any type of amplifier having suitable drive
capability and is not limited to a variable gain type. For example, a variable gain amplifier
is not required in the second embodiment described infra since the gain is changed in
quantized steps wherein the step size is chosen in accordance with the particular
implementation (e.g., 6 dB/step).

The control signal 58 to block 56 is optional and comprises information from the
receiver that the AGC is now operating within a packet. This information can be used to
optionally freeze the gain while receiving within a packet.

The reference quantity Ry is specified by the requirements of the particular AGC
implementation and represents the nominal level of the signal at the AGC output. From
the point of view of the Kalman filter, it shifts the estimate by a fixed amount. The
reference quantity Ry is factored into the conversion of the binary output signal into a
logarithmic representation.

In order to meet with contradictory requirements described in the Background
section, the feedback loop of the AGC circuit comprises an estimator which functions to
track well both the transients between levels and the levels themselves (see the example
stochastic function in Figure 2). Normally, it has been that a first order Kalman filter is
optimal for estimating a constant level. It is not optimal, however, for tracking sharp

transitions.

13
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As a solution to this, the feedback loop of the AGC circuit of the present invention
incorporates a restart mechanism as described infra. The Kalman filter serves as an
estimator of a random, constant-level signal which occasionally undergoes sharps
transitions. It is desirable to follow these transitions as quickly as possible, without
actually tracking them, i.e. the detailed form of the transition is not of interest, only the
signal level.

Thus, the Kalman filter constructed employs a first order Kalman filter during
periods wherein the level of the signal is constant. It also comprises a mechanism for
detecting occurrences of sharp level transitions. Upon detection of such a transition, the
Kalman filter is restarted by imposing an initial state xo.; and Pg.; and proceeding with
calculations from that point.

The restart block 50 is operative to generate the correct values of Kalman gain and
for detecting transitions in the signal. Thus, the Kalman filter employed is a nonlinear,
time invariant filter, possessing certain optimality properties The appropriate signal model
for periods between transitions is as follows

el = X )
Yo =X, T W,
where the first equation describes a constant sequence. Note that although the Kalman
filter model described a stationary process {x,}, the resulting Kalman filter is not
asymptotically stable because it is not controllable. To make it stable, it is preferable that a

small amount of ‘process noise’ be present in the signal model. Using the corrected signal

model
X =x +
n+l n qgn (6)
yn = xll + nw"
we obtain the estimate
'%nfn = 'ijn|n—l + Kn (yn - 'Qn’n—l )
. . (N

xn+l|n = xn|n

with some initial condition
Xor-1 = X

The Kalman gain is computed using the following iterations

14
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Kn = Pn|n—l /(Pnln—l + 772)

Pn[n—l = Pn—l|n-l +q2 (8)
Pn|n = (1 - Kn )Pnln-l
with an initial condition
Po.1 = Py

which expresses the lack of knowledge of the initial state %,. In accordance with the

invention, the sequence {K,, n =0, 1,...} may be precomputed. The method of choosing
the design parameters g, 77, X, and Py is described below.

It has been found that the level of measurement noise 77 does not depend on the
input level itself and only slightly on the characteristics of the signal. It depends only on
the bandwidth of the signal. This is an effect of processing in the logarithmic domain. For
example, with input filter band limiting the input to 4-20 MHz, the power of observation
noise appearing at the output of the log, block 46 for signals of various characteristics was
consistently measured at 7=1.6

The pararﬁeter g determines the ability of the Kalman filter to track changes in
input level. Stated alternatively, it determines the accuracy of the estimation of a constant
level in steady state. Consider, for example, that the signal input to the AGC circuit has
constant average power. The Kalman filter is operative to estimate the signal level to any
given precision. The precision of estimation is expressed as Ppy.;, which is the means
square error of the estimate. Using Equation 8, this parameter is determined by the initial
value Py, measurement noise level 77 and by q.

The asymptotic values (n — o) are denoted

K,—>K
Pn[n-l -0

Using Equation 8, we derive

__ 0
Q+7n°
0=01-K)Q+q’

By straightforward manipulation we arrive at

Q:%‘I(CI‘*‘\/‘IZ +4n2) 9)

Given the required estimation precision Q, the required ¢ can be computed.
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The parameter P, is the initial variance of the predictor and is set anew upon each

restart. It may be estimated from the expected jump in gain it is desired to be tracked.

The initial value (upon restart) of the gain estimate 5‘01-1 is determined by setting it

equal to the last value of the predictor just prior to the restart. Note that in alternative
embodiment, this parameter may be chosen in other appropriate ways.
The parameter R, functions to prevent saturation of the A/D converter. Note that

the loop in the AGC circuit 40 tries to cancel the error

I v,
€ =102, —
n g2 RO

Therefore, Ry controls the signal level at the input to the A/D converter. Note that a signal
at the input to the A/D converter is at a nominal level when the dynamic range of the A/D
converter is utilized to the fullest without driving it into saturation.

In practice, however, a slightly more relaxed requirement of preventing A/D

saturation in only 99% of the time is applied. Thus, Ry is determined so that

Prob{y,,.|> Full scale}< 0.01

where ‘Full scale’ refers to the saturation level of the A/D converter. This is performed as
follows.
Step 1: Analyze the characteristics of the input signal {vi,}. The signal has

arbitrary but constant power. Find a level dj such that
dy
[0}t =0.99
0

where fi, (v) is the probability density function (PDF) of {lv;,l}. In addition, calculate the

mean

]

Step 2: Assume that the AGC performs as required, i.e. the gain G of the amplifier

d, = E[10g2

vin

is such that

G-d, = Full scale= G =M

0

Then
E[logzlka|]= E[logzlxk”+ log, G
Full scale

=d, +log,
0
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which is by definition the nominal signal level. Hence
F l
log, R, =d, +log, Full scale
0
or

_ Full scale
dO

R, 24

Detection of Transitions in Signal Power Level

In accordance with the model of behavior of the signals in the communication
channel, the information is transmitted in packets with intermittent periods of noise
between packets. It is noted that during both these periods, the average signal power is
approximately constant.

As described supra the invention incorporates a restart mechanism in the feedback
loop of the AGC circuit. The premise for the operation of the restart mechanism is as
follows. Assume that after some time period after the start of a packet, the AGC has
stabilized and the éignal at the output has achieved a nominal power level. At the end of a
packet, the power at the input to the AGC circuit drops sharply, and a drop of the same
amount is experienced at the output of the AGC circuit. Further, the characteristic of the
Kalman filter employed in the feedback loop is such that the AGC gain at this point in time
changes relatively slowly. Consequently, the output signal will remain off from the
nominal level for a relatively long time. This time period maybe used to test for a change
in the output signal power level. The invention thus employs a statistical hypothesis test
procedure based on the well-known Neymann-Pearson lemma.

The statistical hypothesis test functions to detect the power drop at the end of the

packet. To achieve this, the signal is analyzed to decide between one of two hypotheses.
Hy: Bpl)=o; (10)
against
H: E<o? (11)
where oﬁ is the nominal signal power at the output of the AGC and O‘,2 is the signal

power after the drop occurred, 0'12 <O'§.

For simplicity, it is assumed that the signal v, has a Gaussian distribution and that

the test is based on N successive observations (i.e. N signal samples). Further, it is

17



WO 02/080416 PCT/IL02/00264

10

15

20

25

30

assumed that the measurements are independent of each other. Then, it may be shown that

the sufficient statistics for the test is

n+N-1

5= 3] (12)

n
k=n

The test is considered successful in that it decides for hypothesis H (i.e. the power drop

occurred) when the following inequality holds:

s, £ (P.,) (13)

wherein @ N(t) denotes the Cumulative Probability Distribution (CPD) of xi,, a chi-square

random variable with N degrees of freedom, and Prs represents the probability of false
alarm which is the prescribed probability that the test will succeed when in fact no power
drop occurs.

The case of upward change of the input power may be treated in a similar manner.

Here, the two hypotheses are

Hy: Ep|=0? (14)

against
H: Bp]20} (15)

with 0'22 >0'§ . The same statistics s, as expressed in Equation 12 are used, except that the
inequality checked is given by

s, 20.® (1- Py,) - (16)
Thus, the detection of a change in power comprises testing of hypothesis Hy against H; and
then H, against H,.

A block diagram illustrating the signal power level test procedure and Kalman gain
generator of Figure 3 in more detail is shown in Figure 4. The generator, generally
referenced 50, comprises a squarer 60, FIFO 62, summers 64, 66, accumulator 68,
comparators 70, 72, OR gate 74, counter 76, pointer register 78 and gain coefficient table
80.

The generator is initialized by clearing the FIFO and the accumulator. In operation,
the samples output of the AGC circuit are first squared and input to a FIFO storage having
a plurality of cells, e.g., a few tens of cells, and summer 64. The accumulator 68, in
combination with the adders and FIFO, function to maintain a moving sum of the past

values stored in the FIFO. Once the FIFO is full, as a new sample is received, the last
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sample is shifted out and subtracted from the accumulator result. Note that the samples
arrive at the generator at the symbol rate. Note also that the test requires that the samples
of the tested signal be statistically independent.

If the FIFO is full, the accumulator value is compared against two predetermined
thresholds, an upper threshold and a lower threshold. The accumulator value is compared
to the upper threshold via comparator 70 and to the lower threshold via comparator 72. If
the accumulator value exceeds the upper threshold or is smaller than the lower threshold,
the test is successful and a RESTART signal is generated by OR gate 74. The test fails
otherwise.

If the test is successful, the accumulator and FIFO are cleared and the process
begins anew. If, the test fails, the process continues to input and process new samples as
described above.

As described supra, the Kalman gain coefficients may be computed beforehand and
stored in a table 80. The table is adapted to hold M coefficients, wherein in one example,
M may be 20. The output of a counter 76 driven by a sample clock is used as a pointer into
the gain coefficient table 80. The pointer indicates which coefficient will be output in the
next clock. Each clock, another coefficient is read out of the table until the last coefficient
which, once reached, is repeatedly read out.

Upon the triggering of a restart, the counter 76 is reset and the Kalman gain
coefficients stored in the beginning of the table are read out, i.e. coefficient #0, #1, etc.,
and the count continues through the M-1 coefficients stored in the table. Thus, to output
the correct gain, it is sufficient to reset the counter (i.e. the pointer) to the first location in
the table each time the test is successful, i.e. a restart is triggered, or upon first time
initialization. Otherwise, the clock increments the counter and the pointer increases with
each clock.

The above described signal power level test has limitations which will now be
described. The Neymann-Pearson test procedure uses the concept of ‘probability of false
alarm,” wherein the event termed ‘false alarm’ denotes success of the test when in fact no
power transition has taken place. A false alarm in an AGC circuit may cause a short but
violent transient effect, similar to a spike in the input signal. If it occurs during the
reception of a packet, it may cause the occurrence of a burst of errors. It is hard, however,
to avoid false alarms. Their probability can be decreased at the price of comprising overall

performance, which may translate to one or all of the following:
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1. Decreasing the detection probability. This is the reason why the false alarm
probability cannot decreased down to zero since then the probability of detection would
also become zero.

2. Compromising the possibility of detection of small jumps in power.

3. Enlarging the number of samples required for the test. This is equivalent to a
longer time duration for execution of the test.

Further, to prevent adverse effects of a small detection probability, it may be
necessary to increase the value of the parameter g of the Kalman filter. Assuming that a
transition was not detected and consequently, the circuit then relies on the natural ability of
the Kalman filter to acquire the new signal level without the benefit of the restart
mechanism. For this to happen within a reasonably short time frame, the value of the
parameter g cannot be set too small.

The following implementation example of an AGC is presented to illustrate the
operation of the present invention. The assumed environment is simulated as follows.
Information bearing signal comprising 16 Msymbols/sec symbol rate, BPSK modulation in
the band ranging from 4 to 20 MHz. The received data is organized in packets having a
duration of 100 gsec with pauses in transmission between packets. The channel is flat
with AWGN channel noise and a SNR of 10 dB. The input passband filter spans 3 to 21
MHz.

The AGC circuit samples the signal at a rate of 64 Msamples/sec and the A/D
converter has an 8-bit resolution. The AGC provides detection of the start and end of a
packet within 1 gsec. Gain fluctuations are smaller than +/- 0.5 dB.

With reference to the selection of Kalman filter parameters described supra,
parameter g is chosen using Equation 9. It is desired to limit the gain fluctuation to a range
of +/- 0.5 dB. Assuming a Gaussian distribution of the estimation error, the standard

deviation of the gain fluctuation is approximately one third of this quantity, i.e.
Jo< %logz 10°%/% =0.0277
or Q=7.66x10". Recalling that 77=1.6, it follows that g <<7. Hence, Equation 9 can
be simplified to
and
g=0Q/n=4.79-10"* (17)
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Assume the expected change of gain desired to be tracked is 20 dB. The initial

uncertainty in gain estimate Py is then
P, ~ (log, 10} =11

In accordance with the description of the choice for parameter Ry, the nominal level

was determined experimentally to be

Ry=126
which is 13.7 dB les than the saturation level of the 8-bit A/D converter. Note that this
should not be confused with the mean power of the signal at the output of the AGC circuit,
which is computed independently.

The selection of parameters for the restart circuit is as follows. Given the sample
rate of 64 MHz and symbol rate of 16 Msymbols/sec, the test for signal power level is
chosen to be performed every fourth sample. The thresholds and the depth of the FIFO are
determined from the requirement that the start and end of packets be detected within 1
Msec.

Figures SA, 5B and 5C are signal diagrams illustrating the performance of the first
embodiment AGC circuit. Figures 6A, 6B and 6C are signal diagrams zooming into a
portion of the traces shown in Figures 5A, 5B and 5C, respectively.

Figures SA and 6A show the input signal voltage v;, to the AGC circuit. Figures
5B and 6B each show two traces: traces 90, 100 are the AGC gain control signals
generated by the feedback loop and traces 92 are the true or ideal signal levels. Figures 5C
and 6C show the resulting output signal voltage v, from the AGC circuit.

It is noted that the time delay from the occurrence of the sharp transition in the
input signal to the lowering of the gain is approximately a %2 gsec. This is the delay
incurred in the detection of the power signal level test within the restart mechanism.

Moreover, the abrupt change in gain in response to the restart mechanism is followed by

relatively little ripple.

AGC Circuit with Hysteresis

As described hereinabove, the purpose of an AGC circuit is to maintain the output
signal at some nominal level regardless of the level of the input signal. Assuming for a
while that the input signal has a constant power, the operation of a closed feedback loop
(see Figure 3) necessarily requires continuous updating of the controlled variable, i.e. the

Kalman gain g,. Consequently, the ratio v,./v;, is affected by fluctuations in the input
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signal and cannot be kept constant. In order to improve the input/output characteristic of
the AGC circuit, the present invention employs hysteresis in the feedback loop. It is noted
that the hysteresis has no effect on the performance of the loop while removing the gain
fluctuations from the circuit.

A block diagram illustrating a second embodiment of an AGC circuit employing
hysteresis constructed in accordance with the present invention is shown in Figure 7. In
the first embodiment described supra, a problem may arise from the operation of the
feedback loop that implements the Kalman estimator described. More specifically, the
problem arises from the continuous change of the gain in response to the fluctuations of the
input. To prevent adverse effects of such gain fluctuations on the output signal, the second
embodiment of the present invention includes hysteresis in the relationship between input
and output while the feedback loop is kept hysteresis free.

The AGC circuit with hysteresis, generally referenced 110, is adapted to suppress
fluctuations in AGC gain within some range around its steady state value. Such
fluctuations can be seen in trace 100 Figure 6B, especially during the first 2 gsec after
restart.

The circuit comprises an amplifier 112, A/D converter 114, a multiplier 116, a log
block 118, adder 120, loop filter/control block 122, gain splitter and hysteresis block 124.
In accordance with the present invention, the gain block is split into two portions. The
gain block 124 generates two gain control signals: an feedforward gain control signal
denoted G4 and an feedback gain control signal denoted Gp. In the first gain stage, the
feedforward gain control signal Gy sets the gain on the feedforward amplifier 112. The
second gain stage comprises the multiplier 116 which functions as a feedback amplifier
and generates the product of the output signal v, and the feedback gain control signal Gp.
This second gain stage serves to nullify the effect of hysteresis in the first stage, thus
keeping the feedback loop free of hysteresis.

The Control signal 125 input to block 124 is optional and comprises information,
such as in the form of a command, from the receiver that the AGC is now operating within
a packet. This information can be used to optionally inhibit gain updates while receiving
within a packet. The Hist signal 123 controls the range of change in feedforward gain as
described hereinbelow.

In accordance with one example embodiment of the invention, the loop gain
variable g, is chosen to be subjected to hysteresis. It is appreciated that other

configurations are possible as contemplated by the invention which are described infra is
22



WO 02/080416 PCT/IL02/00264

10

15

20

25

30

an application in which a moving average of the gain is subjected to hysteresis. It is also
appreciated that the invention is not limited to the embodiment whereby the gain is subject
to hysteresis as other quantities may be subjected as well. The term nominal AGC gain is
defined as the gain which, for a given input level, ensures that the output from the AGC
circuit takes the nominal output level. Then, as long as g, remains within a certain vicinity
of the nominal gain, the hysteresis circuit maintains the feedforward gain Gy fixed. This
can be expressed by the following algorithm, which is executed every clock cycle.

Step 1: If the AGC gain g, resides within the range

g, € |G, - Hist12,G, + Hist /2]

where Gy denotes the nominal gain, hold the feedforward gain Gy fixed at its last
value.

Step 2: If at some moment

8,<G,—Hist/2 or g, >G,+Hist/2,
change the feedforward gain to
G, 2%
Step 3: In any case, (i.e. whether the change in step 2 took place or not) update the

feedback gain Gg, by
G, =2"1G,

Note that although the hysteresis circuit by itself does not improve the quality of
estimation, it may prevent unnecessary variations in the gain of the amplifier. The price
for this is a slightly reduced dynamic range of the A/D converter since the circuit is
preferably designed for the worst-case uncertainty of the nominal gain.

The feedforward gain control signal sets the gain of the feedforward amplifier
while the feedback gain control signal sets the gain of the amplifier (i.e. multiplier) in the
feedback portion of the hysteresis loop. Note that without the feedback gain, the hysteresis
loop would not be properly closed. Therefore, the feedback gain functions to close the
loop. In operation of the hysteresis loop, the feedforward gain does not change with small
changes in the AGC loop gain variable (i.e., when the input signal level does not change
appreciably). Once the AGC loop gain exceeds the range set by the Hist signal, the
feedforward gain is changed. Note that the gain range can be centered on any arbitrary
gain value and is not restricted to certain gain values. The range is always determined
from a +/- deviation from the last set value.
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In practice, the loop variable subjected to hysteresis is the running average of the

logarithmic gain g

nlnt
galt) = 2 (18)
k=n-N+1
where N, the FIFO depth, is determined in accordance with the amount of hysteresis Hist.
The FIFO comprises the memory used to compute the running average. The method of
determining N is described hereinbelow.

A flow diagram illustrating the hysteresis method of the AGC circuit of Figure 8 is
shown in Figure 8. The variable last_G denotes the value of the feedforward gain set
during the last update cycle. The various operations mentioned in the flowchart are
defined as follows:

1. init g,,: clear the FIFO;

2. update g,,: push the new gain gﬂln_, onto the FIFO;

3. valid g, if the FIFO is full compute the following
1 &
gav(n) = N Z E k-1
k=n-N+1

and g,, is deemed valid. If the FIFO is not yet full, g, is invalid.

Note that initially, no hysteresis is performed until the FIFO fills up and an average
can be obtained. Note also, that all gains are expressed in logarithmic scale. The first step
is to obtain a sample (step 130). The moving average g,, of N samples is then updated
(step 132). Then, it is checked whether g,, is valid (step 134). If it is valid (the FIFO is
full), it is checked whether the feedforward gain needs to be changed (step 136).

Ilast_G — 8. > Hist/2

If the feedforward gain is to be changed, last_G is set to g, (step 138) and g,y is initialized,
i.e. the past step samples are erased and the moving average is zeroed out (step 140). If the
range step is not to be changed or if g, is not valid, the feedforward gain Gg is set equal to
last_G (step 142) and the feedback gain Gy, is set equal to the residue between the loop
gain and the feedforward gain (step 144). Note that the residue is calculated by subtracting
the two gains since they are expressed in dB. For expression of values in volts, the residue

is calculated by dividing the two gains.

24



WO 02/080416 PCT/IL02/00264

10

15

20

25

30

AGC Circuit with Kalman Filter and Hysteresis

The above described method is appropriate only during steady state conditions, i.e.
approximately constant input power. The third embodiment of the invention also provides
an AGC circuit that incorporates both Kalman filtering with the restart mechanism and
hysteresis.

A block diagram illustrating a third embodiment of an AGC circuit employing
Kalman filtering and hysteresis constructed in accordance with the present invention is
shown in Figure 9. The AGC circuit, generally referenced 170, comprises an amplifier
172, A/D converter 174, inverse log, gain splitter and hysteresis circuit 188, second gain
stage 176, log block 178, Kalman gain coefficient generator with restart 180, multiplier
182, adder 184 and delay 186.

The occurrence of a restart signifies a sharp change in input power and an ensuing
fast update of AGC gain. Thus, suppressing gain fluctuations at restart would normally
impair the operation of the AGC circuit. This situation can be handled by the algorithm
described below.

A flow diagram illustrating the hysteresis with restart method of the AGC circuit of
Figure 9 is shown in Figure 10. Essentially, the method is operative to disable the
hysteresis circuit for a certain time period after a restart. This time is denoted in the flow
diagram by M, where M is the time duration allowed for settling of the Kalman gain, and N
is the number of cycles necessary to calculate the new average gay.

The first step is to obtain the next sample (step 190). If a restart has been triggered
(step 192), then initialize Restrr_Cnt to M, where M represents the time duration allowed
for settling of the Kalman gain (step 194). The moving average g, is then initialized (step
196). If no restart was triggered, it is checked whether Restrt_Cnt is equal to zero (step
198).. If so, meaning the waiting time period has ended, the hysteresis method of Figure 8
is performed (step 208).

Otherwise, Restrt_Cnt is decremented (step 200), last_G is set to the current value
of the loop gain (step 202), the feedforward gain Gy is set to the value of last_G (step 204)
and the feedback gain Gy, is set to zero (step 206). In other words, if the waiting time
period has not ended, the actual loop gain is applied directly to the gain control of the
amplifier, rather than being split into two portions as is normally the case with the

hysteresis circuit.
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The selection of parameters of the AGC circuit incorporating Kalman filtering and
hysteresis will now be presented. As a starting point, the Kalman related parameters are
determined as described hereinabove in connection with the first embodiment. The
parameters that remain to be determined are the hysteresis related ones and include the
amount of hysteresis Hist, depth of memory N in the calculation of the average gain g,, and
the duration M of inactivity of the circuit following a restart.

In choosing M, it is important to keep in mind that the objective of the design is to
have the hysteresis operate as fast as possible after a restart. On the other hand, some time
must be allowed to pass until the AGC circuit achieves some coarse equilibrium. To
determine the parameter M, the behavior of the Kalman gain following a restart is
considered. A graph illustrating the behavior of the AGC circuit versus time is shown in
Figure 11. With reference to trace 100 Figure 6B and Figure 10, it can be seen that the
main effect of the restart takes place during the first 1 sec after it occurs.

Thus, the delay parameter is chosen to be

M = UUT; = 64 samples

where Ty is the sampling period derived from the sampling frequency of 64 MHz.

As described supra, the goal of the AGC circuit with hysteresis was to limit the
gain fluctuations in the steady state to a range of +/- 0.15 dB. Therefore, with a choice of
Hist = 1 dB this behavior would be expected to be extended to transients as well. The
fluctuations following a restart are, however, much larger and hysteresis of 1 dB has been
found to be insufficient. Based on simulations described below, a value of Hist = 3 dB
appears to provide adequate performance in most cases.

To make a selection choice about the depth of memory N, statistical analysis is
required. Consider that it is desirable to change the feedforward gain Gy only when the
level of the input signal changes by more than Hist/2. The basis for this decision to change
Gg comes from the calculation of the sample mean g,,. The choice of N is dictated by the
requirement of limiting the probability of a wrong decision.

The scenario to be simulated is as follows.

Step 1: Choose a relatively difficult channel in order for the simulation to perform well
under worst case conditions, including colored noise and highly correlated signal
samples.

Step 2: Two types of experiments are performed and statistics are collected for both: (1)
the restart is triggered at the end of a packet, followed by channel noise being input
to the AGC circuit, and (2) the restart is triggered at the beginning of a packet,
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followed by samples of an information bearing signal being input to the AGC
circuit after being filtered by the channel.
Step 3: Each experiment is performed as follows:

A: Simulate a stream of data containing packets having a duration of 100 xsec and
gaps of duration 100 usec.

B: Following the restart, wait M samples.

C: Execute multiple passes over the next 100 usec, where in each pass a different
N from the range of {0.5, 1} usec is chosen. For each pass, record the
probability that the feedforward gain should be changed (in accordance with
the method of Figure 8) after its initial setting which occurs at the time

M+N. The probability is preferably measured against a grid of hysteresis
values, starting with Hist =1 dB.

The simulation results presented hereinbelow were executed with a FIFO depth of
0.5 usec. The simulated example was executed under the same conditions as that of the
first embodiment. Figures 12A, 12B and 12C are signal diagrams illustrating the
performance of the third embodiment AGC circuit with restart and hysteresis. Figures
13A, 13B and 13C zoom into portions of the performance in more detail. Figures 12A and
13A show the input signal to the AGC circuit. Traces 152, 162 in Figures 12B and 13B
represent the combined feedforward and feedback gain (i.e. the loop gain). Traces 150,
160 in Figures 12B, 13B, respectively, represent the feedforward gain. Figures 12C and
13C show the AGC feedback gain.

Note that in Figure 13C, in accordance with the method of Figure 10, the gain is set
to zero for a time duration of approximately 64 samples (i.e. 1 gsec). During this time,
the hysteresis circuit is disabled and the loop gain exactly equals the feedforward gain.
Following the delay period, the two gains diverge.

It is noted that the primary purpose for employing hysteresis in the feedback loop is
to improve the input/output characteristics during the periods between power transitions.
This purpose is valid regardless of whether the AGC controlled by the Kalman filter
mechanism described herein. The incorporation of hysteresis into the AGC circuit with
Kalman filtering and restarts, however, provides a benefit related to the operation of the

restart circuit.
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Assume that the AGC is constructed to work in conditions close to its limitations,
i.e. when it is required to detect small power transitions (e.g., on the order of 5 dB) due to
low SNR. In such cases, it may be necessary to employ a large number of samples in order
to perform a reliable test with a low probability of false alarms, thus entailing long
detection times. It might also be necessary to use a large value of g. Both these measures
by themselves, may cause a failure in the detection of the transition. This is because the
natural adaptation of the Kalman filter may bring the output back too close to the nominal
level to be detected by the threshold comparators (Figure 4) in the restart circuit. The
hysteresis mechanism, however, is able to hold the output/input AGC gain constant during
the detection period.

In addition, in systems wherein the channel is estimated at the start of each packet
utilizing, for example, a pseudo noise sync sequence. The beginning of a packet, however,
is usually accompanied by a restart with subsequent relatively high gain fluctuations
resulting in degradation of the quality of channel estimation. The suppression of these gain
fluctuations by the hysteresis circuit of the present invention may improve the channel

estimation.

Application of the AGC Circuit in a Communications Receiver

A block diagram illustrating the structure of an example concatenated receiver
including a dynamic automatic gain control circuit constructed in accordance with the
present invention is shown in Figure 14. The automatic gain control circuit of the present
invention is described in the context of a communications receiver. Note the
communication receiver shown herein is presented for illustration purposes only and is not
meant to limit the scope of the present invention. It is appreciated that one skilled in the
communication arts can construct numerous other types of receivers incorporating the
automatic gain control circuit of the present invention.

The receiver, generally referenced 210, comprises coupling circuitry 212 connected
to the channel media 230, for example the power line, an AGC circuit 214,
synchronization/channel estimation 218, equalizer 216, de-interleaver 220 and outer
decoder 222.

The signal from the channel is input to the channel coupling circuit which functions
as the analog front end for the receiver. The signal output of the channel coupling circuitry

is input to the AGC circuit. The AGC circuit incorporates either Kalman filtering with the
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restart mechanism, the hysteresis circuit or both as described in detail hereinabove in
connection with the first, second and third AGC circuit embodiments.

The digitized receive data stream is input to both the equalizer and the
synchronization/channel estimation. This module functions to detect the training sequence
or sync sequence sent by the transmitter. This module also functions to generate an
estimate of the channel.

The channel estimation is operative to generate a channel estimate represented by #;
that is used by the equalizer. The channel estimation is generated using the received input
samples x(n). Several methods of channel estimation known in the art are suitable for use
with the present invention and include, for example, channel estimate methods utilizing
correlation techniques and least squares techniques.

The equalizer is operative to output soft decision information given (1) received
signal from the channel, and (2) channel estimate information 4; (e.g., FIR filter taps used
to estimate the channel).

The decision information output of the equalizer is input to the de-interleaver 220
before being input to an outer decoder which is preferably an optimal soft decoder. The
outer decoder functions to locate and fix errors using the redundancy bits inserted by the
encoder in the transmitter. The outer decoder generates the binary receive data. Examples
of the outer decoder include convolutional decoders utilizing the Viterbi Algorithm,
convolutional Forward Error Correction (FEC) decoders, turbo decoders, etc. Soft input
Viterbi decoders have the advantage of efficiently processing soft decision information and
providing optimum performance in the sense of minimum sequence error probability.

Note that the interleaver/de-interleaver is optional and may be added to or omitted
from the system. In this example, a symbol based interleaver/de-interleaver is used. If a
bit based interleaver/de-interleaver is used, some mechanism of mapping soft symbols to
bits must be used before the outer decoder.

In operation, the transmitter transmits a modulated signal to the channel. In the
example embodiment described herein, the transmitter transmits a binary phase shift
keying (BPSK) or quadrature phase shift keying (QPSK) modulated signal to the channel.
The equalization technique requires knowledge of the impulse response of the channel 4;.
This can be obtained using the channel estimation techniques described above. One
method of determining 4; is to transmit a training sequence or sync pattern comprising a
pseudo noise (PN) sequence. The signals are transmitted grouped together in the form of
packets wherein each packet begins with the PN synchronization sequence.
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At the receiver, the received signals are input to the AGC circuit and sampled by
the A/D converter internal thereto. They are also input to the synchronization module. A
correlator (i.e. matched filter) is used to detect the beginning of a packet. The output of the
correlator also comprises the impulse response h; of the channel. The correlation is
performed between the received input samples and the expected synchronization sequence

which must be known a priori.

Computer Embodiment of the Invention

In another embodiment, a computer is operative to execute software adapted to
perform the automatic gain control with variable gain method of the present invention. A
block diagram illustrating an example computer system adapted to perform the automatic
gain control with variable gain method of the present invention is shown in Figure 15. The
system may be incorporated within a communications device such as a receiver, part of
which is implemented in software.

The computer system, generally referenced 240, comprises a processor or central
processing unit (CPU) 242 which may comprise a microcontroller, microprocessor,
microcomputer, ASIC processor core or a digital signal processor (DSP). The system also
comprises static read only memory (ROM) 244 and dynamic main memory, e.g., random
access memory (RAM) 248, all in communication with the processor. The processor is
also in communication, via a bus 268, with a number of peripheral devices that are
included in the computer system. An A/D converter 254 functions to sample the received
signal output of the Rx front end 252 coupled to the channel 250 (e.g., the power line,
twisted pair, etc.). A D/A converter 256 converts digital data from the processor to the
analog domain and outputs the data onto the channel via the Rx front end.

One or more communication lines 258 are connected to the system via I/O interface
260. A user interface 262 responds to user inputs and provides feedback and other status
information. A host interface 266 connects a host device 264 to the system. The host is
adapted to configure, control and maintain the operation of the system. The system also
comprises magnetic storage device 248 for storing application programs and data. The
system comprises computer readable storage medium which may include any suitable
memory means including but not limited to magnetic storage, optical storage,
semiconductor volatile or non-volatile memory, biological memory devices, or any other

memory storage device.
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The automatic gain control software is adapted to reside on a computer readable
medium, such as a magnetic disk within a disk drive unit. Alternatively, the computer
readable medium may comprise a floppy disk, Flash memory card, Electrically Erasable
Read Only Memory (EEROM) based memory, bubble memory storage, ROM storage, etc.
The software adapted to perform the automatic gain control with variable gain method of
the present invention may also reside, in whole or in part, in the static or dynamic main
memories or in firmware within the processor of the computer system (i.e. within
microcontroller, microprocessor, microcomputer, ASIC processor core, FPGA core
internal memory).

In alternative embodiments, the method of the present invention is applicable to
implementations of the invention in integrated circuits, field programmable gate arrays
(FPGAs), chip sets and especially application specific integrated circuits (ASICs),
including wireless implementations and other communication system products.

Further, in other alternative embodiments, the Kalman filter of the present
invention can be replaced by other types of loop filters wherein the loop gain signal
generated is variable and decreases to a steady state value in response to a restart event
wherein a restart event is detected as described supra. The loop gain signal may decrease
in any desired linear or non-linear manner, e.g., exponential, logarithmic, etc. It is
appreciated that the invention is not limited to use of a Kalman filter in the loop filter.
Note that the loop filter parameters may be derived by any suitable means wherein Kalman
filtering technique comprises one example.

It is intended that the appended claims cover all such features and advantages of the
invention that fall within the spirit and scope of the present invention. As numerous
modifications and changes will readily occur to those skilled in the art, it is intended that
the invention not be limited to the limited number of embodiments described herein.
Accordingly, it will be appreciated that all suitable variations, modifications and

equivalents may be resorted to, falling within the spirit and scope of the present invention.
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CLAIMS

1. An automatic gain control (AGC) circuit, comprising:

an amplifier adapted to receive an input signal and to generate an amplified output
signal in accordance with a gain control signal;

a Kalman filter connected to said amplifier in a feedback loop configuration, said
Kalman filter operative to generate a Kalman gain signal in response to the
level of said output signal, said Kalman filter comprising a restart
mechanism operative to detect sharp transitions in said output signal level
and in response thereto, restart said Kalman filter; and

a control circuit adapted to filter said Kalman gain signal so as to generate said gain

control signal.

2. The circuit according to claim 1, wherein said amplifier comprises a variable gain

amplifier circuit.

3, The circuit according to claim 1, wherein said Kalman filter comprises a first order

Kalman filter during periods of constant output signal level.

4. The circuit according to claim 1, wherein feedback loop including said Kalman
filter is configured so as to implement a Kalman gain estimator operative to estimate a

random, constant-level signal that sporadically experiences sharp transitions.

5. The circuit according to claim 1, wherein said Kalman filter comprises a table

comprising precomputed samples of said Kalman gain signal.

6. The circuit according to claim 1, wherein said restart mechanism is adapted to be

activated upon reception of each new packet.

7. The circuit according to claim 1, wherein said restart mechanism comprises means
for triggering a restart if an average of a plurality of previous samples of said output signal

exceeds an upper threshold or is lower than a lower threshold.

8. The circuit according to claim 1, wherein said restart mechanism comprises means
for triggering a restart in response to detection of a sufficiently large transition in signal

power level of said output signal.
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9. The circuit according to claim 8, wherein said transition in signal power level is
detected by means adapted to:
accumulate a moving window of samples, each sample comprising the square of a
sample of said output signal; and
5 trigger a restart if the value of said accumulator exceeds an upper threshold or is

smaller than a lower threshold.

10.  The circuit according to claim 1, wherein said restart mechanism comprises means
for re-initializing a pointer to the beginning of a table storing precomputed samples of said

Kalman gain.

10 11.  The circuit according to claim 1, further comprising:
means for representing said output signal as a logarithm value;
wherein said Kalman filter is adapted to generate said Kalman gain as a function of
said logarithmic representation of said output signal; and
means for generating an inverse logarithm of said gain control signal before it is

15 input to said amplifier.

12.  An automatic gain control (AGC) circuit, comprising:
an amplifier adapted to receive an input signal and to generate an amplified output
signal in accordance with a feedforward gain control signal;
a loop filter connected to said amplifier in a feedback loop configuration, said loop
20 filter operative to generate a loop gain signal in response to the level of a
modified output signal;
a hysteresis mechanism operative to apply hysteresis to said loop gain signal and as
a result thereof, to generate said feedforward gain control signal and an
feedback gain control signal; and
25 means for removing the effects of hysteresis generated by said hysteresis

mechanism so as to generate said modified output signal.

13.  The circuit according to claim 12, wherein said hysteresis mechanism is adapted to

generate said feedforward gain control signal as the midpoint of a step range.

14.  The circuit according to claim 12, wherein said hysteresis mechanism is adapted to
30 generate said feedback gain control signal as the residual between said loop gain and the

midpoint of a particular step range.
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15.  The circuit according to claim 12, wherein said hysteresis mechanism is adapted to
maintain a fixed feedforward gain control signal as long as said loop gain signal is within a

predetermined distance of a nominal gain level.

16. The circuit according to claim 12, wherein said hysteresis mechanism is adapted to
modify said feedforward gain control signal when said loop gain signal is no longer within

a current step range.

17.  The circuit according to claim 12, wherein said amplifier comprises a variable gain

amplifier circuit.

18. The circuit according to claim 12, wherein said loop filter comprises a first order

low pass filter.

19.  The circuit according to claim 12, wherein said feedback loop including said loop
filter is adapted to generate said loop gain in response to a random, constant-level input

signal that sporadically experiences sharp transitions.

20.  The circuit according to claim 12, wherein said loop filter comprises a table

comprising precomputed samples of said loop gain signal.

21.  The circuit according to claim 12, further comprising:
means for representing said output signal as a logarithm value;
wherein said loop filter is adapted to generate said loop gain as a function of said
logarithmic representation of said output signal; and
means for generating an inverse logarithm of said gain control signal before it is

input to said amplifier.

22. The circuit according to claim 12, wherein said means for removing the effects of
hysteresis comprises means for multiplying said feedback gain control signal by said

output signal so as to yield said modified output signal as a product thereof.

23. A method of automatic gain control (AGC), said method comprising the steps of:
amplifying an input signal so as to generate an amplified output signal in

accordance with an feedforward gain signal;
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processing a modified output signal through a Kalman filter located in a feedback
loop so as to generate a Kalman gain signal in response to the level of said
modified output signal;

restarting said Kalman filter in response to the detection of sharp transitions in said
output signal level;

filtering said Kalman gain signal and generating a loop gain signal in response
thereto;

applying hysteresis to said loop gain signal and as a result thereof, generating said
feedforward gain control signal and an feedback gain control signal; and

removing the effects of hysteresis from said output signal to generate said modified

output signal.

24.  The method according to claim 23, wherein said step of applying hysteresis

comprises setting said feedforward gain control signal to the midpoint of a step range.

25.  The method according to claim 23, wherein said step of applying hysteresis
comprises generating said feedback gain control signal as the residual between said loop

gain and the midpoint of a particular step range.

26.  The method according to claim 23, wherein said step of hysteresis comprises
maintaining a fixed feedforward gain control signal as long as said loop gain signal is

within a predetermined distance of a nominal gain level.

27.  The method according to claim 23, wherein said step of hysteresis comprises
modifying said feedforward gain control signal when said loop gain signal is no longer

within a current step range.

28.  The method according to claim 23, wherein said Kalman filter comprises a first

order Kalman filter during periods of constant output signal level.

29.  The method according to claim 23, wherein feedback loop including said Kalman
filter is configured so as to implement a Kalman gain estimator operative to estimate a

random, constant-level signal that sporadically experiences sharp transitions.

30.  The method according to claim 23, wherein said Kalman filter comprises a table

comprising precomputed samples of said Kalman gain signal.
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31.  The method according to claim 23, further comprising the steps of:
representing said output signal as a logarithm value;
wherein said Kalman filter generates said Kalman gain as a function of said
logarithmic representation of said output signal; and
generating an inverse logarithm of said gain control signal before it is input to said

amplifier.

32.  The method according to claim 23, wherein said step of removing the effects of
hysteresis comprises multiplying said feedback gain control signal by said output signal so

as to yield said modified output signal as a product thereof.

33.  The method according to claim 23, wherein said step of restarting said Kalman

filter is performed upon reception of each new packet.

34.  The method according to claim 23, wherein said step of restarting said Kalman
filter comprises triggering a restart if an average of a plurality of previous samples of said

output signal exceeds an upper threshold or is lower than a lower threshold.

35.  The method according to claim 23, wherein said step of restarting said Kalman
filter comprises triggering a restart in response to the detection of a sufficiently large

transition in signal power level of said output signal.

36.  The method according to claim 36, wherein said transition in signal power level is
detected by the steps of:
accumulating a moving window of samples, each sample comprising the square of
a sample of said output signal; and
triggering a restart if the accumulated value exceeds an upper threshold or is

smaller than a lower threshold.

37.  The method according to claim 23, wherein said step of restarting said Kalman
filter comprises the step of re-initializing a pointer to the beginning of a table storing

precomputed samples of said Kalman gain.

38.  The method according to claim 23, wherein hysteresis is disabled for a

predetermined time duration following the triggering of a restart.
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39. A communications receiver for receiving and decoding an M-ary transmitted signal
transmitted over a channel having an impulse response k;, comprising:
a front end circuit for receiving and converting said M-ary transmitted signal to a
baseband signal;
a demodulator adapted to receive said baseband signal and to generate a received
signal therefrom in accordance with the M-ary modulation scheme used to
generate said transmitted signal;
an automatic gain control (AGC) circuit operative to receive said received signal
and to generate an output signal therefrom, said AGC circuit comprising
processing means programmed to:
amplify said received signal so as to generate an amplified output signal in
accordance with an feedforward gain signal;

process a modified output signal through a Kalman filter located in a
feedback loop so as to generate a Kalman gain signal in response to
the level of said modified output signal;

restart said Kalman filter in response to the detection of sharp transitions in
said output signal level;

filter said Kalman gain signal and generating a loop gain signal in response
thereto;

apply hysteresis to said loop gain signal and as a result thereof, generating
said feedforward gain control signal and an feedback gain control
signal;

remove the effects of hysteresis from said output signal to generate said
modified output signal;

an equalizer operative to receive said received signal and to generate a sequence of
soft symbol decisions therefrom;

a decoder adapted to receive said soft symbol values and to generate binary
received data therefrom; and

wherein M is a positive integer.

40. The receiver according to claim 39, wherein said decoder comprises a

convolutional decoder based on the Viterbi Algorithm (VA).

41.  The receiver according to claim 39, wherein said M-ary symbol comprises a 2-PSK
symbol (Binary PSK (BPSK)).
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42, The receiver according to claim 39, wherein said M-ary symbol comprises a 4-PSK

symbol (Quadrature PSK (QPSK)).

43.  The receiver according to claim 39, further comprising a de-interleaver adapted to
receive soft symbol values and whose output is subsequently input to said decoder for

decoding into binary data therefrom.

44.  The receiver according to claim 39, wherein said processing means is programmed
to apply hysteresis by maintaining a fixed feedforward gain control signal as long as said

loop gain signal is within a predetermined distance of a nominal gain level.

45.  The receiver according to claim 39, wherein said processing means is programmed

to disable hysteresis for a predetermined time duration following the triggering of a restart.

46.  The receiver according to claim 39, wherein said processing means is programmed
to restart said Kalman filter by triggering a restart in response to the detection of a

sufficiently large transition in signal power level of said output signal.

47.  The receiver according to claim 46, wherein said processing means is programmed
to detect said transition in signal power level by performing the steps of:
accumulating a moving window of samples, each sample comprising the square of
a sample of said output signal; and
triggering a restart if the accumulated value exceeds an upper threshold or is

smaller than a lower threshold.

48.  An electronic data storage media storing a computer program adapted to program a

computer to execute the soft output generator process of claim 38.

49. A computer readable storage medium having a computer program embodied
thereon for causing a suitably programmed system to automatically control the gain of an
input signal by performing the following steps when such program is executed on said
system:
amplifying said input signal so as to generate an amplified output signal in
accordance with an feedforward gain signal;
processing a modified output signal through a Kalman filter located in a feedback
loop so as to generate a Kalman gain signal in response to the level of said
modified output signal;
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restarting said Kalman filter in response to the detection of sharp transitions in said
output signal level;

filtering said Kalman gain signal and generating a loop gain signal in response
thereto;

applying hysteresis to said loop gain signal and as a result thereof, generating said
feedforward gain control signal and an feedback gain control signal; and

removing the effects of hysteresis from said output signal to generate said modified

output signal.

50.  The computer readable storage medium according to claim 49, wherein said
method is performed in a communications receiver adapted to receive and decode a 2-PSK

signal (Binary PSK (BPSK)).

51. The computer readable storage medium according to claim 49, wherein said
method is performed in a communications receiver adapted to receive and decode a 4-PSK

signal (Quadrature PSK (QPSK)).

52.  The computer readable storage medium according to claim 49, wherein said step of
applying hysteresis comprises maintaining a fixed feedforward gain control signal as long

as said loop gain signal is within a predetermined distance of a nominal gain level.

53.  The computer readable storage medium according to claim 49, wherein hysteresis

is disabled for a predetermined time duration following the triggering of a restart.

54.  The computer readable storage medium according to claim 49, wherein said step of
restarting said Kalman filter comprises triggering a restart in response to the detection of a

sufficiently large transition in signal power level of said output signal.

55. The computer readable storage medium according to claim 54, wherein said
transition in signal power level is detected by performing the steps of:
accumulating a moving window of samples, each sample comprising the square of
a sample of said output signal;
triggering a restart if the accumulated value exceeds an upper threshold; and

triggering a restart if the accumulated value is smaller than a lower threshold.

39



WO 02/080416 PCT/IL02/00264

56.  An automatic gain control (AGC) circuit, comprising:
an amplifier adapted to receive an input signal and to generate an amplified output
signal in accordance with a feedforward gain control signal;
a loop filter connected to said amplifier in a feedback loop configuration, said loop
5 filter operative to generate said feedforward loop gain signal in response to
the level of a modified output signal, wherein the magnitude of said loop
gain signal exponentially decreases after a restart event; and
a restart mechanism operative to detect sharp transitions in said output signal level
and in response thereto, to trigger said restart event.

10

40



WO 02/080416 PCT/1L02/00264

1/14

12 /14
/Uin A/D Uout -
18 /20
9n LOOP €n + .
FILTER N LOG
/ 22 24 26
10 REFERENCE Rg FIG 1
PRIOR ART
x(t)
A
/
30
L .

FIG.2



PCT/1L02/00264

WO 02/080416

2/14

I o
r—r——>"F~F"~F"*F"™@"~~" ~F(©[~@(¢@F¢@F«¢°¢"¥\"~F¥~*¥"~*¥*¥"~*~*~~™~"¥""~"~"~~¥~"~"¥"~"¥«"~F~ "~~~ -~~~ e T T T T —
| TR 3L VWYX HLM LINOYIO D9V |
| ¥OLVYINI9 |
| IN310144300 |
! NIVD NYWIVH _
| 05— |

i
_ Oy Z _
_ - _Z
_ . \OO._ L _Ic_c@ m
| |
| 9 8% zS Ep |
| |
| —a
! |
| & ()Y oumos,
I |
| up |
| |
| y “

0 7 n

| % ey |
L o o o L



PCT/1L02/00264

WO 02/080416

Q10HS34HL
MOT

cL

JOLVINWNOJV

ww\

JTOHS3YHL
HOIH

0L

|

|

j

|

|

|

YL "

|

%0070 |

\ Ow |

|

LHVLSTY T_i"_

]

—{¥3INN0D . |

9L |
L] " C x

¥3LNIOd | m

|

o of |

Tiavl |

IN3DI4300 |

NIVO NYWTIVY



WO 02/080416

PCT/IL02/00264

INPUT Ui,
V)

_ i
0 50

FIG.oA

i i i i i
100 150 200 250 300

TIME
(pSEC)

R R
350 400 450 500

GAIN Gn

(dB)

-10
-20

i
0 50

FIG.9B

100 150 200 250 300 350 400 450 500

TIME
()JSEC)

0.5
OUTPUT U,
V) out 0

-0.5
=1

A 1/ § { ALY '. U FOURJOUN S04 FRRORN 3 RN 30 | 4 :., ........... 4‘ ..........

1 G S T L o B T IR R R L iRk LTI I T LI s NN

0 50

FIG.5C

TIME
(}JSEC)

100 150 200 250 300 350 400 450 500



WO 02/080416

PCT/1L02/00264

INPUT U r
) in O

‘I I l. ......... .......... ......... . ......... -. ......... . ....... —

YIS N WS 0 S W B ALK ol

i
138 139

FIG.6A

|
140 141

| | l | | |
142 143 144 145 146 147 148
TIME

(}JSEC)

10

GAN Gn  ©

(dB)

_10_”m”;”mué ......... T

-20

FIG.6B

I I
138 139 140 141

i

142 143 144 145 146 147 148
TIME
(}JSEC)

0.5

OUTPUT Uyt qu
(V) NIKIE
SR O SOUOUOOO: 1 O TP O O SO S OO OO

1 ] ......... | INUPP Teoeennnns Lo Lo | R | SR J L.

| l
138 139 140 141

FIG.6C

| L | | | l
142 143 144 145 146 147 148

TIME
(uSEC)



PCT/IL02/00264

WO 02/080416

6/14

|
|
|
|
|
|
|
|
J
|
|
|
|

GCl _

SEE
ezl __

JOYINOD,

AR
"1 |||||||||||||||||||||||||||||||| SISTUILSAH HLIM LINDMID D9V |
| Oy
|
: N JOYLNOD
| — |- %907 - /431114
4007
|
| a1’ Ocl 2217 “6)
| SISTUILSAH
| aNvy
m ﬁmjm 5 1M1dS wz@
| 9Ll 1 ()
A
| Ho
!
|
— f._ob\ “ D\< = V/_‘
|
_ ¢_P\\ AN

|
|
|
|
!
|
!
|
|

un



WO 02/080416 PCT/IL02/00264

7/14

HYSTERESIS
CIRCUIT METHOD

130
GET SAMPLE %
UPDATE MOVING 132
AVERAGE gqy  —"
! 134
~M< ggy VALID ? {
YES
Y 136
<|LAST_G—gGV|> o2 TS
NO Y 138
LAST_G = gqy|__/
‘ 140
INITIALIZE gq, |~
! 142
— 144
Ctb=0n|n—1-C¢ |~
Y

( END )

FIG.8



PCT/1L02/00264
8/14

WO 02/080416

\ot

T T T T T T T T T T T T T T T T T T T T T T T L T T T T T T T e 1
|

SISFYILSAH ANV d3LT714 NVWIVA HLIM LIN3dID OOV

I
| 1Yv1S3Y HLm |08l |
| ¥0lv¥3IN39 |
| IN310144300 o] |
| NIVO NYWTVM \ |
_ __

I
_ 0y _

=
M L1 ¢901 -2 g m
I |
i mt\ 8l 81 @wl | #
| SISTILSAH fe e — !
N any |
"_ﬁXﬁ G 111ds Nivo i
, . “TOMINGD
| e ol |
| b |
| |
—~ _ a/v - _
u,sob\_ \ mc_D\

| ! zLL |
U |



WO 02/080416

HYSTERESIS CIRCUIT
WITH RESTART METHO

Y

PERFORM
HYSTERESIS
METHOD

PCT/IL02/00264

9/14

&7

GET SAMPLE | ~

: 194
Restrt_Cnt=M | /

196
INTIALIZE gqv |/

208

Restrt_Cnt= 200
Restrt_Cnt—1 _/

\
N 202
LAST_G=9n|n—-1| _/

|
o1 =LAST_G \/204

206
Grp =0 _

END

FIG.10



WO 02/080416 PCT/IL02/00264

10,14

-10
-20

KALMAN 30

GAIN
@) 41

-50

Y| AU VNS RIVPS O NSNS SRS SIS NOSIONS S RSN S

0 I T S S N T S A
139 140 141 142 143 144 145 146 147

TIME
(HSEC)

FIG.11



WO 02/080416

2

INPUT U
vy " O

F

GAIN
(dB)

F

AGC
FEEDBACK
GAIN
(dB)

PCT/IL02/00264

IS S TR NN AN AR AU SO

b iy Wemnbe © Kptensrnit Moty

i

1 I i I

i
0 50 100

IG.12A

i I
350 400

150 200 250 300

TIME
(HSEC)

...................

T T T
»—-] .................... PR

S

i 1

| i
50 100

IG.12B

150 200 250 300 350 400 450 500

TIME
(HSEC)

i i i I I I i

| i
0 50 100

FIG.12C

150 200 250 300 350 400 450 500
TIME
(pSEC)



WO 02/080416 PCT/IL02/00264

INPUT U, o Wohot i AT LA lAel A1 AR AR

10 — S— SRR S — S—

GAIN s - (mo%

(dB) [0 SITITIRE, ..............

Ty A— o — T — EEm— F—

1.2

AGC

FEEDBACK
GAIN 1
(dB)

0.9

FIG.13C



PCT/IL02/00264

WO 02/080416

13/14

V1T OId

\OFN

T NENERENE

| |

| |

| NOILVWILS TINNVHO| !

_ /NOILYZINOYHONAS “

| |

_ ma\ !

m _ _

N0 _ 1| L L ANLINOYID | | AMLINDYHID | s
¥300030 = Y3AVITYIINI-3a ¥3ZIvno3 TINNYHO

v1va . 5 > w,\ oz:@:oo __ N

zee 022 91z y12 AY | 052

|

|

|

|




PCT/IL02/00264

WO 02/080416

14/14

G OId

ove
o

3400 2ISY
\l/
44 /90SS3004d
892~
‘ _
4/l 4/
1SOH NES 0/ v/Q a/v VY WOy
A N\
@@N\ 207" 007” o5z’ | vsz— gvz— SO v
DILANOVA | gy
\
30IA3Q (S)aNN
ONILNAWOD NOLLYOINNWINOD AN3 INO¥3 Xd i~
1SOH > Aot
— 85T
¥3¢ TNNYHO |

0G¢



	Abstract
	Bibliographic
	Description
	Claims
	Drawings

