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poral locality of reference. An embodiment of the disclosure stores the content in a
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of reference, and accesses the data bufter for each operation targeting the content in-
stead of a cache storing the content.
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PREVENTING THE DISPLACEMENT OF HIGH TEMPORAL
LOCALITY OF REFERENCE DATA FILL BUFFERS

[0001] The present Application for Patent claims priority to Provisional Application
No. 61/589,577 entitled “PREVENTING THE DISPLACEMENT OF HIGH
TEMPORAL LOCALITY OF REFERENCE DATA FILL BUFFERS” filed January
23, 2012, and assigned to the assignee hereof and hereby expressly incorporated by

reference herein.

Field of Disclosure
[0002] This disclosure relates to power management of a microprocessor, and more
particularly, to preventing the displacement of high temporal locality of reference data

fill buffers.

Background

[0003] During the execution of loads and stores within the context of a microprocessor,
data patterns arise in which a relatively small window of memory is written to and read
from at a heightened frequency. Such a memory region is said to have a high temporal
locality of reference. One example is the software stack — the stack is constantly being
pushed to and pulled from as procedures are called and returned from.

[0004] Memory regions with a high temporal locality of reference require more power
than regions with lower temporal locality of reference because these regions of memory
are often marked as cacheable in the page table, and therefore each push to the stack
could result in a significant power draw whenever the large cache structure is written.
Further, it is disadvantageous to keep cache fill buffers allocated for regions of memory
that do not have a high temporal locality of reference, as fill buffer availability generally
translates into throughput for a storage-unit. Additionally, if the life-cycle of the fill
buffers is not managed, the allocation and de-allocation of multiple fill buffers for the
same region of memory will over time introduce further power issues.

[0005] This is an issue in the context of power-critical spaces, such as the
microprocessor of a mobile device. Power profiles of microprocessors have become

increasingly critical as the demand for longer battery life in mobile devices has elevated.
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SUMMARY
[0006] The disclosure relates to accessing memory content with a high temporal locality
of reference. An embodiment of the disclosure stores the content in a data buffer,
determines that the content of the data buffer has a high temporal locality of reference,
and accesses the data buffer for each operation targeting the content instead of a cache

storing the content.

BRIEF DESCRIPTION OF THE DRAWINGS
[0007] The accompanying drawings are presented to aid in the description of
embodiments of the invention and are provided solely for illustration of the
embodiments and not limitation thereof.
[0008] FIG. 1 illustrates an exemplary user equipment (UE) in accordance with at least
one embodiment of the invention.
[0009] FIG. 2 illustrates a simplified block diagram of an exemplary processor in
accordance with at least one embodiment of the invention.
[0010] FIG. 3 illustrates a simplified block diagram of an exemplary memory structure
in accordance with at least one embodiment of the invention.
[0011] FIG. 4 illustrates an exemplary flowchart in accordance with at least one

embodiment of the invention.

DETAILED DESCRIPTION

[0012] Aspects of the invention are disclosed in the following description and related
drawings directed to specific embodiments of the invention. Alternate embodiments
may be devised without departing from the scope of the invention. Additionally, well-
known elements of the invention will not be described in detail or will be omitted so as
not to obscure the relevant details of the invention.

[0013] The word “exemplary” is used herein to mean “serving as an example, instance,
or illustration.” Any embodiment described herein as “exemplary” is not necessarily to
be construed as preferred or advantageous over other embodiments. Likewise, the term
“embodiments of the invention” does not require that all embodiments of the invention
include the discussed feature, advantage or mode of operation.

[0014] In the description herein, the term “write” is used synonymously with “store”

operations as is known in the art. Likewise, the term “read” is used synonymously with
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“load.” Further, in the description, references may be made to read/write operations
pertaining to “cache blocks,” which may refer to a granularity less than that of an entire
cache line. However, it will be understood that such references are merely for
illustrative purposes and shall not be construed as limiting the scope of the
embodiments. For example, disclosed techniques may be easily extended to operations
on any other granularity as applicable, such as a cache word, cache line, etc. Further, it
will also be understood that the referenced cache block may comprise data or
instructions, even though the description may be provided in terms of write/read
operations of data alone. Additionally, references to lower levels of memory hierarchy
may include backing storage elements beyond local or first level (L.1) caches which may
be associated with processors or processing elements. For example, references to lower
levels memory hierarchy herein, may refer to second level (1.2) caches, main memory,
and one or more levels of memory structures which may be present between L2 caches
and main memory.

[0015] The terminology used herein is for the purpose of describing particular
embodiments only and is not intended to be limiting of embodiments of the invention.
As used herein, the singular forms “a,” “an,” and “the” are intended to include the plural

forms as well, unless the context clearly indicates otherwise. It will be further

19 R T

comprising,” “includes,’

k4

understood that the terms ‘“comprises, and/or “including,”
when used herein, specify the presence of stated features, integers, steps, operations,
elements, and/or components, but do not preclude the presence or addition of one or
more other features, integers, steps, operations, elements, components, and/or groups
thereof.

[0016] Further, many embodiments are described in terms of sequences of actions to be
performed by, for example, elements of a computing device. It will be recognized that
various actions described herein can be performed by specific circuits (e.g., application
specific integrated circuits (ASICs)), by program instructions being executed by one or
more processors, or by a combination of both. Additionally, these sequence of actions
described herein can be considered to be embodied entirely within any form of
computer readable storage medium having stored therein a corresponding set of
computer instructions that upon execution would cause an associated processor to

perform the functionality described herein. Thus, the various aspects of the invention

may be embodied in a number of different forms, all of which have been contemplated
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to be within the scope of the claimed subject matter. In addition, for each of the
embodiments described herein, the corresponding form of any such embodiments may
be described herein as, for example, “logic configured to” perform the described action.
[0017] It will be appreciated that configured logic or “logic configured to” are not
limited to specific logic gates or elements, but generally refer to the ability to perform
the functionality described herein (either via hardware or a combination of hardware
and software). Thus, the configured logics or “logic configured to” are not necessarily
implemented as logic gates or logic elements despite sharing the word “logic.” Other
interactions or cooperation between the logic in the various blocks will become clear to
one of ordinary skill in the art from a review of the embodiments described below in
more detail.

[0018] Referring to FIG. 1, a UE 100, (here a wireless device), such as a cellular
telephone, has a platform 102 that can receive and execute software applications, data
and/or commands transmitted from a radio access network (RAN) that may ultimately
come from the core network, the Internet and/or other remote servers and networks.
The platform 102 can include a transceiver 106 operably coupled to an “ASIC” 108, or
other processor, microprocessor, logic circuit, or other data processing device. The
ASIC 108 or other processor executes the application programming interface (“API’)
110 layer that interfaces with any resident programs in the memory 112 of the wireless
device. The memory 112 can be comprised of read-only or random-access memory
(RAM and ROM), EEPROM, flash cards, or any memory common to computer
platforms. The platform 102 also can include a local database 114 that can hold
applications not actively used in memory 112. The local database 114 is typically a
flash memory cell, but can be any secondary storage device as known in the art, such as
magnetic media, EEPROM, optical media, tape, soft or hard disk, or the like. The
internal platform 102 components can also be operably coupled to external devices such
as antenna 122, display 124, push-to-talk button 128 and keypad 126 among other
components, as is known in the art.

[0019] Accordingly, an embodiment of the invention can include a UE including the
ability to perform the functions described herein. As will be appreciated by those
skilled in the art, the various logic elements can be embodied in discrete elements,
software modules executed on a processor or any combination of software and hardware

to achieve the functionality disclosed herein. For example, ASIC 108, memory 112,



WO 2013/112607 PCT/US2013/022775

API 110 and local database 114 may all be used cooperatively to load, store and execute
the various functions disclosed herein and thus the logic to perform these functions may
be distributed over various elements. Alternatively, the functionality could be
incorporated into one discrete component. Therefore, the features of the UE 100 in FIG.
1 are to be considered merely illustrative and the invention is not limited to the
illustrated features or arrangement.

[0020] The wireless communication between the UE 100 and the RAN can be based on
different technologies, such as code division multiple access (CDMA), W-CDMA, time
division multiple access (I'DMA), frequency division multiple access (FDMA),
Orthogonal Frequency Division Multiplexing (OFDM), the Global System for Mobile
Communications (GSM), 3GPP Long Term Evolution (L'TE) or other protocols that
may be used in a wireless communications network or a data communications network.
Accordingly, the illustrations provided herein are not intended to limit the embodiments
of the invention and are merely to aid in the description of aspects of embodiments of
the invention.

[0021] FIG. 2 depicts a simplified functional block diagram of a processor 10, such as
ASIC 108. The processor 10 executes instructions in an instruction execution pipeline
12 according to control logic 14. The control logic 14 maintains a Program Counter
(PC) 15, and sets and clears bits in one or more status registers 16 to indicate, e.g., the
current instruction set operating mode, information regarding the results of arithmetic
operations and logical comparisons (zero, carry, equal, not equal), and the like. In some
embodiments, the pipeline 12 may be a superscalar design, with multiple, parallel
pipelines. The pipeline 12 may also be referred to as an execution unit. A General
Purpose Register (GPR) file 24 provides registers accessible by the pipeline 12, and
comprising the top of the memory hierarchy.

[0022] The processor 10, which executes instructions from at least two instruction sets
in different instruction set operating modes, additionally includes a debug circuit 18,
operative to compare, upon the execution of each instruction, at least a predetermined
target instruction set operating mode to the current instruction set operating mode, and
to provide an indication of a match between the two. The debug circuit 18 is described
in greater detail below.

[0023] The pipeline 12 fetches instructions from an instruction cache (I-cache) 26, with

memory address translation and permissions managed by an Instruction-side Translation
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Lookaside Buffer (ITLB) 28. Data is accessed from a data cache (D-cache) 30, with
memory address translation and permissions managed by a main Translation Lookaside
Buffer (TLB) 32. In various embodiments, the [TLB 28 may comprise a copy of part of
the TLB 32. Alternatively, the ITLB 28 and TLB 32 may be integrated. Similarly, in
various embodiments of the processor 10, the I-cache 26 and D-cache 30 may be
integrated, or unified. Further, [-cache 26 and D-cache 30 may be 1.1 caches. Misses in
the I-cache 26 and/or the D-cache 30 cause an access to main (off-chip) memory 38, 40
by a memory interface 34. The memory interface 34 may be a master input to a bus
interconnect 42 implementing a shared bus to one or more memory devices 38, 40.
Additional master devices (not shown) may additionally connect to the bus interconnect
42.

[0024] 'The processor 10 may include an Input/Output (I/0O) interface 44, which may be
a master device on a peripheral bus 46, across which the I/O interface 44 may access
various peripheral devices 48, 50. Those of skill in the art will recognize that numerous
variations of the processor 10 are possible. For example, the processor 10 may include
a second-level (L2) cache for either or both the I and D caches 26, 30. In addition, one
or more of the functional blocks depicted in the processor 10 may be omitted from a
particular embodiment. Other functional blocks that may reside in the processor 10,
such as a JTAG controller, instruction predecoder, branch target address cache, and the
like are not germane to a description of the present invention, and are omitted for
clarity.

[0025] During the execution of loads and stores within the context of a microprocessor,
data patterns arise in which a relatively small window of memory is written to and read
from at a heightened frequency. Such a memory region is said to have a high temporal
locality of reference. One example is the software stack — the stack is constantly being
pushed to and pulled from as procedures are called and returned from.

[0026] Memory regions with a high temporal locality of reference present a challenge
to the power utilization of the core. This challenge exists because these regions of
memory are often marked as cacheable in the page table, and therefore each push to the
stack could result in a significant power draw whenever the large cache structure is
written. To complicate the problem, it is strictly disadvantageous to keep cache fill
buffers allocated for regions of memory that do not have a high temporal locality of

reference, as fill buffer availability generally translates into throughput for a storage-
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unit. Additionally, if the life-cycle of the fill buffers is not managed, the allocation and
de-allocation of multiple fill buffers for the same region of memory will over time
introduce further power issues.

[0027] This is an issue in the context of power-critical spaces, such as the
microprocessor of a mobile device. Power profiles of microprocessors have become
increasingly critical as the demand for longer battery life in mobile devices has elevated.
[0028] An embodiment of the invention addresses these and other issues by detecting
regions of memory with a high temporal locality of reference, preventing writes to the
cache for each store operation targeting the region, and preventing the constant
allocation and de-allocation of buffers for the same region of memory. An embodiment
of the invention writes to a fill buffer instead of the cache. By writing only to the fill
buffer, the power associated with accessing the large cache structure is saved. By also
keeping the fill buffer from retiring, the allocation and de-allocation of new fill buffers
for the same region of memory is prevented. Meanwhile, instructions-per-cycle (IPC) is
not reduced because the fill buffer data stays accessible to loads such that the load-use
penalty does not change. Additionally, the fill buffers stay mostly available for accesses
that do not have high temporal locality of reference since the one(s) marked as having
high temporal locality manage their own retirement by watching stack pointer events
and/or tracking how often the fill buffer is accessed.

[0029] FIG. 3 illustrates a simplified block diagram of an exemplary memory structure
300 in accordance with an embodiment of the invention. Memory structure 300
contains a first level (1) cache 305 and a second level (1.2) cache and/or other higher-
level memory 310. Memory structure 300 also contains data buffers O to N (shown as
buffers 320a, b, and n). There may be any number of data buffers between data buffer
320b and data buffer 320n, as indicated by the dotted line. Each data buffer 320a, b,
and n includes a temporal detector field 322a, b, and n, respectively, and/or a stack flag
field 324 a, b, and n, respectively. Data may be written to or from first level (I.1) cache
305 to or from, for example, data buffer 320a. Likewise, data may be written to or from
cache/memory 310 to or from, for example, data buffer 320a. Data may be written to or
from any available data buffer O-N and data need not be written to or from cache 305
and/or cache/memory 310 to or from the same data buffer.

[0030] An embodiment of the invention recognizes load and store operations associated

with regions of memory that have a high temporal locality of reference and
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distinguishes them from load and store operations that are not associated with regions of
memory that have a high temporal locality of reference. An embodiment of the
invention manages the associated data cache fill buffers according to their temporal
locality of reference.

[0031] For example, a technique for determining a high temporal locality of reference is
to recognize when an operation is associated with the stack. In the advanced RISC
(reduced instruction set computer) machine (ARM) architecture, the stack pointer is
kept in register 14 (R14) of the general purpose register file, and so an embodiment of
the invention detects when R14 is used as a base register for loads and stores, e.g. loads
and stores to the fill buffer. This identification is presented to the storage unit as an
attribute of the operation. The storage unit flags the data cache fill buffer as having a
high temporal locality by, for example, setting a flag in a field of the fill buffer, such as
stack flag field 324a, b, or n of FIG. 3. The store is performed to the fill buffer, but not
the cache, regardless of whether the memory resides in the cache. To account for the
stale data in the cache, the fill buffer must be made as accessible as the cache itself in
order to maintain the performance of loads from the stack. In addition to not writing to
the cache, the fill buffer’s life-cycle is extended such that the fill buffer(s) for this
region of memory is not allocated and de-allocated continuously. The data fill buffer
then detects system events (events other than pushes/pops) that cause the stack pointer
to change, reacts accordingly by removing its high temporal locality status, and retires
as normal fill buffers do.

[0032] Another technique for identifying regions of memory that have a high temporal
locality of reference, which may or may not be used in conjunction with the above-
described technique, is for each fill buffer to monitor how often it is stored to or loaded
from and to mark fill buffers that are accessed with increased frequency as having a
high temporal locality of reference. The fill buffer would then continue to track how
often it is accessed and remove its high temporal locality status as the activity associated
with that fill buffer subsides.

[0033] For example, the fill buffer may track how often it is accessed with a counter
stored in a field of the fill buffer, for example, temporal detector field 322a, b, or n of
FIG. 3. When a fill buffer is allocated, its counter may initially be set to 10. If the fill
buffer is not accessed within an exemplary 100 clock cycles, the counter would be

decremented to 9. If the fill buffer was not accessed within the next 100 cycles, the
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counter would be decremented to 8, and so on. On the other hand, if the fill buffer was
accessed at least once within the 100 cycles, the counter would be incremented to 11.
Likewise, if the fill buffer was accessed at least once within the next 100 cycles, the
counter would be incremented to 12, and so on. This way, any fill buffer with a counter
value above 10 would be considered to have a high temporal locality of reference and
would not be de-allocated when it otherwise would be. On the other hand, any fill
buffer with a counter value below 10 would be considered to not have a high temporal
locality of reference and would be de-allocated as it normally would be.

[0034] It is apparent that setting the initial value of the counter to 10 and the number of
clock cycles to 100 is an example only. There are any numbers of other possibilities,
and they may depend on the particular processor implementing an embodiment of the
invention. That is, these boundaries may be different for different processors, and may
also be adjusted over time to optimize the power management of the processor. For
example, if the initial boundaries do not provide sufficient power management, the
counter and/or the number of cycles may be decreased to prevent fill buffers with a high
temporal locality of reference from being de-allocated too soon. That is, if the counter
and/or number of cycles are set too high, performance may decrease because none of the
fill buffers would be treated as having a high temporal locality of reference.

[0035] Because the counter and cycle thresholds may need to be changed, they should
be configurable values. That is, the values should be stored in one or more registers and
be configurable by software. In that way, a fill buffer can determine whether it has a
high temporal locality of reference by comparing its counter and the number of clock
cycles to the registers storing the counter and/or the clock cycle boundaries.

[0036] FIG. 4 illustrates an exemplary flowchart 400 in accordance with at least one
embodiment of the invention. At 410, a data fill buffer is idle, that is, not allocated. At
420, the data buffer is allocated and filled with data. This allocation may include
initializing a temporal detector counter as described above. At 430, it is determined
whether or not the contents of the fill buffer have a high temporal locality of reference.
As described above, this may include determining whether the value of a counter is
above a particular threshold and/or whether register R14 is being used as a base register
for a load or store to the fill buffer. If it is determined in 430 that the contents of the fill

buffer do not have a high temporal locality of reference, then at 450, the contents of the
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buffer are written to the cache, e.g. cache 305. At 460, the fill buffer is de-allocated and
returns to an idle state at 410.

[0037] If it is determined in 430 that the contents of the fill buffer do have a high
temporal locality of reference, then the fill buffer is not subsequently de-allocated, but
rather waits for any change to its temporal locality of reference at 440. This would
include, for example, decrementing the value of the counter since that would indicate a
possible change in the temporal locality of reference. Later, when the counter is
decremented due to the lack of use of the buffer, for example, or the stack pointer
changes, the fill buffer again determines at 430 whether or not its contents have a high
temporal locality of reference, then proceeds to 440 or 450 as appropriate.

[0038] As shown by the loop of 430 and 440, the same data may be stored in the
allocated fill buffer for a number of cycles. This is data that would otherwise be written
to the cache and the fill buffer de-allocated, as in 450 and 460. That is, if the data
allocated in 420 has a high temporal locality of reference as determined in 430, it will
remain in the fill buffer until it no longer has a high temporal locality of reference (440).
In that way, any loads or stores of frequently accessed data will be accessed from the fill
buffer instead of the cache.

[0039] Those of skill in the art will appreciate that information and signals may be
represented using any of a variety of different technologies and techniques. Tor
example, data, instructions, commands, information, signals, bits, symbols, and chips
that may be referenced throughout the above description may be represented by
voltages, currents, electromagnetic waves, magnetic fields or particles, optical fields or
particles, or any combination thereof.

[0040] Further, those of skill in the art will appreciate that the various illustrative
logical blocks, modules, circuits, and algorithm steps described in connection with the
embodiments disclosed herein may be implemented as electronic hardware, computer
software, or combinations of both. To clearly illustrate this interchangeability of
hardware and software, various illustrative components, blocks, modules, circuits, and
steps have been described above generally in terms of their functionality. Whether such
functionality is implemented as hardware or software depends upon the particular
application and design constraints imposed on the overall system. Skilled artisans may

implement the described functionality in varying ways for each particular application,
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but such implementation decisions should not be interpreted as causing a departure from
the scope of the present invention.

[0041] The methods, sequences and/or algorithms described in connection with the
embodiments disclosed herein may be embodied directly in hardware, in a software
module executed by a processor, or in a combination of the two. A software module
may reside in RAM memory, flash memory, ROM memory, EPROM memory,
EEPROM memory, registers, hard disk, a removable disk, a CD-ROM, or any other
form of storage medium known in the art. An exemplary storage medium is coupled to
the processor such that the processor can read information from, and write information
to, the storage medium. In the alternative, the storage medium may be integral to the
processor.

[0042] Accordingly, an embodiment of the invention can include a computer readable
media embodying a method for preventing displacement of high temporal locality fill
buffers. Accordingly, the invention is not limited to illustrated examples and any means
for performing the functionality described herein are included in embodiments of the
invention.

[0043] While the foregoing disclosure shows illustrative embodiments of the invention,
it should be noted that various changes and modifications could be made herein without
departing from the scope of the invention as defined by the appended claims. The
functions, steps and/or actions of the method claims in accordance with the
embodiments of the invention described herein need not be performed in any particular
order. Purthermore, although elements of the invention may be described or claimed in
the singular, the plural is contemplated unless limitation to the singular is explicitly

stated.
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CLAIMS

WHAT IS CLAIMED IS:

1. A method of accessing memory content with a high temporal locality of
reference, comprising:

storing the content in a data buffer;

determining that the content of the data buffer has a high temporal locality of
reference; and

accessing the data buffer for each operation targeting the content instead of a

cache storing the content.

2. 'The method of claim 1, wherein the step of determining comprises:

initializing a counter in the data buffer;

incrementing the counter when the data buffer is accessed within a
predetermined number of clock cycles;

decrementing the counter when the data buffer is not accessed within the
predetermined number of clock cycles; and

determining that the content of the data buffer has a high temporal locality of

reference when the counter is above a threshold.

3. The method of claim 2, further comprising:

preventing the de-allocation of the data buffer when the counter is above the
threshold; and

when the counter falls below the threshold, storing the content in the cache and

de-allocating the data buffer.

4. The method of claim 1, wherein the step of determining comprises:
determining that a register containing a stack pointer is used for the storing; and
setting a flag in the fill buffer to indicate that the fill buffer has a high temporal

locality of reference.

5. The method of claim 4, further comprising:
preventing the de-allocation of the data buffer when the flag indicates that the

fill buffer has a high temporal locality of reference.
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6. The method of claim 4, further comprising:
when the stack pointer changes, removing the flag indicating the high temporal

locality of reference.

7. The method of claim 6, further comprising:

when the flag is removed, storing the content in the cache and de-allocating the

data buffer.

8. An apparatus for accessing memory content with a high temporal locality of
reference, comprising:

logic configured to store the content in a data buffer;

logic configured to determine that the content of the data buffer has a high
temporal locality of reference; and

logic configured to access the data buffer for each operation targeting the

content instead of a cache storing the content.

9. The apparatus of claim 8, wherein the logic configured to determine
comprises:

logic configured to initialize a counter in the data buffer;

logic configured to increment the counter when the data buffer is accessed
within a predetermined number of clock cycles;

logic configured to decrement the counter when the data buffer is not accessed
within the predetermined number of clock cycles; and

logic configured to determine that the content of the data buffer has a high

temporal locality of reference when the counter is above a threshold.

10. The apparatus of claim 9, further comprising:

logic configured to prevent the de-allocation of the data buffer when the counter
is above the threshold; and

logic configured to store, when the counter falls below the threshold, the content

in the cache and de-allocating the data buffer.
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11. The apparatus of claim 8, wherein the logic configured to determine
comprises:

logic configured to determine that a register containing a stack pointer is used
for the storing; and

logic configured to set a flag in the fill buffer to indicate that the fill buffer has a

high temporal locality of reference.

12. The apparatus of claim 11, further comprising:
logic configured to prevent the de-allocation of the data buffer when the flag

indicates that the fill buffer has a high temporal locality of reference.

13. The apparatus of claim 11, further comprising:
logic configured to remove, when the stack pointer changes, the flag indicating

the high temporal locality of reference.

14. The apparatus of claim 13, further comprising:
logic configured to store, when the flag is removed, the content in the cache and

de-allocating the data buffer.

15. An apparatus for accessing memory content with a high temporal locality of
reference, comprising:

means for storing the content in a data buffer;

means for determining that the content of the data buffer has a high temporal
locality of reference; and

means for accessing the data buffer for each operation targeting the content

instead of a cache storing the content.

16. A non-transitory computer-readable medium for accessing memory content
with a high temporal locality of reference, comprising:

at least one instruction for storing the content in a data buffer;

at least one instruction for determining that the content of the data buffer has a

high temporal locality of reference; and
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at least one instruction for accessing the data buffer for each operation targeting

the content instead of a cache storing the content.
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