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ABSTRACT 

In embodiments of the present invention improved capabili 
ties are described for methods and systems of grammar 
checking providing a web-based writing checking facility 
integrated into a computing environment to analyze text for 
writing errors, wherein a user initiates the analysis of the text 
through a single-action review button displayed to the user in 
proximity with a textbox containing the text, the depressing 
of the single-action review button initiating writing checking 
of the text with the writing checking facility. 
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SYSTEMIS AND METHODS FOR ADVANCED 
GRAMMAR CHECKING 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation of U.S. applica 
tion Ser. No. 13/107,501, filed May 13, 2011, which claims 
the benefit of U.S. Provisional Application Ser. No. 61/334, 
321 filed May 13, 2010. 
0002 All of the above-mentioned applications are hereby 
incorporated herein by reference in their entirety. 

BACKGROUND 

0003 1. Field 
0004. The present disclosure relates to language process 
ing, and more specifically to a computer implemented gram 
mar-checking facility. 
0005 2. Description of the Related Art 
0006. In computing, application programs that flag words 
and sentences for grammatical correctness have been avail 
able for many years. However, grammar checkers often fail to 
spot errors or incorrectly flag correct text as erroneous. There 
fore improved facilities for grammar checking are needed. 

SUMMARY 

0007 Methods and systems may provide for a grammar 
checking facility to improve the quality of computer-based 
grammar checking to a user of a personal computing device, 
Such as through a text processing engine. Text content sources 
for grammar checking may include documents, text input, 
word processing generated documents, scanned source docu 
ments, books, magazines, email, SMS messages, and the like 
from the user, as well as from across the Internet, Such as from 
searches, web pages, document storage sites, e-books, and the 
like. Text content may be associated with a plurality of con 
tent generation environments, including academics, produc 
tivity tools, job searching, legal, healthcare, police reports, 
government, consumer Support, customer reviews, search 
engine optimization professionals, marketing professionals, 
advertising professionals, call center Support, post-transla 
tion quality control, language learning, dialect accommoda 
tion service, and the like. Text content may be generated by 
the user, provided by the user but sourced through the Inter 
net, provided directly to the grammar checking facility, and 
the like. 
0008. In embodiments, a method of grammar checking 
may comprise providing a first level of grammar checking 
through a computer-based grammar checking facility to 
grammar check a body of text provided by a source in order to 
improve the grammatical correctness of the text; providing an 
excerpt of the body of text containing an identified grammati 
cal error as a result of the first level of automated grammar 
checking to a second level of human augmented grammar 
checking consisting of at least one human proofreader for 
review; incorporating the results of the human proofreader 
review to contribute to an at least one corrected version of the 
provided body of text; and sending the at least one corrected 
version back the Source. The source may be a user, a device, 
a computer program, and the like. The at least one corrected 
version may include a plurality of corrected excerpts inte 
grated back into the original text where the Source receives the 
entire text with mistakes corrected. The error may be pro 
vided to the second level of grammar checking for assessment 
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in multiple choice format, for assessment in short answer 
format, for assessment in free form format, along with guid 
ance for assessing the error, and the like. The second level of 
grammar checking may include accepting the correction 
based on a ranking of the human proofreader. The Source may 
not review the corrected version before an action may be 
performed. The action may be related to sending an email. 
The source may review the corrected version and accepts the 
changes before performing an action. The body of text may be 
an email text. The email may be automatically sent without 
review by the source. The at least one corrected version may 
be a redline version. The at least one corrected version may be 
a clean version. The excerpt of text may be obfuscated as sent 
to the at least one proofreader. The proofreader may be a part 
of a crowdsource. The crowdsource may be a social network 
crowdsource, an authoritative crowdsource, a work manage 
ment source, an individual, and the like. 
0009. In embodiments, a system of grammar checking 
may comprise a grammar checking facility utilizing soft 
ware-based grammar checking augmented with crowd 
Sourced human proofreading to analyze and correct a source 
Supplied text for grammatical errors, wherein a source 
provides the grammar checking facility with text to the gram 
mar checking facility, the grammar checking facility per 
forms a software-based grammar checking analysis of the text 
for grammatical errors, passes portions of the Source-Sup 
plied text containing errors to at least one crowd-sourced 
human proofreader, managing use of the at least one human 
proofreader through algorithmic checking mechanisms, and 
providing the source with text including at least a Subset of the 
identified grammatical errors corrected. The Source may be a 
user, a device, a computer program, and the like. The crowd 
Source may be a social network crowdsource, an authoritative 
crowdsource, a work management source, an individual, and 
the like. 

0010. In embodiments, a system for customized grammar 
teaching may be based on source-provided text comprising a 
database of grammar rules, wherein each grammatical rule 
may be linked to a generic reference content and a plain 
language explanation; a text processing engine operable to 
apply the grammatical rules to the source-provided text to 
determine grammatical errors; and synthesized feedback for 
each grammatical error that includes the generic reference 
content and customized feedback, wherein the customized 
feedback embeds the source-provided text that caused the 
grammatical error into the plain-language explanation. The 
Source may be a user, a device, a computer program, and the 
like. Further, a user interface utility may be linked to the text 
processing engine, the user interface utility operable to pro 
vide the text and the feedback to the source. 

0011. In embodiments, a system of grammar checking 
may comprise a text processing engine to analyze a source 
Supplied text for grammatical errors, and a database of one or 
more grammatical rules, each grammatical rule linked to 
generic reference content and a plain-language explanation, 
and where the text processing engine operably applies one or 
more of the grammatical rules to the Source-provided text to 
determine grammatical errors and, for each grammatical 
error, synthesize feedback that includes the generic reference 
content and customized feedback, the customized feedback 
embedding the Source-provided text causing the grammatical 
error to be included in the plain-language explanation. The 
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Source may be a user, a device, a computer program, and the 
like. The process may be performed in a cloud computing 
environment. 

0012. In embodiments, a method of grammar checking 
may comprise providing a computer-based grammar check 
ing facility to grammar check a body of text provided by a 
Source in order to improve the grammatical correctness of the 
text; and linking a grammatical rule from a rules database to 
a generic reference content and a plain-language explanation, 
where the text processing engine operably applies one or 
more of the grammatical rules to the Source-provided text to 
determine grammatical errors and, for each grammatical 
error, synthesize feedback that includes the generic reference 
content and customized feedback, the customized feedback 
embedding the Source-provided text causing the grammatical 
error into the plain-language explanation. The Source may be 
a user, a device, a computer program, and the like. Source 
mistakes may be used in a particular document in order to 
teach grammar, wherein the teaching is conveyed through 
presenting explanations including original text of source mis 
takes in explanations and considering past Source mistakes to 
assemble a writing reference guide customized for the source. 
The writing guide may not reference a particular text. The 
writing guide content may be selected based on the Source's 
specific writing problems. The processing engine may 
account for the genre of the text, the context of the text, the 
type of source, the persona of the Source, the type of user, the 
persona of the user, and the like. 
0013 In embodiments, a method of teaching may com 
prise abstracting an excerpt of text into patterns; comparing 
the abstracted patterns to known patterns to assess grammati 
cal errors in the excerpt of text; and presenting to a source a 
remedial guide with explanations of grammatical errors con 
tained in the excerpt of text, wherein the remedial guide 
includes the text of the excerpt in the explanations, such text 
inserted based on similarities in the abstracted patterns and 
the known patterns. The Source may be a user, a device, a 
computer program, and the like. A user interface may be 
provided through which the source can rate the quality of the 
remedial guide. The remedial guide may include reference to 
past errors made by the Source. 
0014. A method of teaching may comprise abstracting an 
excerpt of text into patterns; comparing the abstracted pat 
terns to known patterns to assess grammatical errors in the 
excerpt of text, using Source mistakes in a particular docu 
ment in order to teach grammar, wherein the teaching may be 
conveyed through presenting explanations including original 
text of source mistakes in explanations; and considering past 
Source mistakes to assemble a writing reference guide cus 
tomized for the source. The source may be a user, a device, a 
computer program, and the like. The writing guide may not 
reference a particular text. The writing guide content may be 
selected based on the source's specific writing problems. The 
Source may be enabled to rate content within the guide. 
0.015. A method of grammar checking may comprise per 
forming an analysis on a body of text; abstracting the text into 
patterns and analyzing the grammatical construction of the 
text; assessing the quality of the text by comparing error rate 
to known error rates; and determining a quality of writing 
metric for the text. The source of the text may be from a web 
page on the Internet. The Source of the text may be a search 
result. The known error rates may be in percentage terms. The 
known error rates may be in absolute terms. The body of text 
may be determined to be of a certain genre and the known 
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error rates related to that genre. The body of text may be 
determined to be from a certain type of source and the known 
error rates relate to that type of source. The body of text may 
be determined to be from a certain type of source and the 
known error rates relate to that type of source. The determined 
quality may be used at least in part to filter search results. The 
determined quality may be used at least in part to rank Search 
results. An alert may be sent based on the determined quality. 
The determined quality may be used as a threshold for accept 
ing content for publications. The assessing may utilize at least 
one human proofreader. The utilization of the at least one 
human proofreader may be managed through algorithmic 
checking mechanisms. The quality of writing may be indica 
tive of a category of text. The category may be junk email, 
user-generated content, text content not written well enough 
to be published text, and the like. 
0016. In embodiments, a method of grammar checking 
may comprise performing a grammatical analysis on a body 
of text; determining a quality of writing metric for the text 
based on the grammatical analysis; and manipulating search 
results based on the quality of writing metric. The source of 
the text may be a search result. The manipulation may be to 
filter search results, rank search results, and the like. 
0017. In embodiments, a system of grammar checking 
may comprising a grammar checking facility for inferring the 
quality of contentina text passage in order to differentiate the 
text passage from at least one category of text, wherein the 
text may be provided to the grammar checking facility, the 
grammar checking facility performs an analysis of the text for 
grammatical errors, the grammar checking facility searches 
for a match between the quality of content and that of the at 
least one category of text, and generates an alert of a match. 
The category may be junk email, user-generated content, and 
the like. The category may be text content not written well 
enough to be published text. The assessing may utilize at least 
one human proofreader. The utilization of the at least one 
human proofreader may be managed through algorithmic 
checking mechanisms. 
0018. In embodiments, a method of grammar checking 
may comprise providing a grammar checking facility to 
grammar check a body of text provided by a device in order to 
improve the grammatical correctness of the text; executing a 
process on the grammar checking facility, the process com 
prising: performing an analysis on the text; abstracting the 
text into patterns; analyzing the grammatical construction of 
the text based on the patterns; correcting grammatical errors 
in the text based on the analysis; enriching the text based on 
comparison of the abstracted patterns to known patterns; and 
providing the corrected and enriched text to the mobile 
device. The device may be a mobile communications device, 
a user, an intended recipient, and the like. A mobile commu 
nications device may be at least one of a mobile phone and a 
tablet computing device. The device may utilize character 
recognition. The device may utilize Voice-to-text recognition. 
Formatting of the text may be to correcting text, improving 
the text, and the like. Specifics of the originating device may 
be taken into account in text corrections. Specifics of the 
originating device may be taken into account in text enrich 
ment. The body of text may be at least one of a text message, 
an email, a micro-blog entry, a blog entry, and a social net 
work entry. The body of text may be associated with a cat 
egory of text. The category may be medical, and where the 
analyzing may be performed based on patterns in medical 
text. The medical text may be associated with a diagnostic 
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procedure, with a prescription, and the like. The category may 
be legal, and where the analyzing may be performed based on 
patterns in legal text. The legal text may be a police report. 
The corrected text may be in the form of at least one of an 
email and plain text prose. The corrected text may be offered 
to the source in multiple transmission formats. The correcting 
may utilize at least one human proofreader. The utilization of 
the at least one human proofreader may be managed through 
algorithmic checking mechanisms. 
0019. In embodiments, a system of grammar checking 
may comprising a grammar checking facility integrated into a 
computing environment to analyze device generated text for 
grammatical errors, wherein a user generates a text input on 
the device, the device transmits the text input to the grammar 
checking facility, the grammar checking facility checks the 
text input for grammatical errors and generates a corrected 
text, and the grammar checking facility transmits the cor 
rected text. The device may be a mobile communications 
device, an email client on a computer, and the like. The device 
may be at least one of a mobile phone and a tablet computing 
device. The error may be a grammatical error. The grammati 
cal error may be a formatting error. The correction of the 
grammatical error may result in a text enhancement. The 
transmitting may be transmitting to the intended recipient, to 
the device, and the like. The user may select the corrected text 
for transmission. The input text may be a text message, an 
email, a micro-blog entry, a blog entry, a social network entry, 
and the like. The corrected text may be in the form of at least 
one of an email and plaintext prose. The corrected text may be 
offered to the user in multiple transmission formats. 
0020. These and other systems, methods, objects, fea 

tures, and advantages of the present invention will be appar 
ent to those skilled in the art from the following detailed 
description of the preferred embodiment and the drawings. 
All documents mentioned herein are hereby incorporated in 
their entirety by reference. 

BRIEF DESCRIPTION OF THE FIGURES 

0021. The invention and the following detailed description 
of certain embodiments thereof may be understood by refer 
ence to the following figures: 
0022 FIG. 1 depicts an embodiment block diagram of the 

facilities associated with the grammar checking facility. 
0023 FIG. 1A depicts an embodiment block diagram of 
the facility associated with the grammar checking facility, 
where the grammar checking facility is implemented in a 
hybrid client-server configuration. 
0024 FIG. 2 depicts an embodiment block diagram of the 
text processing engine with interaction with a user. 
0025 FIG.3 depicts an embodiment block diagram of the 
text processing engine with automated teaching facilities. 
0026 FIG. 4 depicts an embodiment functional block dia 
gram of the text processing engine with automated teaching 
facilities. 
0027 FIG.5 depicts an embodiment process flow for feed 
back. 
0028 FIG. 6 depicts an embodiment login screen 
0029 FIG. 7 depicts an embodiment text editor. 
0030 FIG. 8 depicts an embodiment genre selection tool. 
0031 FIG.9 depicts an embodiment process indicator. 
0032 FIG. 10 depicts a second embodiment process indi 
CatOr. 

0033 FIG. 11 depicts an embodiment summary report 
0034 FIG. 12 depicts an embodiment navigation tool. 
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0035 FIG. 13 depicts a close-up view of an embodiment 
navigation tool. 
0036 FIG. 14 depicts an example of a feedback card over 
laying text 
0037 FIG. 15 depicts an example of distinguishing text in 
the text editor. 
0038 FIG. 16 depicts an embodiment feedback card. 
0039 FIG. 17 depicts another embodiment feedback card. 
0040 FIG. 18 depicts another embodiment feedback card. 
0041 FIG. 19 depicts another embodiment feedback card. 
0042 FIG. 20 depicts an embodiment audit card. 
0043 FIG. 21 depicts an embodiment process flow dia 
gram for the proofit engine. 
0044 FIG. 22 depicts an embodiment block diagram for 
the grammar checking facility utilizing a crowd-source popu 
lation for grammar checking 
0045 FIG. 23 depicts an embodiment process flow of 
errors being provided from the text processing engine to the 
proofit engine. 
0046 FIG. 24 depicts an embodiment block diagram of 
the grammar checking facility utilizing a rateit engine in 
association with grammar quality. 
0047 FIG. 25 depicts an example listing of error classifi 
cations. 
0048 FIG. 26 depicts an example of a search result aug 
mented with a writing rating indicator. 
0049. While the invention has been described in connec 
tion with certain preferred embodiments, other embodiments 
would be understood by one of ordinary skill in the art and are 
encompassed herein. 

DETAILED DESCRIPTION 

0050 Referring to FIG. 1, methods and systems may pro 
vide for a grammar checking facility 100 to improve the 
quality of computer-based grammar checking to a user 120 of 
a personal computing device 128, Such as through a text 
processing engine 102, wherein the text processing engine 
102 may be a software-based grammar checker. Text content 
Sources 114 for grammar checking may include documents, 
text input, word processing generated documents, Scanned 
Source documents, books, magazines, email, SMS messages, 
and the like from the user, as well as from across the Internet 
118. Such as from searches, web pages, document storage 
sites, e-books, and the like. Text content 114 may be associ 
ated with a plurality of content generation environments, 
including academics, productivity tools, job searching, legal, 
healthcare, police reports, government, consumer Support, 
customer reviews, search engine optimization professionals, 
marketing professionals, advertising professionals, call cen 
ter Support, post-translation quality control, language learn 
ing, dialect accommodation service, and the like. Text content 
114A may be generated by the user 120, provided by the user 
but sourced through the Internet, provided directly to the 
grammar checking facility, and the like. The grammar check 
ing facility may provide a user with grammar teaching tools 
122 along with the grammar checking service in order to 
improve the user's writing skills, such as with reference feed 
back cards that embed suggested improvements into the 
Submitted text content. In embodiments, the grammar check 
ing facility may provide for management of grammar check 
ing through a crowd-source population 124. Such as through 
work management groups 124B, Social networks 124A, 
authoritative sources 124C, individuals 124D, and the like. 
The grammar checking facility may utilize methods of man 
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aging proofreaders in the crowd-source population to 
complement the grammar checking capabilities of the text 
processing engine. Such as running text content through the 
text processing engine and then using a proofit engine to 
manage further grammar checking through human proofread 
ers. The proofit engine may manage the human proofreaders 
in a manner Such that the proofing of the text content takes a 
short period of time. Such as through restricting the number of 
errors being delivered to a single human proofreader and 
sending multiple errors from the text content to multiple 
proofreaders in parallel. The grammar checking facility may 
provide grammar correction and/or text enrichment to a user 
of a personal computing device 128 with input limitations 
Such as a small personal computer 128A, a mobile computing 
device 128B, a computing device with voice-to-text input, 
and the like, Such as when emailing, texting, and the like, 
where a user may make mistakes more often if the user were 
working on a personal computer with a standard keyboard 
and display. The grammar checking facility may also be used 
to infer the quality of text content from an Internet source 
through a rateit engine. Such as for text content from a web 
site, from a search, and the like. In this way, the grammar 
checking facility may be used not only for improving the 
grammatical correctness of a user's text, but also as a check of 
the quality of other text content sources. In embodiments, the 
user 120 may communicate with the grammar checking facil 
ity 100 through the Internet 118, through a telecommunica 
tions facility 130 (such as a cell network), and the like. 
0051 FIG. 1A depicts a hybrid processing configuration 
where at least a portion of the grammar checking facility 
100B is located on the client side and the remaining portion of 
the grammar checking facility 100A is located on the server 
side, where one skilled in the art will appreciate the various 
combinations of client-server configurations and partition 
ing, including a configuration where the processing portion of 
grammar checking facility is located on the client side with 
possibly only administration, management, updates, and the 
like left on the serverside (such as when technology advances 
to the point where processing, memory, and the like are avail 
able on the client device to accommodate the processing 
requirements of the grammar checking facility). In embodi 
ments, the text being sent for correcting may be from any 
computer-based text application or management tool known 
to the art, including word processors, email, web-mail, per 
Sonal information manager (such as Microsoft Outlook, and 
the like), mobile phone communications applications, such as 
email, texting, and the like. In embodiments, the service 
provided to users through the grammar checking facility may 
be made available through third-party applications, such as 
throughan application programming interface (API), plug-in, 
and the like, including in association with a word processor, 
browser, search engine, email client, SMS application, blog 
ging application, micro-blogging application, content man 
agement facility, publishing facility, advertisement facility, 
and the like. 

0052 Referring to FIG. 2, the grammar checking facility’s 
100 text processing engine 102 may provide a custom pattern 
description language as part of the implementation of the text 
processing engine in a concise and flexible method for match 
ing parts of a sentence. Such as represented as a tree model, 
phrase tree, and the like, which are understood by one skilled 
in the art, as a way to describe a given language’s syntax 
through phrase-structure rules. They are used to break down 
a natural language sentence, such as from a user 120, from the 

Oct. 29, 2015 

Internet 118, and the like, into its constituent parts (also 
known as Syntactic categories) namely phrasal categories and 
lexical categories (such as parts of speech, and the like). 
Phrasal categories include the noun phrase, verb phrase, 
prepositional phrase, and the like; lexical categories include 
noun, verb, adjective, adverb, and many others. The grammar 
checking facility’s pattern description language may also 
provide a convenient way to bind variables to different parts 
of a given sentence in order to use Such parts in explanations, 
Such as with explanation templates, and/or perform transfor 
mations on them, Such as for Suggesting corrections. 
Examples of sentence parts that can be matched may include 
characters (such as parts of words, and the like), words, punc 
tuation marks, syntactic categories, and the like, where syn 
tactic categories may include lexical categories (such as parts 
of speech: noun, verb, preposition, and the like), phrasal 
categories (such as noun phrase, verb phrase, adverbial 
phrase, Subordinate clause, and the like), or any combination 
or language patterns of the above. Sentences may be repre 
sented as phrase trees, but the grammar checking facility may 
also work with any flat (sequential) or tree model represen 
tations of sentences. 
0053. The text processing engine may take a tree model, 
sets of language patterns, control patterns, and the like, as 
input data. A syntax parser may provide the tree model of the 
original sentence, where the syntax parser as well as other 
components (such as parts of speech tagger, and the like) may 
be provided by a third-party. In embodiments, the tree struc 
tures utilized by the grammar checking facility may be cus 
tom or those known in the art, where a tree structure is a 
structural representation of a sentence in the form of an 
inverted tree, with each node of the tree labeled according to 
the phrasal constituent it represents. For example, a third 
party parser may provide a facility for building trees, also 
referred to as syntax models. Tags used in Such a parser may 
include bracket labels, such as at a clause level, a phrase level. 
a word level; function tags, such as for form and function 
discrepancies, grammatical role, adverbials; and the like. For 
instance, bracket label at a clause level may include SINV. for 
an inverted declarative sentence, i.e. one in which the Subject 
follows the tensed verb or modal. A bracket label at a word 
level may include JJS, for an adjective, superlative. A func 
tion tag in a grammatical role may include SBJ, a surface 
subject, which marks the structural surface subject of both 
matrix and embedded clauses, including those with null Sub 
jects. An adverbials function tag may include MNR, a man 
ner, which marks adverbials that indicate manner, including 
instrument phrases. These tags are meant to be illustrative, 
and not limiting in anyway, but may represent tags as utilized 
by the grammar checking facility, and as known in the art. In 
embodiments, parentheses as used with tags may represent 
nesting, or branches in tree models (such as for parent-child 
relationships, and the like). 
0054 An example of a sentence and its model is as follows 
for the sentence “I definitely will do it': 

I definitely will do it. 
(TOP 

(S 
(NP 

(PRPI)) 
(ADVP 

(RB definitely)) 
(VP 
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-continued 

(MD will) 
(VP 

(VB do) 
(NP 

(PRP it)))) 
(...))) 

0055. A set of language patterns may be input to match the 
sentence againstalong with the corresponding transformation 
rules and explanation templates, and control parameters. The 
matching may also be associated with grouping by categories 
and points of grammar. 
0056 Output from the engine may include a set of issues 
(such as mistakes, and the like) found in the sentence with the 
IDs of the corresponding language patterns, location infor 
mation (Such as coordinates of mistakes, and the like), com 
piled explanations (such as featuring the original text where 
applicable, and the like), and corrections (if any). 
0057 The following presents a description of features 
with examples, where the examples are meant to be illustra 
tive but not limiting in any way. 
0058 Expressions in the pattern description language of 
the text processing engine may consist of literals, operators, 
functions calls, declarations, transformations, explanation 
templates, and the like. 
0059. In embodiments, literals may denote particular sen 
tence constituents. For example, VBZ may stand for any verb 
in present tense, 3rd person singular (such as “goes', and the 
like). 
0060. In embodiments, operators may denote sets and tree 
structures of constituents and their relations; wildcards, 
anchors, alternation, quantifiers and operations over these 
sets and tree structures. 
0061. In embodiments, function calls may allow introduc 
ing additional conditions for matching. For example, (NN 
can Be(VB)) may stand for a noun (NN) that can also be a verb 
(VB) in certain contexts (such as “fire”, “run”, and the like). 
Functions may implement other necessary calculations and 
checks over sentence constituents that basic language opera 
tors do not provide. 
0062. In embodiments, declarations and uses of references 
may represent particular sentence constituents, where refer 
ences may have various applications, such as naming and 
Substituting some part of a language pattern to make the 
notation more compact and readable; extracting and storing 
the corresponding sentence fragment in memory for future 
use in explanations and corrections; defining the boundaries 
of mistakes in a sentence; and the like. 
0063. In embodiments, transformations may be used to 
describe the rules for generating corrections. Such as with a 
pattern portion and a transformation portion. For example, a 
pattern portion may include a language pattern that matches 
sentences like "I like to going (Swimming, running)”, and the 
like. When this language pattern matches a sentence, one of 
the variables, such as SGERUND will contain the actual verb 
from the sentence (Such as 'going, and the like). Then, the 
text processing engine can use this verb to suggest a correc 
tion. In order to do this, for this particular language pattern, a 
transformation rule may suggest using a base form of the verb 
instead of the -ing form SGERUND=to(VB, SGERUND)// 
expression that calls the function that transforms the -ing 
verb (SGERUND on the right) into its base form (VB). The 
output for “going will be “go”. 
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0064. In embodiments, explanation templates may also 
contain references declared in the corresponding language 
patterns. In the explanations displayed to users, the text pro 
cessing engine replaces these references with the actual 
words from the original sentence. An explanation portion 
may be associated with a pattern section. For example, a 
pattern section may match sentences like “I definitely will do 
it and have two references for the adverb and the modal verb, 
such as SADVP and SMODAL. An explanation portion may 
be The adverb “SADVP should go after the modal verb 
“SMODAL, not in front of it. For the example sentence 
above, the explanation card will say: “The adverb “definitely 
should go after the modal verb “will, not in front of it.” 
0065. In embodiments, the grammar checking facility 
may utilize pattern matching to match sentences against pat 
terns, where pattern matching is the act of checking some 
sequence of tokens for the presence of some pattern of con 
stituents, and where tree patterns may be used as a general 
tool to process data based on its structure. The grammar 
checking facility may use language pattern matching on 
phrase structure trees for mistake detection. Patterns may 
depend on the parser used, because they do not describe the 
language patterns in the actual sentence models but the lan 
guage patterns in the models built by the parser. So, depend 
ing on the parser, different language patterns may be gener 
ated for the same error. 
0.066 Not all mistake patterns have corresponding correc 
tion patterns (i.e. transformations). The grammar checking 
facility may not be able to Suggest corrections in some cases, 
where only a human proofreader may be able to identify a 
correction, such as described herein. The relationship 
between language patterns and transformations may be one 
to-Zero, one-to-one or one-to-many. In embodiments, trans 
formations may not be shared or reused between multiple 
patterns, but the functions used in transformations (e.g., “con 
vert word X to form Y’) may be shared. In embodiments, it 
may be possible to have an implementation that shares certain 
transformations between several patterns if they require the 
same kind of correction. 

0067. In embodiments, the computing infrastructure for 
the grammar checking facility may be a multi-server configu 
ration. For instance, language pattern matching may require a 
great deal of computing resources and thus may be performed 
in the cloud (such as on remotely-located servers connected 
via the Internet, instead of users’ computers, and the like). To 
serve a large number of users, the grammar checking facility 
may run on a cluster consisting of multiple processing nodes. 
Nodes may be virtual or physical servers, with the virtual 
server approach providing greater flexibility. In embodi 
ments, the computing configuration may be a server, a multi 
server, a multi-server with load balancing, a distributed sys 
tem, a dedicated server cluster, a self-hosted system, a 
collocated system, and the like. 
0068. The grammar checking facility may provide for cus 
tomized grammar teaching, such as though grammar teaching 
tools as described herein. One or more grammatical rules may 
be applied to text to prepare customized feedback for a user. 
The grammar checking facility may enable a user to provide 
text that is analyzed and compared to the grammatical rules. 
The grammatical rules to be applied may be defined based on 
a genre selected by the user. The use of a genre to apply 
grammatical rules may enable the grammar checking facility 
to use the context of the text to more accurately make Sug 
gestions to the user than methods and systems in the prior art. 
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0069. The grammar checking facility may provide the user 
with customized feedback. The invention may synthesize 
customized feedback that includes both a general grammati 
cal rule and actual text provided by the user that is relevant to 
the rule. The actual text may be embedded within the general 
rule so as to fully enable a user to understand grammatical 
errors existing in the user-provided text. The customized 
feedback may enable actual text from the user-provided text 
to be presented along with otherwise generic reference con 
tent to more effectively teach grammatical rules to the user. 
The user text used in the explanation may be the text that 
constitutes the mistake, and inserted in Such a way that it is 
clear to the user which parts of the sentence are incorrect and 
why. The customized feedback presented to the user may 
include further examples of exact matches to the detected 
error. The customized feedback may enable the user to gain a 
better understanding and memorization of writing principles. 
By optionally not offering Suggestions for corrected sen 
tences, the feedback cards may serve as a call for the user to 
revise sentences by utilizing appropriate grammar rules that 
are explained in the cards. This may enable more engaging 
learning than in the prior art. 
0070. In an aspect of the invention, a voting system may 
also be provided for increasing quality or perceived quality of 
feedback to the user. For example, users may vote on the 
quality of reference material offered in feedback cards. The 
grammar checking facility may give users an opportunity to 
participate in improving the quality of feedback, which they 
may do by Voting up and down specific reference cards. If a 
user is dissatisfied with the quality of material in a feedback 
card (such as the explanation not being Sufficient, and the 
like), they may vote this card down. After a vote down button 
is pressed, the grammar checking facility may record the 
sentence for which the card was generated and cross-match it 
with the reference card in which the vote down button was 
clicked. The grammar checking facility may ask the user what 
specifically they didn't like about the card (such as quality of 
explanation, length of explanation, relevance of explanation 
to the mistake in question, and the like). User feedback (in this 
example, the number of vote ups and downs) may be analyzed 
by a quality assurance facility to determine how to improve 
content in feedback cards and ease of comprehension by 
users. In embodiments, the Voting system may be applied to 
any feedback, content, corrections, and the like that is pro 
vided to the user. For instance, the user may be able to vote on 
individual corrections implemented or suggested in a body of 
text, allowing the user to not only control what corrections are 
applied, but also providing feedback to the grammar checking 
facility in order to improve the grammar checking process. 
0071. In embodiments, the grammar checking facility 
may be provided as a hosted web-accessible system, provided 
for example as a Software as a service (SaaS) implementation. 
It should be understood that the grammar checking facility 
could also be provided as an installed program on a computer, 
a plug-in or API for an existing word processor, or other 
implementations providing Substantially the same advan 
tages as the present invention. 
0072 Referring to FIG. 3, an embodiment functional dia 
gram of the grammar checking facility 100 is depicted. As 
shown, a user 120 may provide text content to the grammar 
checking facility 100, such as in association with a personal 
computing device 128, and through the Internet 118, through 
a telecommunications facility 130 (such as cell phone net 
work, and the like) and across the Internet 118, and the like. 
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The grammar checking facility 100 may include a text pro 
cessing engine 102, an editor interface 302, an online writing 
handbook 310, a database of language patterns and rules 314, 
genre-specific standards and thresholds 308 such as inter 
faced to an editor genre selection menu 304, and the like. 
0073 Referring to FIG. 4, an embodiment physical dia 
gram, showing components as they may be provided in the 
system is depicted. As shown, the grammar checking facility 
may include a network-accessible server computer 401 and a 
network-connected client computer 403. The client computer 
may access the server computer by means of a network (5) 
Such as the Internet. 
0074 The server computer may include or is linked to a 
text processing engine 407 and a user interface utility 409. 
The text processing engine may include or be linked to a 
part-of-speech tagging utility 417. The user interface utility 
may enable a user to provide text to the text processing engine 
and receive feedback from the text processing engine. The 
user interface utility may implement a web-based interface 
accessible via a web browser 411 provided by or linked to the 
client computer. The server computer may also include or is 
linked to a database 413 of one or more grammatical rules and 
a genre database 419 for selecting appropriate grammatical 
rules. For each grammatical rule, the database may include a 
fillable plain-language explanation for relating the rule to a 
user. The fillable aspect of the explanation can be filled (i.e. 
completed) with words, sentences, or other text portions 
selected from the user-provided text. For each grammatical 
rule, the database may include generic reference content, 
which may be additional generic feedback content relating to 
the rule and one or more links to further information regard 
ing the rule. The text processing engine may also be linked by 
the network 405 to one or more external references sources 
415. 
0075. The grammatical rules may include grammatical 
criteria and/or patterns including sentence-level and word 
level criteria and/or language patterns. The grammatical rules 
to be applied to the text may be genre-dependent such that the 
grammatical rules to be applied, or the ways in which the 
grammatical rules are applied, may differ based on the 
selected genre. For example, configurable parameters may be 
provided for each of the grammatical rules and each gram 
matical rule may be selectively enabled or disabled based on 
the selected genre. 
0076. The user interface utility may enable the user to 
select the genre to apply to the provided text. For example, a 
drop-down menu could be provided for listing the available 
genres and selecting the appropriate genre. Genres may 
include both academic and non-academic genres, with some 
being discipline specific (for example, a science lab report). 
Examples of genres include, for example, academic essay, 
report, book review, research paper, dissertation, presenta 
tion, blog or news post, business document, newspaper 
article, press release, and the like. 
0077. After the genre-specific adjustments are applied to 
the default grammar checking algorithm, the text may be 
processed with the resulting adjusted algorithm. 
0078 Examples of grammatical rules include, for 
example, use of articles, use of conjunctions, use of nouns, 
incorrect use of numbers, incorrect use of prepositions, pro 
noun agreement, use of adjectives and adverbs, comparisons 
of two or more articles, faulty parallelism, confusing modifi 
ers, incorrect use of negatives, use of qualifiers and quantifi 
ers, Subject and verb agreement, verb form use, punctuation 
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within a sentence, closing punctuation, sentence structure, 
wordiness, passive voice use, commonly confused words, 
writing style, Vocabulary use, and the like. One or more of 
these rules may be genre-dependent. Optionally, the user 
interface may enable the user to select which of the gram 
matical rules to apply to the provided text. 
0079 Selection of a particular genre by the user may ini 

tiate a request to the genre database to apply genre rules to the 
grammatical rules. The genre database may provide a set of 
genre rules that can be applied to the selection and application 
of grammatical rules. For example, selection of a particular 
genre may enable (activate) particular grammatical rules, dis 
able (deactivate) other grammatical rules, configure thresh 
olds in the grammatical rules (for example, a different number 
of words in a sentence or phrase may trigger “wordiness' 
warning for different genres), configure the style of com 
ments for certain genres (for example, a comment worded as 
a strict requirement for a formal document may be worded 
less assertively, for example as a recommendation, for a more 
casual genre). 
0080. The text processing engine may be operable to ana 
lyZeuser-provided text and compare the text to the grammati 
cal rules to be applied. It may then flag each sentence having 
a sentence-level error and each word having a word-level 
eO. 

0081 For example, the text processing engine may parse 
the user-provided text, apply the parsed text to the grammati 
cal rules and synthesize feedback for the user. 
0082 For example, the text processing engine may first 
parse the user-provided text and divide it into units, such as 
paragraphs, sentences, phrases and/or words, using standard 
language conventions for parsing, such as punctuation, line 
breaks and spaces. The paragraph, sentence, phrase and/or 
word units may then be parsed by a part-of-speech tagging 
utility of the text processing engine, and each word unit may 
be assigned a part-of-speech tag, corresponding to the part of 
speech it represents (such as, Subject, object, and the like). 
The part-of-speech tagging utility may implement any of a 
number of known part-of-speech tagging algorithms such as 
the ViterbiTM algorithm, the BrillTM tagger algorithm, the 
Baum-WelchTM algorithm or others. The part-of-speech tag 
ging utility may provide a set of tags (such as numeric, alpha 
betical, binary, and the like) indicating part of speech for each 
word. 
0083. The text processing engine may then match each 
paragraph, sentence, phrase and/or word to all enabled gram 
matical rules, as configured based on the selected genre. The 
grammatical rules may be of the paragraph, sentence, phrase 
or word level and may include units corresponding to one or 
more of the following, for example: a specific word or 
sequence of words (such as 'go', and the like), a word from a 
set of words or sequence of words from a set of sequences 
(such as “go, move or proceed, and the like) or any word; a 
specific part of speech (such as “subject', and the like), a part 
of speech from a set of parts of speech (such as “direct object 
or indirect object', and the like) or any part of speech; a 
specific punctuation mark, a punctuation mark from a set of 
punctuation marks, or any punctuation mark; a phrase of a 
specific length (Such as any 3 words, and the like) or a phrase 
with the length within the specific range (such as between 1 
and 4 words, and the like) or a phrase of any length; and the 
like. The units may also be combined in more complex pat 
terns by standard logic operators, such as “AND”, “OR” and 
others. Each of the grammatical rules may also include 
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generic reference content and a filable plain-language expla 
nation, to be used for providing feedback to the user. 
I0084. Some grammatical rules may include priority or 
frequency tags to indicate that corresponding grammatical 
errors are more likely to occur in language and therefore may 
have higher priority (take precedence over other mistakes) or 
and particular mistakes are more frequent in language in 
general and therefore may have higher priority. When a par 
ticular paragraph, sentence, phrase or word includes more 
than one grammatical error, a grammatical rule with a higher 
priority or frequency tag may be selected (for example, if a 
“sentence fragment’ mistake is detected, other sentence 
structure mistake patterns may be irrelevant, so “sentence 
fragment may take priority). 
I0085. Once agrammatical error is matched to a grammati 
cal rule, the actual text may be embedded in the correspond 
ing fillable plain-language explanation. The feedback may 
also include generic feedback content. The feedback may also 
include a title (Such as the name of the grammatical rule, and 
the like). The customized message may be synthesized by the 
text processing engine by inserting portions of user-provided 
text into the fillable plain-language explanation for the rule so 
as to fully enable a user to understand grammatical problems 
existing in the user-provided text. For example, in the context 
of a sentence-level error, those words causing the error may 
be isolated and placed into the fillable plain-language expla 
nation, so as to draw the user's attention to the particular 
reasons that a grammatical error exists. The generic feedback 
content may include a narrative regarding the rule. It may 
include a list of one or more typical reasons the rule is not 
complied with and one or more example sentences that, while 
not selected from the user-provided text, are matches to the 
error in the user-provided text that illustrate grammatically 
incorrect and correct sentences related to the rule. Based on 
the customized message and/or the generic feedback content, 
the user may then address precisely the words causing the 
error in order to fix the error. Furthermore, the errors flagged 
by the text processing errors may be grouped into categories, 
enabling the user interface to Summarize the results to the user 
as a Summary report or scorecard, illustrating for example the 
number of occurrences within the text of each of the gram 
matical rules. This scorecard may assist the user in under 
standing grammatical errors that are common in the user's 
writing, enabling the user to focus on learning how to prevent 
those errors from arising in the future. In cases where the 
correction to the sentence may be made easily, the customized 
message may provide the user with one or more Suggestions 
for correcting the error. Particular examples include word 
level mistakes Such as commonly confused words and over 
used words. 

I0086. The customized message may also provide to the 
user the links to further information regarding the rule. The 
user may access these links for more detailed teaching on 
learning the rule. 
I0087. The text processing engine may also be linked to one 
or more external reference sources (15). The external refer 
ence sources may be linked via the network. The text process 
ing engine may compare passages of the user-provided text 
with the one or more external reference sources to detect and 
warn the user of possible plagiarism in the user-provided text. 
The text processing engine may obtain information from the 
external reference source that enables it to generate proper 
formatted citations in one or more formats. The text process 
ing engine may include the citation in the customized feed 
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back to enable the user to properly cite the reference. Text 
processing engine may implement any known text matching 
algorithm to determine which parts of text match external 
sources, for example a Rabin-KarpTM string search algorithm 
can be implemented. The text matching algorithm may return 
any text strings that match external documents and the URL's 
or other identifiers of those external documents. 
I0088 Referring to FIG.5, feedback 500 may be developed 
in association with a database of grammatical patterns 502, 
processed text 504, a writing handbook 508, and the like, such 
as in association with the text processing engine 102 to form 
a plurality of different feedback forms, such as a problem 
name and action recommendation 510, a problem explanation 
including the actual analyzed text 512, a general explanation 
of the points of grammar involved 514, examples of exactly 
the same mistake and corrections 518, a link to more infor 
mation on the same point of grammar 520, and the like. 
0089. In embodiments, the grammar checking facility 
may be used in a number of learning and professional sce 
narios, including, students improving their writing skills, lan 
guage-learners and ESL/EFL students improving under 
standing of English grammar, professionals improving 
quality of their written work, writers using the grammar 
checking facility to correct bad writing habits and improve 
the quality of their writing in general, anyone who switches 
from one writing genre or context to another, usually more 
formal or rigorous, writing content or genre, such as from 
personal emails to professional emails end memos, and the 
like. For instance, the user may sign in and upload text, select 
a writing genre, and start the review through the grammar 
checking facility and wait for the report to be generated and 
sent back to them. The user may then browse through feed 
back categories, review feedback cards (as described 
herein), and the like. FIG. 6 depicts an embodiment sign-in 
screen, such as using a username, password, and the like. 
0090. After successful sign in, users may be redirected to 
a text editor for text upload, such as shown in FIG. 7. Avail 
able options of uploading text to the grammar checking facil 
ity may be pasting the text into the editor through "Ctrl-V” 
function, by clicking “Paste’ in editor toolbar, by typing text 
in the editor; by performing file uploads (such as .doc, pdf, 
and the like), by submitting text directly from popular text 
editors like (such as Microsoft Word, Google Docs, and the 
like). 
0091. Once the text has been pasted into the grammar 
checking facility editor, a user may be given an option to 
select a writing genre that best matches the text in the editor, 
such as shown in FIG.8. Writing genres may be both aca 
demic and non-academic, with some genres being discipline 
specific (such as a science lab report, and the like). Selection 
of a genre may set standards and thresholds employed for 
analysis by a text analysis unit, so different evaluation stan 
dards may be applied for texts of different genres. Also, genre 
selection may influence selection of content for feedback, 
providing more fitting and targeted feedback for each genre. 
0092. In embodiments, clicking a “Start Review’’ button 
may initiate review of text in the editor. Depending on the 
length of the document being checked, the review process 
may take different periods of time, such as one second, 5 
seconds, 30 seconds, one minute, five minutes, ten minutes, 
and the like. Progress may be shown to the user on a progress 
bar, together with percentage of task completed. Such as 
shown in FIG. 9. The user may also be shown what specific 
point of grammar their text is evaluated against on every stage 
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of the review process, such as shown in FIG. 10. During the 
review process, the text may be sent from the editor window 
to the text processing engine, and analyzed according to a 
predefined set of criteria and patterns, which may take into 
account adjustments made by genre selection, as described 
herein. At the end of the review, the text processing engine 
may flag sentences with potential sentence-level errors and 
words with word-level issues. The reported errors may be 
grouped into categories for convenient navigation and pre 
sented to users as a Summary report, such as shown in FIG.11. 
0093. In embodiments, the user may review report results. 
For instance, after closing the Summary report overview, 
users may return to the main editor window and navigate the 
results of text processing feedback categories, such as in 
sidebar links on the right margin of the editor as shown in FIG. 
12. Feedback categories may be organized as a citation audit 
1202, 1210, which may be the default category view once a 
report is generated; sentence-level feedback 1204, showing 
sentence-level mistakes, such as grammar and punctuation 
issues; word-level feedback 1208, showing word-level mis 
takes, such commonly confused words and Vocabulary use 
issues; and the like. In an example, FIG. 13 shows feedback 
instances (possible mistake instances) for each feedback cat 
egory. Clicking on feedback category may open a feedback 
card on top of text in the editor, together with the content of 
the card, as described herein. 
0094. In embodiments, users may choose between going 
through the grammar checking facility's feedback, such as in 
a wizard-like fashion by clicking the next button 1402 on 
each feedback card as shown in FIG. 14, or jumping to a 
category of interest by clicking on the corresponding tab on 
the right margin of the editor. Each category may have one or 
more feedback cards. Clicking on next link, may open a 
Subsequent feedback card in the same feedback category, if 
available, or send the user to the next feedback category. 
Clicking on a feedback category tab may open a feedback 
card for the first sentence? word in the text with the corre 
sponding issues (such as clicking on use of articles opening 
the feedback card for the first issue related to use of articles in 
the text being reviewed, and the like). 
0.095 Feedback on detected writing issues may be pro 
vided via feedback cards. Feedback cards may overlay text in 
the editor, such as with an arrow pointing at the sentence 
and/or word that triggered the feedback card. Sentences and 
words for which feedback is available may be highlighted, 
such as shown in the editor as depicted in FIG. 15. To navigate 
between feedback cards in a sequence, the user may click 
next, click on any sentence or word highlighted in red, and 
the like. 

0096. Format and content of feedback cards may be gen 
erated based on depending on text being reviewed, mistake 
type, writing genre selected, and the like. 
0097. Each feedback card may be organized in such a way 
that learning value of each feedback instance is maximized. 
Depending on a mistake type, feedback cards may offer cus 
tomized reference content that incorporates users’ own text to 
betterexplain related grammar rule, usage examples, replace 
ment suggestions, and the like. 
0.098 FIG. 16 shows an example representation of a card, 
where in this in this instance is related to a sentence-level 
mistake, and where a user is presented with a number of 
elements generated by the text processing engine based on 
processed text, detected issue, and selected writing genre: 
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0099. 1. A title 1602, naming the detected issue and 
recommending optimal course of action. 

0100 2. Explanation of the issue 1604, synthesized by 
the text processing engine and including the actual text 
from the reviewed document to explain the relevant 
point of grammar allowing for better grasp of instruc 
tional content. 

0101 3. Examples of the sentences 1608 with the 
exactly same issue, including explanations on how this 
issue was corrected in each of the cases. 

0102) 4. Vote buttons 1610 for quality assurance. 
0103) 5. Link leading to more information 1612 on the 
Subject in an online writing handbook. 

0104. In embodiments, the content presentation in a card 
may provide actual text from the reviewed document embed 
ded into otherwise generic reference content to more effec 
tively teach the writing rule. Examples presented to the user 
may be an exact match to the mistake detected in user's textin 
terms of the type of writing issue. This approach may ensure 
a better understanding and memorization of writing prin 
ciples. Note that these cards may offer no correction sugges 
tion options and only serve as a call to revise sentences by 
utilizing appropriate grammar rules that are explained in the 
cards. 
0105. In embodiments, the More info . . . link may be 
dynamically adjusted to lead the user to a relevant chapter, 
section, and even place on the page in an online handbook to 
further the learning effect of the feedback card in case the user 
needs additional help. 
0106. In other embodiments, where there is only a limited 
number of ways to correct an issue, a correction may be 
suggested, such as shown in FIGS. 17 and 18. Clicking on a 
correction suggestion may change an original word or phrase 
to a corrected one. A corrected word may be marked in the 
text. This may be an example of a word-level mistake for 
which direct correction Suggestions are provided include mis 
spellings, commonly confused words, such as in FIG. 18 and 
overused words (words that are not incorrect but are too 
generic for the context or overused), such as in FIG. 19. 
0107 Another type of reference card may be a citation 
audit card, which may be displayed whenever the text pro 
cessing engine detects blocks of text that are taken from 
outside Sources. The text processing engine may go back to 
the original source to extract information necessary to prop 
erly format citations and offer citations in different formats. If 
information necessary for formatting citation is not available, 
then the text processing engine may insert placeholders tell 
ing users what information needs to be inserted manually, 
such as in FIG. 20. 
0108. In embodiments, the grammar checking facility’s 
interface and feedback process may be dynamic and interac 
tive, or supplied in a static version of the detailed feedback. 
The static version may be generated by embedding feedback 
cards into the text of the original document, as opposed to 
displaying them one-by-one in the dynamic version, and Sav 
ing the resulting document in one of the common file formats 
(such as HTML, PDF, and the like). 
0109 The text processing engine may keep analysis sta 

tistics on each individual user, and use this statistical infor 
mation to determine the most typical, frequent, and the like, 
writing issues for this user. This information may then be used 
to generate personal writing handbooks, such as writing 
handbooks that include the information relevant to the top 
(such as 5, 10, 20, and the like) writing issues of a particular 
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user. In an embodiment, one way the handbook may be gen 
erated by the text processing engine is by sorting writing 
issues made by a user in order of frequency and adjusting the 
frequency for standard false positive rates (such as frequency 
of an issue with 5% false positive rate is decreased by 10% 
while frequency of an issue with 15% of false positive rate 
gets adjusted by 15%, and the like). Another may be by taking 
N (any number) of the most frequent issues and retrieving 
relevant information from a writing handbook, Such as an 
online writing handbook, a system developed and maintained 
writing handbook, and the like. Another may be by putting the 
resulting information in a file of a common format (HTML or 
PDF). This approach provides the user with a learning 
resource that combines the thoroughness of a writing hand 
book with very high level of personalization in accordance 
with the user's needs, thus leading to increased efficiency. 
The grammar checking facility may use the text processing 
engine and statistics to optimize content so that each user gets 
the most value out of the time spent on grammar improve 
ment. 

0110 Methods and systems may provide for a crowd 
Sourced human-augmented Software-based grammar check 
ing process, where the process may iterate between com 
puter-based grammar checking algorithms and managed 
human grammar checking, and include workflow algorithmic 
checking mechanisms to reduce what is sent to the human 
grammar checkers and to increase the speed and consistency 
of the checking of text sent to them for proofing. For instance, 
and referring to FIG.21,auser 120 may provide a body oftext 
content for grammar checking to the proofit engine 110 of the 
grammar checking facility 100, where the proofit engine 110 
utilizes the text processing engine 102 to provide an initial 
computer-based grammatical analysis of the body of text to 
identify possible errors with the text. In embodiments, the text 
content may come directly from the user 120, from an Internet 
source 114, such as downloaded by a user, directly to the text 
processing engine, and the like. The text processing engine 
may then parse the text into portions of text containing the 
possible errors, and send the errorportions to a proofit engine 
that manages sending of the error portions 2102. 2104A, 
2104B, 2108,2110 to human proofreaders 2112A-F, collect 
ing the responses, resending the error portions if necessary, 
and determining the best correction to the error. In embodi 
ments, there may be a proofit interface between the proofit 
engine and the human proofreaders. Further, the proofit 
engine may utilize the text processing engine to Verify the 
corrected error. In embodiments, a plurality of proofreaders 
may receive the same error portion, where the proofit engine 
may then compare the answers received from the plurality of 
proofreaders to determine the most likely correction to make 
in association with the error. In an example, proofreader A 
2112A may get error 12102, but both proofreader B2112B 
and 'C 2112C may both get error 2 2104A. Error 12102 
may be a freeform error report, ‘error 22104A and error 3 
2104B may be in a multiple-choice format, error 4 2108 may 
be a short answer, and so on. In addition, there may be test 
errors being sent, such as for Verification, redundancy, rating 
a proofreader, and the like. In this instance, Proofreader F. 
2112F may get the same error 2110 that proofreaders B 
2112B and 'C 2112C received, where the proofit engine 110 
may utilize the results from proofreaders B2112B and C 
2112C to test proofreader F 2112F. It will be appreciated by 
one skilled in the art that there are many possible combina 
tions of how the proofit engine might utilize the proofreaders 
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and error formats to manage the process of performing the 
grammar checking process in conjunction with the text pro 
cessing engine, and that this example is meant to be illustra 
tive and not limiting in any way. The proofit engine may 
utilize a plurality of error forms sent to proofreaders, includ 
ing those with possible Suggestions (such as multiple choice), 
those without a Suggestion but with an error description (Such 
as free form), fill in the blank(s) type of form, and the like. For 
multiple choice error forms, potential answers may be shown 
as only multiple choice, as multiple choice plus an option to 
bypass (such as with an ignore button, and the like), as 
multiple choice plus an option to bypass plus a free form field 
to enter the proofreader's own correction, as multiple choice 
plus an option to bypass plus a free form field to enter their 
own correction plus a free form field to enter their own cor 
rection of the entire sentence, and the like. For free form, text 
may be sent with context along with the indicted potential 
error, such as with preceding text and Subsequent text. For 
example, the context may be a number of sentences before 
and/or after the potential error, aparagraph before and/or after 
the potential error, and the like. A free form field may allow 
proofreaders to correct an indicated error plus along with the 
option to bypass the error, correct the entire sentence with the 
highlighted error along an option to bypass, allow them to 
correct the entire paragraph with the highlighted error along 
with an option to bypass, and the like. In any case, proofread 
ers may also be able to respond that nothing is wrong with the 
text, thus bypassing any change. In embodiments, an error 
where the grammar checking facility knows the answer may 
be changed automatically and not shown to proofreaders. 
0111. In embodiments, the process of crowd-sourced 
grammar checking may include email workflow manage 
ment, correction of mistakes by individual proofreaders (as 
opposed to proofreading the entire text with a single proof 
reader), providing human proofreaders with detailed mistake 
information (such as highlighting of a mistake in the sen 
tence, explanation including words from sentence, and the 
like), automatic correction of Some mistakes, processing of 
mistake collisions (such as when correction of one mistake 
may influence another mistake, both parallel path with re 
check and sequential path with mistakes corrected one-by 
one, and the like), quality assurance algorithms, and the like. 
Human proofreaders may be enabled to provide their reviews 
on a personal computer, a mobile computing device, through 
a specialized proofing computing device, and the like. Proof 
readers may be able to conveniently provide their reviews 
from a mobile computing device in the course of their day, 
Such as while riding in a car, bus, train, and the like, so that 
their services may be provided with a quick turn-around, for 
extra cash to the proofreader, conveniently to the proofreader, 
and the like. Referring to FIG. 22, a grammar-checking facil 
ity 100 may include a text processing engine 102, a proofit 
engine 110, and the like, which interacts with the user 120 and 
the crowd-source population 124 through a personal comput 
ing device 128 (such as a PC, a mobile computing device, and 
the like) across the Internet 118, through a telecommunica 
tion facility 130 (such as a cell phone network, and the like), 
a cable modem, and the like. The crowd-source population 
124 may be authoritative sources 124C in grammar structures 
and errors, sources through social networks 124A, sources 
through work management groups 124B, individual contribu 
tors 124D, and the like. 
0112. In embodiments, the workflow of the process may 
begin with a user creating text. Such as in any text processing 
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Software, including word processors, content management 
and publishing systems, email systems, and the like. The user 
may then have an option to Submit the text to the grammar 
checking facility for correction. A submission workflow may 
depend on the context and type of the document. Note that 
other applicable workflows are described herein. As a part of 
the Submission process, the user may choose a number of 
settings (such as each setting can be left in a default setting or 
pre-set in a user's account, and the like). Some settings may 
involve additional fees, as they may require greater resources 
to execute. Such as based on text genre; types of checks to 
perform (such as spelling, grammar, style, formatting, text 
enhancement, any combination of these, and the like); quality 
of checking, which may impact selection of the human proof 
readers involved in the process, level of redundancy and 
enable/disable automatic corrections of some mistakes by 
Software without human help; speed of processing, which 
may impact prioritization of the tasks related to proofreading 
the document in the queue; and the like. 
0113. After the user has generated the text, it may be sent 
to the grammar checking facility over the Internet where it 
may first be checked by a computer-based grammar checker, 
Such as through a grammar checking algorithm of the text 
processing engine as described herein. The engine may iden 
tify potential mistakes (such as all potential mistakes, and the 
like) and generate corresponding error cards, which may 
offer correction Suggestions, offer explanations of what could 
be wrong, provide background of the type of error, examples 
of the type of error, remedial notes, and the like. Some mis 
takes may be corrected automatically by Software, which may 
use the text processing engine. The grammar checking facil 
ity may utilize the settings tags described herein to better 
fine-tune checking process. 
0114. In embodiments, the proofit engine may manage the 
correction of at least one of a plurality of potential mistakes 
2304A, 2304B, 2304C detected by the text processing engine 
(i.e. mistakes not automatically corrected) utilizing human 
proofreaders. Referring to FIG. 23, the text processing engine 
102 may optionally send an error 2302B that has been auto 
matically corrected to the proofit engine. Such as for verifi 
cation, and the like. Other auto-corrected errors 2302A may 
optionally not be sent to the proofit engine. Such for errors that 
have a high probability for being corrected automatically by 
the text processing engine 102. For instance, there may be 40 
potential mistakes that need proofing, and the computer 
based grammar checker turns each one of these into a ques 
tion card to be sent to the proofit engine and on to the human 
proofreaders. In embodiments, the text processing engine 
may send all background it has on a given error (Such as 
Suggestions, descriptions, and the like) in raw form to the 
proofit engine, and the proofit engine may then turn this error 
data into cards suitable for presentation to individual proof 
readers. The question card may be multiple-choice (Such as in 
the case of those issues that the text processing engine has 
multiple correction suggestions for), freeform (for those 
issues that the text processing engine only has explanations 
for); and the like. For example, a question card may be pre 
sented in Such a way that someone viewing the card (Such as 
a proofreader, and the like) sees the original text (with poten 
tial error highlighted), and Suggestions or explanations pro 
vided by the text processing engine. 
0.115. In embodiments, the process may include text 
obfuscation. For instance, the proofit engine may search the 
text for any words that may be confidential or sensitive. These 
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words may be highlighted individually in each document, as 
part of a separate list of words provided by the user in the 
proofit software. Such as during installation, collected over 
time, and the like. The proofit engine may also maintain 
account-wide lists for accounts with multiple users. Any con 
fidential/sensitive words may be replaced by other words with 
identical grammatical properties before being added to the 
cards, allowing an editor to correct the error without seeing 
any confidential/sensitive information. Alternately, the user 
may specify that the meaning of the text passage is entirely 
confidential. In this case the grammar checking facility may 
provide text obfuscation to all portions sent out to human 
proofreaders such that the human proofreaders will not be 
able to sense the meaning of the original text, or portion of 
text. The ability of the grammar checking facility to provide 
text obfuscation may be aided through the process of sending 
proofreaders limited portions of the original text, and there 
fore only requiring the grammar checking facility to obfus 
cate each individual portion, as opposed to a process that is 
required to obfuscate the entire original body of text. 
0116. In embodiments, question cards may be routed to 
proofreaders through an online labor marketplace of editors 
(such as Amazon's Mechanical Turk, CrowdFlower, and the 
like), to an internal group of editors/proofreaders, to indi 
vidual proofreaders, and the like. Question cards may be sent 
to different proofreaders in a parallel manner in order to speed 
the process of competing the correction of all errors found in 
the body of text. Alternately, a number of errors may be sent 
to a single proofreader, Such as in the case of multiple errors 
in a single sentence. In this case, the proofit engine may have 
determined that sending the entire sentence with multiple 
errors to the same proofreader is deemed potentially more 
efficient than sending them separately to different proofread 
ers. In embodiments, the proofit engine may use any combi 
nation of serial and parallel proofing threads to proofreaders 
as deemed by the grammar checking facility to meet the goals 
of efficiency, timeliness, accuracy, cost, and the like, for 
grammar checking the body of text. 
0117. In embodiments, the initial computer-based gram 
mar checking algorithm may identify and categorize errors, 
Such as into a possible error, a certain error, an uncertain error, 
indeterminate, high confidence, low confidence, and the like. 
The initial assessment of potential errors may include a con 
fidence score as to how certain the grammar checking facility 
is that the potential error is indeed an error. For potential 
errors for which the grammar checking facility is uncertain, 
the grammar checking facility may send the text passage with 
the error to a proofreader to judge whether an error exists. If 
the proofreader determines that there is an error, the grammar 
checking facility may send the portion of the text associated 
with the error to a proofreader for correction. This may be the 
same proofreader or a different one. An alternate process may 
simultaneously send the error to a first proofreader for a 
correction and to a second proofreader to verify that there is 
indeed an error. In this instance, the first proofreader may 
have the option to declare that there is no error, and the 
grammar checking facility may compare the conclusion of 
the first and second proofreaders to determine an action, Such 
as to conclude there is no error, to conclude there is an error 
and to accept the correction of the first proofreader, and the 
like. In addition, there may be a plurality of proofreaders, 
Such as to correct an error, to Verify the presence of an error, 
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and the like, where the grammar checking facility considers 
the collective responses from the proofreaders in the response 
back to the user. 

0118. Each individual proofreader may be ranked on their 
level of accuracy in general and/or ability for each type of 
error. In embodiments, the grammar checking facility may 
send the same error to a plurality of proofreaders, where the 
grammar checking facility then compares the responses from 
the plurality of proofreaders in order to rank each proofreader, 
Such as for accuracy injudging a specific error type, reliability 
in judging an error, timeliness in response, availability, cost, 
style, nationality (such as U.K. vs. U.S.), and the like. These 
rankings may then be used in the grammar checking facility’s 
consideration of what proofreaders will get what errors, the 
weight given to a particular proofreader's response as related 
to the error, and the like. In addition, the grammar checking 
facility may run test errors with known errors to a plurality of 
proofreaders in a process of developing or maintaining a 
ranking for proofreaders. For example, the grammar check 
ing facility may send a series of known errors to twenty 
different proofreaders, and create or update the ranking for 
the proofreaders. The ranking may be numeric, Such as rank 
ing each proofreader on a scale of 1-10, and the like), cat 
egorical. Such as highly ranked, and the like. There may be 
ranking over different dimensions, such as for technical cor 
rection, style, and the like. The grammar checking facility 
may use the rankings as a factorin determining the correction, 
Such as applying a weight to a plurality of proofreader 
responses in determining what the correction should be, if 
there is any error at all, and the like. For example, a user may 
provide a body of text to be grammar checked. The grammar 
checking facility may then parse out the errors, categorize the 
errors, and the like, and send the parsed portions with errors to 
a plurality of proofreaders. The responses may not be in 
complete agreement, and in this case the grammar checking 
facility may use the associated proofreaders rankings to aid 
in determining the response back to the user, such as using 
numerical rankings to create a score, and using a threshold 
applied to the score to help judge what the response back to 
the user should be. In embodiments, each error card may be 
routed to a number of human editors with higher rankings for 
that error or in general. The first editor to accept the task may 
correct the error and return the correction to the proofit 
engine. The correction may be a change (such as multiple 
choice selection, freeform answer, and the like), or an 
ignore command if the text processing engine was incorrect 
in flagging of the error (that is, in the case where the original 
text was correct). 
0119. In embodiments, the grammar checking facility 
may also use other known, licensed or publicly available, 
algorithms for providing redundancy in quality and speed of 
corrections and in ranking human editors. The grammar 
checking facility may also use industry-standard redundancy 
and quality assurance algorithms designed to work with 
anonymous human editors, where ranking of editors by accu 
racy is not possible. 
I0120 If certain errors are embedded in other errors (such 
as two grammatical errors made in association with each 
other, and the like), optional methods may be applied depend 
ing on the type of error and the statistics of effectiveness of 
each of the methods for particular types of errors. One method 
may be the two errors are sent out simultaneously (each with 
the other error present, but not highlighted), so that the pre 
sentation of each error contains the other error. Another 
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method may send the first error for correction (with the sec 
ond error present but not highlighted), and after the correct 
answer is received, the second error would be sent out (this 
time with only the second error present). Another method 
may send the two errors together on a single card to the same 
editor, who would correct both simultaneously. In embodi 
ments, this card may be uniquely designed to highlight both 
errors at the same time, and could include a combination of 
multiple choice and freeform answer fields. 
0121. As the proofit engine receives corrections to errors, 
some will likely arrive before others. As the grammar check 
ing facility is waiting for the correction results of some errors, 
those error corrections that return first may be spot-checked 
by the text processing engine and/or other human proofread 
ers at random, such as for quality assurance, proofreader 
ranking, and the like. Any error correction selected for spot 
checking may first be run through the text processing engine. 
If the text processing engine says it may not be correct, it may 
then be sent to other proofreaders for a second check in the 
process, as described herein. Several scenarios are possible. 
For instance, and in a series of non-limiting examples, if the 
first check was ignore (no change made) and the second 
check is the same, the error will be considered resolved. If the 
first check was a multiple-choice answer and the second 
check was a multiple-choice answer, the answers will be 
compared and considered resolved if they're the same. If the 
first answer was a freeform answer, the results of the second 
check will be run through the text processing engine again. If 
the text processing engine determines that there is no error, it 
will be considered resolved. If the engine says there is an 
error, then the new version will be submitted to proofreaders 
for checking in the process as described herein. Alternatively, 
the first free-form answer may be sent to a human proofreader 
for a second check, and if the human proofreader marks the 
sentence as correct (Such as they press “Ignore”, and the like), 
the error is considered corrected, but if the second proof 
reader makes changes, the sentence is sent through the pro 
cess once more. When the correct answers are determined, 
those proofreaders who answered correctly will get a higher 
score for this error type, and those who answered incorrectly 
will get a lower score for this error type. 
0122) When all errors are corrected individually, the docu 
ment is reassembled. This could happen in real time (as each 
corrected error is returned), or at once after all errors are 
received. In embodiments, the turn-around time from the user 
submitting the text to the time the user receives the corrected 
text may be a short period of time (such as 15-30 seconds, one 
minute, and the like) due to having a large proofreader labor 
pool. That is, the turn-around time may be independent of the 
number of errors in the document because each erroris poten 
tially sent to a separate proofreader in the crowd-source popu 
lation. For instance, if there are 30 errors in a document, the 
errors may be sent out to 30 different proofreaders (more if 
there is a desire to incorporate redundancy, such as to accom 
modate proofreaders rating systems, quality control, and the 
like), and so the turn-around time may only be a function of 
the error that takes the longest time to correct. 
0123. After the correct document is assembled, the soft 
ware may also create a track changes (redline) version of the 
document, showing all changes between the original docu 
ment and the corrected document. In embodiments, if the user 
did not mark the document/email as critical, for review, and 
the like, it may be returned to the user for review, or alter 
nately, the document may be sent directly to the intended 
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recipient without input from the user. If the user marked the 
document/email as critical, for review, and the like, it may be 
returned to the user for review, and if the user accepts the 
corrected document/email, then it will be sent. If the user 
doesn’t accept the document, the user may be presented 
options, such as to make changes themselves and then send, 
without resubmitting to the grammar checking facility, make 
changes themselves and then resubmit to the grammar check 
ing facility, and the like. In embodiments, there may be cases 
where the user may be allowed to highlight a portion of the 
text and send it straight to human proofreaders if the user 
believes that it is incorrect, such as either after the user has 
received corrections back or in the users initial submission of 
text to the grammar checking facility. 
0.124. In embodiments, users may be able to see multiple 
versions of their document, such as original, final, track 
changes, and the like. They may see this in a variety of forms 
and locations, including a proofit folder created by a proofit 
plug-in to a document/email management application, in 
their online account, in an email sent to them confirming the 
email was sent (and thus in their email inbox), and the like. 
0.125. The grammar checking facility may provide charge 
plans to users of the service. The grammar checking facility 
may offer several different pricing models, including as by 
mistake. Such as the user agrees to a predefined rate of 20 
cents for each mistake the software corrects, and the like); by 
length. Such as the user agrees to a predefined rate for each 
word, paragraph, page, and the like; by document, such as the 
user agrees to a predefined rate for each document, email, text 
block, sent to the grammar checking facility, and the like. The 
grammar checking facility may offer different payment plans, 
Such as a Subscription plan, monthly recurring fee, and the 
like. The grammar checking facility may provide for dis 
counts, such as including some number of credits for genre, 
types of checks to perform, speed of processing, and the like. 
The grammar checking facility may offer Pay-per-Submis 
Sion, where the user pays per Submission at the time of cor 
rection. In embodiments, it may also be possible that the 
proofit engine could allow users to correct mistakes for other 
customers, and in return give them credits. 
0.126 The grammar checking facility may provide pay 
ment plans to the proofreaders. For instance, proofreaders 
may be paid for each mistake they correct (Such as each time 
they correct an error, they receive a payment, and the like). 
Payment may be determined based on a variety of methods 
(individually or collectively), including a bidding system, a 
fixed rate, a rate dependant on the perceived complexity of the 
question, a rate dependant on providing a correct answer 
(with reduced or no compensation for incorrect answers), 
based either on an individual question basis or on an average 
of questions, a rate dependant on completing the task in a 
certainamount of time, and the like. Proofreaders may be paid 
daily, weekly, monthly, and the like. Proofreaders may also 
receive payment directly to a prepaid card or bank account. 
I0127. Methods and systems may provide for a software 
grammar checker for inferring the quality of text content. For 
instance, the grammar checking facility may be applied to 
text content in a document, an email, a website, a search 
result, and the like, and infer some quality characteristic of the 
text content in order to categorize the text content. In an 
example, a document written by an individual may be taken 
into the system in order to infer the quality of the writing. Such 
as in comparison with other documents by the same author, as 
compared to other authors, in order to qualify the document to 
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be considered for publication, in order to qualify the docu 
ment to be considered for inclusion to an online publication, 
Such as website, blog, wiki document, and the like. In another 
example, the grammar checking facility may be applied to a 
search result, where text content from search results is gram 
mar checked for quality in order to provide a writing quality 
rating back to the searcher for the search results. In embodi 
ments, the application of the grammar checking facility may 
save time for a user that requires a certain level of writing 
quality associated with an activity, whether that activity is 
grading, proofing, consideration for publishing, searching for 
information, and the like. In embodiments, the user may be 
able to specify a level of quality or characteristic of quality to 
the system depending on the user's needs. Referring to FIG. 
24, a grammar checking facility 100 may include a text pro 
cessing engine 108, proofit engine 110, rateit engine 112, and 
the like, where the rateit engine 112 may provide for deter 
mining a quality characteristic of the text content. In embodi 
ments, there may be a rateit interface between the rateit 
engine 112 and the quality checking facility 100, the Internet 
118, and the like. In embodiments, the grammar checking 
facility 100 and associated rateit engine 112 may interact with 
text content sources 114 across the Internet, such as on web 
sites, wikis, through search results across the web, blogs, 
from third-party sources and the like. The user 120 may 
communicate with the grammar checking facility 100 with a 
personal computing device 128 across the Internet 118, 
through a telecommunications facility 130, Such as a cell 
phone network, and the like. The user 120 may also provide 
text content sources through the personal computer device 
128 (such as a mobile computing device 128B, mobile phone, 
PDA, personal computer 128A, and the like). In embodi 
ments, the rateit engine 112 may utilize a crowd-source popu 
lation 124 in its execution, as described herein. 
0128. In embodiments, the rateit engine may ingest con 
tent from a text content source, and output a quality score 
based on the grammatical correctness and elegance of the 
content. After receiving the target document text, the rateit 
engine may first send it to the text processing engine, which 
reviews the text and returns a list of potential mistakes and 
enhancement opportunities to the rateit engine. The rateit 
engine may determine a normalized rating for the content 
Versus ageneral corpus or a corpus of the relevant type of texts 
(such as webpage, emails, user generated content (UGC). 
books, blog posts, news articles, School essays, and the like). 
The rateit engine may provide this through examining the 
mistakes and (possibly) enhancement opportunities returned 
for the target text content, from the text processing engine. In 
embodiments, it may rate mistakes based on certainty of a 
mistake, severity and/or importance of a mistake, and the like. 
It may rate enhancement opportunities based on the certainty 
of alternatives, severity and/or importance of the enhance 
ment opportunity, and the like. It may also consider the total 
number of mistakes and enhancement Suggestions, normal 
ized for the size of the document. Based on these inputs, the 
rateit engine may determine a quality score for the text. Such 
as on a scale of 0-100, with a characteristic descriptor, such as 
high quality, low quality, and the like. 
0129. In embodiments, the quality score may be used dif 
ferently for different types of text content and scenarios, such 
as for searches, UGC, email/spam filtering, professional writ 
ing or content creation, and the like. 
0130. In an example of a search text content scenario, such 
as filtering search results based on grammatical quality of 
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web pages: the rateit engine could automatically crawl all 
new and existing web pages, and Submit each page for a 
quality rating. The quality rating could then be used to pri 
oritize or reprioritize search results, using the grammatical 
quality as an additional filter or signal in the weighting for 
mula. Referring to FIG. 25, the rateit engine may provide for 
an indication of how critical the errors in the text content are, 
such as high/critical errors 2502, medium criticality errors 
2504, low criticality errors 2508, very low criticality errors 
2510, FYI errors, and the like. This could be done in a number 
of ways, including by licensing the technology to a search 
engine (such as for Google, Bing, and the like), by providing 
a search engine that would use grammatical quality as a key 
search filter, by providing users with a downloadable browser 
plug-in, and the like. For the plugin, it could recognize when 
ever the user is searching, and filter results based on the 
quality score, where results could be filtered by placing a 
quality indicator (Such as red, yellow, green light, and the 
like) next to each search result in the browser, by reordering 
the search results based on the quality Score, and the like. In 
embodiments, the search criticality of the error or a relative 
quality indication for the search result may be indicated with 
each search result, webpage, and the like. Such as with a color 
indication of the search result, a colored symbol (Such as a 
circle, square, icon, and the like), a numeric indication, and 
the like. In embodiments, the content sources found on the 
web may be discovered through crawling the web in advance, 
and having the quality ratings ready for when they are 
included in a user search result. Referring to FIG. 26, an 
example of a visual indication 2602 may be a colored circle 
next to each search result indicating the relative quality writ 
ing for the text content of the search result, Such as green for 
high quality, yellow for medium quality, red for low quality, 
white for undetermined, and the like. In another embodiment, 
the rateit engine could indicate changes in the quality of an 
on-line text content. For example, a user may be interested in 
maintaining the quality of writing Submitted to their blog or to 
a wiki site they maintain, and the rateit engine could send the 
user an indication of any changes to the quality of the asso 
ciated text content, such as periodically, when a change is 
detected, when a quality level falls below a specified level, 
and the like. 

I0131 Associal networks, Q&A, and other sites creating 
UGC content grow, they may be looking for ways to deter 
mine the quality of their UGC, for use in onsite rankings, and 
the like. The rateit engine could provide these sites with a 
quality score for each piece of UGC created. This could be 
done in a number of ways, Such as at the time of content 
creation, after content creation, and the like. At the time of 
content creation, when users submit their UGC, the rateit 
engine could check the content in real time. If the content 
doesn’t meet a threshold quality score, the site could auto 
matically reject it, or return it to the user in real time for 
editing. In embodiments, the grammar checking facility may 
provide a graphical user interface for the editing process. 
After content creation, the UGC could be fed to the rateit 
engine and a score returned, such as in the same manner as at 
the time of content creation. The grammar checking facility 
may use the score to prioritize high-ranked content in internal 
search results, list, catalogs, and the like; flag content for 
editorial review and/or deletion; assign quality points or spe 
cial tags to contributors to promote high quality of content, 
determine the amount or rate of pay for paid contributors, and 
the like. 
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0.132. In embodiments, ISPs, email system providers, 
email client developers, and security companies may include 
the score from the rateit engine in their algorithms, to help in 
detecting spam or scam communications (such as emails, 
IMs, and the like). These emails often have low grammatical 
quality, and as such, a low grammatical score could act as a 
signal to help identify a spam/scam email, especially when 
coming from an unknown domain. 
0133. In embodiments, quality assurance for professional 
writing or content creation may include companies using the 
rateit engine to evaluate quality of writing of employees or a 
contractor where their output includes text. Such employees 
may include writers, bloggers, journalists, content creators, 
SEO companies, copywriters, customer Support representa 
tives and the like. Scores from the rateit engine could be used 
for initial quality checks while recruiting, establishing thresh 
olds for content acceptance for publishing, bonus calculation 
and promotion of writers, and other niche scenarios, such as 
routing requests from higher-end clients to higher-ranked 
customer Support representatives. 
0134. In addition, the rateit engine could be used to inform 
content owners (such as website owners, bloggers, social 
media profile owners, and the like) of grammatical errors on 
their site or texts, in an automated fashion. Once the rateit 
engine has a rating for a webpage, it could send the webpage 
administrator or owner an automated electronic communica 
tion, alerting them to the grammar quality score, and that of 
competitors, and the number of potential errors on their 
page?s and/or site. In addition to providing a public service, 
this message could also include information on how to Sub 
scribe to the grammar checking facility to fix the errors. 
0135 Methods and systems may provide for automatic 
grammar correction, automatic text enrichment, and the like, 
Such as when there is some limiting characteristic associated 
with the user's computing input interface, user environment, 
and the like. For instance, in the case of a user automatically 
sending a communication without review of the Suggested 
grammar changes from the grammar checking facility, the 
user may do so because they are under time constraints, 
composing from a small keyboard and/or a small display Such 
that review has an increased difficulty, mobile and so review 
ing is inconvenient, have limitations in their owngrammatical 
abilities, and the like. In the case of a user enabling automatic 
enhancement functionality to their communication, a user 
may be under input constraints such that errors may be oth 
erwise expected, and the user enables the enhancement func 
tionality to minimize these expected errors. In embodiments, 
the user may utilize automatic sending and/or text enhance 
ment while generating an email, an SMS message, a blog 
entry, a micro-blog entry (such as tweeting, and the like), a 
report, notes, a diagnosis, a traffic ticket, a legal report, a 
medical diagnosis report, a note to a medical system, a hand 
written text input through a tablet, a security report, and the 
like on a computing device, through processes described 
herein, before transmitting the text content. These processes 
may be especially useful for generating text on an input 
device with input limitations, such as on a small laptop, a 
Smartphone, a mobile computing device, a computing device 
with a relatively small keyboard and/or display, a tablet, an 
iPad, a computer pad, a handwriting stylus on a pad, a char 
acter recognition device, and optical recognition device, a 
computing device where the user is utilizing a voice-to-text 
input, and the like. In this environment, the user may be 
making errors they would not make in a non-limiting envi 
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ronment such as sitting down in front a personal computer 
with a full sized keyboard and display. In another instance, the 
user may be utilizing Voice recognition Software. Such as in 
association with an email application, an SMS message, and 
the like, and as a result incur additional errors resulting from 
the process of converting speech to text. As an aid to the user 
under these conditions, an application on a computing device 
may include a option to automatically send and/or enhance 
the text content through the grammar checking facility before 
transmitting it, such as with a proofit button where the work 
flow for grammar checking in concert with human proofread 
ers as described herein provides an automatically corrected 
and/or enhanced version for transmission. Referring to FIGS. 
1 and 1A, the personal computer may be a personal computer, 
laptop, tablet, mobile computing device, and the like, and 
may communicate with the cloud-computing environment 
through a wired Internet connection, a wireless Internet con 
nection, through a telecommunications facility (Such as a cell 
phone network or cable modem), and the like. Methods and 
systems may be implemented on the server-side, as a hybrid 
of server-side and client-side, entirely on the client side, and 
the like. For example, the system may be running in a cloud 
server environment but available to the user through a mobile 
application as a service. Such as through pressing on a proofit 
button', a proofit and enhance button, and the like before 
sending. In another example, a version of the system may be 
running through an application on the mobile device and 
providing grammar checking in the background as the user 
composes text, where the grammar checking facility is run 
ning remotely on a cloud server, running resident on the 
mobile device, running in a hybrid configuration between 
server and the client, and the like. In embodiments, methods 
and systems described herein may be implemented through 
workflows associated with text content on a mobile device. 

0.136. In embodiments, a function for automatically send 
ing a communication without review may include a user 
interface element, such as a “Send with Proofit”, “Submit 
with Proofit', and the like button that lets a user send an email, 
publish a document and the like, finishing the process instan 
taneously without extra delay or extra steps for the user, while 
the document is actually proofread through the grammar 
checking facility before being sent/submitted. In embodi 
ments, the grammar checking facility's algorithm(s) may take 
into account Some specific characteristic of a computing 
facility with some limiting input characteristic, such as with a 
mobile device input, or any other type of input influenced by 
the device. In an example workflow for use of the grammar 
checking facility and proofit engine as described herein, a 
user may create text in an electronic messaging system, Such 
as email, mobile email, and the like; in a document creation or 
publishing system, Such as blog, twitter, content management 
platform; and the like. A document may be created using a 
personal computer or a wide variety of devices (such as with 
a mobile computing device, tablets, handwritten input 
devices, Voice input devices, and the like). Once the docu 
ment is created, a user may have an option to send, save, or 
submit the document. Submitting the document may be 
accomplished in a plurality of ways, such as by an alternative 
to the standard “Send"/"Save”/"Submit” button (such as with 
a “Submit via Proofit”, “Proofit and Submit”, and the like), 
via establishing a default setting that would alter the func 
tionality of the standard “Submit or “Send' button to include 
the process utilizing the proofit engine, and the like. Once the 
user Submits the document to the grammar checking facility, 
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the document may appear to be Submitted to the end user, 
where all further steps do not require user attention. 
0.137 In embodiments, a function for enhancing text con 

tent, such as created on mobile devices or other devices with 
input limitations, the grammar checking facility may "know' 
the limitations of devices and related necessary corrections. 
Under these circumstances, users may know that their text 
will be corrected and potentially enhanced, so they would not 
have to worry about formatting, spelling, abbreviations, 
slang, and the like while composing on a limited device or 
under challenging conditions. Examples of where enhance 
ment as a function of device and/or communication class may 
be useful include professional email, personal email, legal, 
medical, police reports, doctor notes, Voice-recorded log 
entries, and the like, where the required quality of the gener 
ated text content is higher than more casual or personal text 
content (such as a personal email, SMS, and the like). 
0.138. In embodiments, a document may be automatically 
redirected to the grammar checking facility, including with 
tags indicating the context of the document. Tags may include 
the device originating the document (such as an email client, 
mobile device, tablet device, handwriting input, Voice input, 
and the like). Tags may include the type of the corrections 
needed, which may be any combination of spelling, grammar, 
style, formatting corrections, and the like. Combinations of 
needed corrections may be specified by the user in the user 
profile, with different default pre-sets supported for different 
types of devices and usage scenarios (such as mobile devices 
vs. desktop, email vs. blog post, and the like). Users may also 
alter default combinations for each specific document via an 
additional menu. A genre may be pre-set in advance or 
selected during the Submission of the document, such as via a 
drop-down menu or a list of radio-buttons. 
0.139. In embodiments, the document may be enhanced by 
the grammar checking facility including a combination of 
Software identifying potential spelling, grammar, style and 
formatting issues, and automatically correcting some of 
them, and human workers correcting the identified issues that 
Software could not correct automatically. During the docu 
ment-improvement process, software may identify issues 
belonging to the user-selected set of corrections (i.e., spell 
ing, grammar, and the like), use information tags about the 
originating device of the document and the genre of the docu 
ment to apply the most appropriate set of standards while 
identifying the issues, and the like. Human workers may 
correct issues identified by the Software, and may also rely on 
device and genre tags to make more accurate corrections, as 
described herein. Both software and human workers may 
refer to a central database, such as including a list of Sup 
ported document genres and source devices with information 
on specifics of each genre or device. Such information may 
include information on genres, for different devices, and the 
like. For genres (such as including professional genres Such 
as healthcare, legal, and executives), there may be exclusions 
of certain grammatical rules and mistake patterns, as well as 
adjustments of sensitivity thresholds for certain grammatical 
rules and mistake patterns, as described herein. For different 
devices, accommodations may include issues most typical for 
each device and Suggested correction methods for each Such 
typical issue. Such as for mobile devices where the typical 
issue may be omitted ending punctuation, and the like. In this 
instance, a recommended solution may be to insert punctua 
tion that would be fitting the context and grammatically cor 
rect. A specific case for mobile devices may be a list of 
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common abbreviations used on mobile devices and writing 
style conventions often used on mobile devices but not gen 
erally accepted otherwise. A specific case for speech recog 
nition input may be a list of words that sound alike (hom 
onyms) but have different meaning and a list of punctuation 
conventions that are typically not recognized by Voice recog 
nition input devices or software. 
0140. In embodiments, the grammar checking facility 
may provide text enrichment to text content in the case of 
high-pressure work environments (such as healthcare, law, 
finance, and the like) or devices encouraging short form mes 
saging (such as mobile phone, Smartphones, iPads, and the 
like), the system may also enrich slang or abbreviated words. 
The software may provide this by maintaining a list of abbre 
viations by genre or device, allowing users to set their own 
user-defined abbreviations in a dedicated interface, enabling 
users to identify abbreviations in redlined text (which may be 
added to their user defined profile), and the like. With this as 
background, the grammar checking facility may be able to 
change relevant abbreviations and slang to their full form or 
proper counter parts, enhancing the understandability and 
professional appeal of the text. Such a system may also be 
self-learning, aggregating feedback across user genres and 
device types, to develop a universal set of abbreviations and 
rules for use in enriching text. 
0.141. The output of the process may be a properly format 
ted, correct, and accurate document. Depending on userpref 
erence, the end result may be delivered in one of the several 
ways. For instance, the corrected document may be sent to the 
recipient in the case of a messaging scenario or saved/pub 
lished/submitted in case of content publishing scenario, and 
the original (uncorrected) and redline versions delivered back 
to the end-user. A specific Sub-Scenario may be in case of 
email messaging. In this case, the “Sent' folder of the user's 
email system may store alternate versions of the document, 
Such as the clean final version, original version, and redline 
version), and may allow the user to review each copy when 
needed. A redline version may be delivered back to the user 
for approval. A user may then have an option to approve all, 
Some or none of the proposed changes. A document with the 
changes approved by the user may become the final version 
and be delivered to the recipient in the case of the messaging 
scenario or saved/submitted in case of the document creation/ 
publishing scenario. The redline version may be delivered in 
one of the several forms, depending on the user preference. 
For instance, as a document using the standard “track 
changes' redlining functionality available in text processing 
or messaging Software users use to create and Submit the 
document, as a link to an online text editing interface that 
includes the redline version of the user's text and provides 
standard functionality to review text and approve or decline 
proposed changes, and the like. In the case of an email client 
like Outlook, the message may also be placed in a separate 
folder, possibly named a proofit folder, containing messages 
awaiting input from the user. These messages may be 
dynamic, enabling the user to make changes inside the mes 
sage. The redline version may include information, such as a 
Suggested correction, name of the issue (Such as a spelling 
mistake, Verb form grammatical error, and the like), explana 
tion of the issue, including relevant grammatical or other 
rules, and the like. 
0142. In case of an exception (such as a mistake that can 
not be corrected without user input, and the like) and where 
the selected delivery method is set to automatic delivery of 
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corrected text without confirmation by the user, the grammar 
checking facility may process the exception in several ways. 
For instance, based on user preference the grammar checking 
facility may fallback to an alternate delivery method, such as 
redline sent back to user for approval, regardless of the 
method originally selected for the document. Alternately, the 
grammar checking facility may send/save/submit the docu 
ment with the problematic text not being corrected and sends 
an additional exception notification to the user. 
0143. In embodiments, there may be other features that are 
enabled for all or specific users. For instance, the grammar 
checking facility may decide between alternate delivery 
methods automatically, Such as based on pre-set thresholds. 
Thresholds may be number of mistakes per 100 words (such 
as if there are more then 5 mistakes per 100 words, fall back 
to an alternate method otherwise, and the like), number of 
mistakes that were not corrected within a normal time period 
(such as it took human workers too long to correct, and the 
like), number of disagreements between redundant human 
workers, such as if there are more then X mistakes where two 
human workers provided different corrections for the same 
mistake, and the like. In embodiments, the grammar checking 
facility may prohibit automatic corrections by Software. Such 
as requiring all corrections to be performed by humans to 
ensure quality. 
0144. In embodiments, the user may be presented with 
options for reviewing and not reviewing text content. The 
corrected and/or enhanced version may be automatically sent 
without the user reviewing the changes, the revised version 
may be reviewed by the user before approving to transmit, the 
user may be presented with optional views Such as a redline 
version before revising and/or sending, and the like. In an 
example workflow for email without redline confirmation, a 
user may write a message and click a Send with Proofit 
button, Such as in an application on their mobile device, on a 
personal computer, and the like. The email client of the user 
may then report that the message will be sent corrected, 
allowing the user to move on to other tasks. The message may 
then be sent to the grammar checking facility where it may be 
corrected and so improved. In embodiments, the grammar 
checking facility may take into account the mobile device 
type, mobile device model, text genre, and other preferences. 
The corrected message may then be delivered to the recipient. 
Corrected, original, redline, and the like versions of the mes 
sage may be available for user review in a list of sent mes 
sages. In an example workflow for email with redline confir 
mation, a user may write a message and click a Send with 
Proofit button, such as in an application on the their mobile 
device, on a personal computer, and the like. The email client 
of the user may then report that the message has been sent to 
the grammar checking facility, where it may be corrected and 
so improved. In embodiments, the grammar checking facility 
may take into account the device type, model, text genre, and 
other preferences. The user may then receive a message back, 
Such as including a link to an online text editor with redline 
version, an attached MS Word document with redline version 
such as created using the Words “track changes’ ability or 
otherwise, and the like. User may then accept some or all of 
the changes and save the text. The corrected message may 
then be delivered to the recipient. Corrected, original, redline, 
and the like versions of the message may be available for user 
review, Such as in a sent messages folder. In embodiments, 
this step may require a message template that allows users to 
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click between versions (such as between clean, redlined, 
original, and the like) in a single email. 
(0145 While the invention has been described in connec 
tion with certain preferred embodiments, other embodiments 
would be understood by one of ordinary skill in the art and are 
encompassed herein. 
0146 The methods and systems described herein may be 
deployed in part or in whole through a machine that executes 
computer Software, program codes, and/or instructions on a 
processor. The present invention may be implemented as a 
method on the machine, as a system or apparatus as part of or 
in relation to the machine, or as a computer program product 
embodied in a computer readable medium executing on one 
or more of the machines. The processor may be part of a 
server, client, network infrastructure, mobile computing plat 
form, stationary computing platform, or other computing 
platform. A processor may be any kind of computational or 
processing device capable of executing program instructions, 
codes, binary instructions and the like. The processor may be 
or include a signal processor, digital processor, embedded 
processor, microprocessor or any variant Such as a co-proces 
Sor (math co-processor, graphic co-processor, communica 
tion co-processor and the like) and the like that may directly 
or indirectly facilitate execution of program code or program 
instructions stored thereon. In addition, the processor may 
enable execution of multiple programs, threads, and codes. 
The threads may be executed simultaneously to enhance the 
performance of the processor and to facilitate simultaneous 
operations of the application. By way of implementation, 
methods, program codes, program instructions and the like 
described herein may be implemented in one or more thread. 
The thread may spawn other threads that may have assigned 
priorities associated with them; the processor may execute 
these threads based on priority or any other order based on 
instructions provided in the program code. The processor 
may include memory that stores methods, codes, instructions 
and programs as described herein and elsewhere. The proces 
Sor may access a storage medium through an interface that 
may store methods, codes, and instructions as described 
herein and elsewhere. The storage medium associated with 
the processor for storing methods, programs, codes, program 
instructions or other type of instructions capable of being 
executed by the computing or processing device may include 
but may not be limited to one or more of a CD-ROM, DVD, 
memory, hard disk, flash drive, RAM, ROM, cache and the 
like. 

0147 A processor may include one or more cores that may 
enhance speed and performance of a multiprocessor. In 
embodiments, the process may be a dual core processor, quad 
core processors, other chip-level multiprocessor and the like 
that combine two or more independent cores (called a die). 
0.148. The methods and systems described herein may be 
deployed in part or in whole through a machine that executes 
computer software on a server, client, firewall, gateway, hub, 
router, or other Such computer and/or networking hardware. 
The Software program may be associated with a server that 
may include a file server, print server, domain server, internet 
server, intranet server and other variants such as secondary 
server, host server, distributed server and the like. The server 
may include one or more of memories, processors, computer 
readable media, Storage media, ports (physical and virtual), 
communication devices, and interfaces capable of accessing 
other servers, clients, machines, and devices through a wired 
or a wireless medium, and the like. The methods, programs or 
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codes as described herein and elsewhere may be executed by 
the server. In addition, other devices required for execution of 
methods as described in this application may be considered as 
a part of the infrastructure associated with the server. 
014.9 The server may provide an interface to other devices 
including, without limitation, clients, other servers, printers, 
database servers, print servers, file servers, communication 
servers, distributed servers and the like. Additionally, this 
coupling and/or connection may facilitate remote execution 
of program across the network. The networking of some orall 
of these devices may facilitate parallel processing of a pro 
gram or method at one or more location without deviating 
from the scope of the invention. In addition, any of the devices 
attached to the server through an interface may include at 
least one storage medium capable of storing methods, pro 
grams, code and/or instructions. A central repository may 
provide program instructions to be executed on different 
devices. In this implementation, the remote repository may 
act as a storage medium for program code, instructions, and 
programs. 

0150. The software program may be associated with a 
client that may include a file client, print client, domain client, 
internet client, intranet client and other variants such as sec 
ondary client, host client, distributed client and the like. The 
client may include one or more of memories, processors, 
computer readable media, storage media, ports (physical and 
virtual), communication devices, and interfaces capable of 
accessing other clients, servers, machines, and devices 
through a wired or a wireless medium, and the like. The 
methods, programs or codes as described herein and else 
where may be executed by the client. In addition, other 
devices required for execution of methods as described in this 
application may be considered as a part of the infrastructure 
associated with the client. 

0151. The client may provide an interface to other devices 
including, without limitation, servers, other clients, printers, 
database servers, print servers, file servers, communication 
servers, distributed servers and the like. Additionally, this 
coupling and/or connection may facilitate remote execution 
of program across the network. The networking of some orall 
of these devices may facilitate parallel processing of a pro 
gram or method at one or more location without deviating 
from the scope of the invention. In addition, any of the devices 
attached to the client through an interface may include at least 
one storage medium capable of storing methods, programs, 
applications, code and/or instructions. A central repository 
may provide program instructions to be executed on different 
devices. In this implementation, the remote repository may 
act as a storage medium for program code, instructions, and 
programs. 

0152 The methods and systems described herein may be 
deployed in part or in whole through network infrastructures. 
The network infrastructure may include elements such as 
computing devices, servers, routers, hubs, firewalls, clients, 
personal computers, communication devices, routing devices 
and other active and passive devices, modules and/or compo 
nents as known in the art. The computing and/or non-com 
puting device(s) associated with the network infrastructure 
may include, apart from other components, a storage medium 
such as flash memory, buffer, stack, RAM, ROM and the like. 
The processes, methods, program codes, instructions 
described herein and elsewhere may be executed by one or 
more of the network infrastructural elements. 
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0153. The methods, program codes, and instructions 
described herein and elsewhere may be implemented on a 
cellular network having multiple cells. The cellular network 
may either be frequency division multiple access (FDMA) 
network or code division multiple access (CDMA) network. 
The cellular network may include mobile devices, cell sites, 
base stations, repeaters, antennas, towers, and the like. The 
cell network may be a GSM, GPRS, 3G, EVDO, mesh, or 
other networks types. 
0154 The methods, programs codes, and instructions 
described herein and elsewhere may be implemented on or 
through mobile devices. The mobile devices may include 
navigation devices, cellphones, mobile phones, mobile per 
Sonal digital assistants, laptops, palmtops, netbooks, pagers, 
electronic books readers, music players and the like. These 
devices may include, apart from other components, a storage 
medium such as a flash memory, buffer, RAM, ROM and one 
or more computing devices. The computing devices associ 
ated with mobile devices may be enabled to execute program 
codes, methods, and instructions stored thereon. Alterna 
tively, the mobile devices may be configured to execute 
instructions in collaboration with other devices. The mobile 
devices may communicate with base stations interfaced with 
servers and configured to execute program codes. The mobile 
devices may communicate on a peer to peer network, mesh 
network, or other communications network. The program 
code may be stored on the storage medium associated with the 
server and executed by a computing device embedded within 
the server. The base station may include a computing device 
and a storage medium. The storage device may store program 
codes and instructions executed by the computing devices 
associated with the base station. 
0155 The computer software, program codes, and/or 
instructions may be stored and/or accessed on machine read 
able media that may include: computer components, devices, 
and recording media that retain digital data used for comput 
ing for Some interval of time; semiconductor storage known 
as random access memory (RAM); mass storage typically for 
more permanent storage. Such as optical discs, forms of mag 
netic storage like hard disks, tapes, drums, cards and other 
types; processor registers, cache memory, Volatile memory, 
non-volatile memory; optical storage such as CD, DVD: 
removable media such as flash memory (e.g. USB sticks or 
keys), floppy disks, magnetic tape, paper tape, punch cards, 
standalone RAM disks, Zip drives, removable mass storage, 
off-line, and the like; other computer memory Such as 
dynamic memory, static memory, read/write storage, mutable 
storage, read only, random access, sequential access, location 
addressable, file addressable, content addressable, network 
attached storage, storage area network, bar codes, magnetic 
ink, and the like. 
0156 The methods and systems described herein may 
transform physical and/or or intangible items from one state 
to another. The methods and systems described herein may 
also transform data representing physical and/or intangible 
items from one state to another. 

0157. The elements described and depicted herein, includ 
ing in flow charts and block diagrams throughout the figures, 
imply logical boundaries between the elements. However, 
according to software or hardware engineering practices, the 
depicted elements and the functions thereof may be imple 
mented on machines through computer executable media 
having a processor capable of executing program instructions 
stored thereon as a monolithic Software structure, as standa 
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lone software modules, or as modules that employ external 
routines, code, services, and so forth, or any combination of 
these, and all Such implementations may be within the scope 
of the present disclosure. Examples of Such machines may 
include, but may not be limited to, personal digital assistants, 
laptops, personal computers, mobile phones, other handheld 
computing devices, medical equipment, wired or wireless 
communication devices, transducers, chips, calculators, sat 
ellites, tablet PCs, electronic books, gadgets, electronic 
devices, devices having artificial intelligence, computing 
devices, networking equipments, servers, routers and the like. 
Furthermore, the elements depicted in the flow chart and 
block diagrams or any other logical component may be imple 
mented on a machine capable of executing program instruc 
tions. Thus, while the foregoing drawings and descriptions set 
forth functional aspects of the disclosed systems, no particu 
lar arrangement of Software for implementing these func 
tional aspects should be inferred from these descriptions 
unless explicitly stated or otherwise clear from the context. 
Similarly, it will be appreciated that the various steps identi 
fied and described above may be varied, and that the order of 
steps may be adapted to particular applications of the tech 
niques disclosed herein. All Such variations and modifications 
are intended to fall within the scope of this disclosure. As 
Such, the depiction and/or description of an order for various 
steps should not be understood to require a particular order of 
execution for those steps, unless required by a particular 
application, or explicitly stated or otherwise clear from the 
COInteXt. 

0158. The methods and/or processes described above, and 
steps thereof, may be realized in hardware, software or any 
combination of hardware and software suitable for a particu 
lar application. The hardware may include a general purpose 
computer and/or dedicated computing device or specific 
computing device or particular aspect or component of a 
specific computing device. The processes may be realized in 
one or more microprocessors, microcontrollers, embedded 
microcontrollers, programmable digital signal processors or 
other programmable device, along with internal and/or exter 
nal memory. The processes may also, or instead, be embodied 
in an application specific integrated circuit, a programmable 
gate array, programmable array logic, or any other device or 
combination of devices that may be configured to process 
electronic signals. It will further be appreciated that one or 
more of the processes may be realized as a computer execut 
able code capable of being executed on a machine readable 
medium. 

0159. The computer executable code may be created using 
a structured programming language such as C, an object 
oriented programming language such as C++, or any other 
high-level or low-level programming language (including 
assembly languages, hardware description languages, and 
database programming languages and technologies) that may 
be stored, compiled or interpreted to run on one of the above 
devices, as well as heterogeneous combinations of proces 
sors, processor architectures, or combinations of different 
hardware and Software, or any other machine capable of 
executing program instructions. 
0160 Thus, in one aspect, each method described above 
and combinations thereof may be embodied in computer 
executable code that, when executing on one or more com 
puting devices, performs the steps thereof. In another aspect, 
the methods may be embodied in systems that perform the 
steps thereof, and may be distributed across devices in a 
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number of ways, or all of the functionality may be integrated 
into a dedicated, standalone device or other hardware. In 
another aspect, the means for performing the steps associated 
with the processes described above may include any of the 
hardware and/or software described above. All such permu 
tations and combinations are intended to fall within the scope 
of the present disclosure. 
0.161 While the invention has been disclosed in connec 
tion with the preferred embodiments shown and described in 
detail, various modifications and improvements thereon will 
become readily apparent to those skilled in the art. Accord 
ingly, the spirit and Scope of the present invention is not to be 
limited by the foregoing examples, but is to be understood in 
the broadest sense allowable by law. 
0162 All documents referenced herein are hereby incor 
porated by reference. 
What is claimed is: 
1. A method of initiating writing checking, comprising: 
providing a web-based writing checking facility integrated 

into a computing environment to analyze text for writing 
errors, wherein a user initiates an analysis of the text for 
errors through a single-action review button displayed to 
the user in proximity with a textbox containing the text, 
the depressing of the single-action review button initiat 
ing writing checking of the text with the writing check 
ing facility. 

2. The method of claim 1, wherein the writing checking 
facility at least in part utilizes human reviewers to revise the 
teXt. 

3. The method of claim 1, wherein the analysis of the text 
for errors includes analysis according to a predefined set of 
criteria and patterns. 

4. The method of claim 1, wherein the analysis of the text 
for errors takes into account adjustments made by genre 
selection. 

5. The method of claim 1, wherein the text is input by the 
user into at least one of a text editor, an email composition, a 
word processor, a text box with a web browser application, 
and a social media text input. 

6. The method of claim 1, wherein the text is input into a 
mobile communications device or a mobile application. 

7. The method of claim 1, wherein the writing checking 
facility utilizes stored user payment information in initiating 
the analysis for the user. 

8. The method of claim 7, wherein the stored userpayment 
information includes a payment option selection. 

9. The method of claim 8, wherein the payment option 
selection is the selection of a payment as a function of time for 
completion of the analysis. 

10. The method of claim 1, wherein a revision of the text is 
generated which corrects at least one of grammatical errors, 
spelling errors, and writing style errors. 

11. A method of initiating writing checking, comprising: 
providing a web-based writing checking facility integrated 

into a computing environment to analyze text for errors, 
wherein a user initiates an analysis of the text for errors 
through a single-action review button displayed to the 
user in proximity with a textbox containing the text, the 
depressing of the single-action review button sending 
the text to the writing checking facility. 

12. The method of claim 11, wherein a progress indicatoris 
presented to the user that indicates the status of completion of 
the analysis. 
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13. The method of claim 11, wherein the text is input by the 
user into at least one of a text editor, an email composition, a 
word processor, a text box with a web browser application, 
and a social media text input. 

14. The method of claim 11, wherein the text is input into 
a mobile communications device or a mobile application. 

15. The method of claim 11, wherein the writing checking 
facility utilizes stored user payment information in initiating 
the analysis for the user. 

16. A method of writing checking, comprising: 
providing a web-based writing checking facility integrated 

into a computing environment to analyze text for errors, 
wherein a user initiates an analysis of the text for errors 
through a single-action review button displayed to the 
user in association with the text, the depressing of the 
single-action review button causing transmission of the 
text to the writing checking facility, the writing checking 
facility checking the text, generating a revised text, and 
transmitting the revised text to the user. 

17. The method of claim 16, wherein a progress indicator is 
presented to the user that indicates the status of completion of 
the analysis. 

18. The method of claim 16, wherein the text is input by the 
user into at least one of a text editor, an email composition, a 
word processor, a text box with a web browser application, 
and a social media text input. 

19. The method of claim 16, wherein the text is input into 
a mobile communications device or a mobile application. 

20. The method of claim 16, wherein the writing checking 
facility utilizes stored user payment information in initiating 
the analysis for the user. 

k k k k k 


