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SYSTEMAND METHOD FOR PRODUCING 
AND IMPROVING IMAGES 

0001. This application claims the benefit of U.S. Provi 
sional Patent Application No. 60/801,748, filed May 19, 
2006, the entire disclosure of which is incorporated herein by 
reference. 

TECHNICAL FIELD OF THE INVENTION 

0002 The present invention relates to a system and 
method for producing and improving images. 

BACKGROUND OF THE INVENTION 

0003 Multiple endoscopic devices with multiple cameras 
and light sources may be used for medical procedures, inspec 
tion of Small pipes, or remote monitoring. For example. Such 
an endoscopic device may be a medical endoscope compris 
ing a flexible tube, and a camera and a light source mounted 
on the distal end of the flexible tube. The endoscope is insert 
able into an internal body cavity through a body orifice to 
examine the body cavity and tissues for diagnosis. The tube of 
the endoscope has one or more longitudinal channels, through 
which an instrument can reach the body cavity to take 
samples of Suspicious tissues or to perform other Surgical 
procedures such as polypectomy. 
0004. There are many types of endoscopes, and they are 
named in relation to the organs or areas with which they are 
used. For example, gastroscopes are used for examination and 
treatment of the esophagus, stomach and duodenum; colono 
Scopes for the colon; bronchoscopes for the bronchi; laparo 
Scopes for the peritoneal cavity; sigmoidoscopes for the rec 
tum and the sigmoid colon; arthroscopes for joints; 
cystoscopes for the urinary bladder; and angioscopes for the 
examination of blood vessels. 

0005 Each endoscope has a single forward viewing cam 
era mounted at the distalend of the flexible tube to transmit an 
image to an eyepiece or video camera at the proximal end. 
The camera is used to assista medical professional in advanc 
ing the endoscope into a body cavity and looking for abnor 
malities. The camera provides the medical professional with 
a two-dimensional view from the distal end of the endoscope. 
To capture an image from a different angle or in a different 
portion, the endoscope must be repositioned or moved back 
and forth. Repositioning and movement of the endoscope 
prolongs the procedure and causes added discomfort, com 
plications, and risks to the patient. Additionally, in an envi 
ronment similar to the lower gastro-intestinal tract, flexures, 
tissue folds and unusual geometries of the organ may prevent 
the endoscope's camera from viewing all areas of the organ. 
The unseen area may cause a potentially malignant (cancer 
ous) polyp to be missed. 
0006. This problem can be overcome by providing an aux 

iliary camera and an auxiliary light source. The auxiliary 
camera and light source can be oriented to face the main 
camera and light Source, thus providing an image of areas not 
viewable by the endoscope's main camera. This arrangement 
of cameras and light sources can provide both front and rear 
views of an area or an abnormality. In the case of polypec 
tomy where a polyp is excised by placing a wire loop around 
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the base of the polyp, the camera arrangement allows better 
placement of the wire loop to minimize damage to the adja 
cent healthy tissue. 

SUMMARY OF THE INVENTION 

0007. The present invention relates to devices and meth 
ods for producing and improving video images generated by 
the imaging devices of endoscopes. 
0008. In accordance with one aspect of the invention, a 
method for displaying images includes adjusting at least one 
characteristic of an image from a first imaging device of an 
endoscope to match at least one corresponding characteristic 
of an image from a second imaging device of the endoscope. 
The characteristic may be one or more of color, contrast and 
brightness. 
0009. In a preferred embodiment, the adjusting step 
includes creating a histogram for each of RGB colors for the 
image from the first imaging device and a histogram for each 
of the RGB colors for the image from the second imaging 
device; adjusting the gamut of each histogram of the image 
from the first imaging device to match the gamut of the 
corresponding histogram of the image from the second imag 
ing device; and using gamma coefficients to adjust a color 
level of each histogram of the image from the first imaging 
device to match a color level of the corresponding histogram 
of the image from the second imaging device. 
0010. In accordance with another aspect of the invention, 
a method for displaying images includes placing, side by side, 
an image from a first imaging device of an endoscope and an 
image from a second imaging device of the endoscope, 
wherein the imaging devices face each other; and reversing 
one of the images left for right. 
0011. In accordance with still another aspect of the inven 
tion, a method for sizing images includes placing an image 
from a first imaging device of an endoscope and an image 
from a second imaging device of the endoscope on a display 
device; and sizing the images so that an object, when placed 
at the same distance from the imaging devices, appears to 
have about the same size in the images. 
0012. In accordance with yet another aspect of the inven 
tion, a method for processing images includes placing image 
data from first and second imaging devices of an endoscope in 
one computer file for simultaneous display on a display 
device. Preferably, the image data from the imaging devices 
are time-correlated. 
0013. In a preferred embodiment, patient information data 

is also placed in the computer file for simultaneous display 
with the images on the display device. 
0014. In a further preferred embodiment, a time stamp is 
placed in the computer file for simultaneous display with the 
images and patient information data on the display device. 
0015. In accordance with still yet another aspect of the 
invention, an endoscopic system includes an endoscope that 
has a first imaging device and a second imaging device, and a 
controller that adjusts at least one characteristic of an image 
from the first imaging device of the endoscope to match at 
least one corresponding characteristic of an image from the 
second imaging device of the endoscope. The at least one 
characteristic may be one or more of color, contrast and 
brightness. 
0016. In a preferred embodiment, the controller creates a 
histogram for each of RGB colors for the image from the first 
imaging device and a histogram for each of the RGB colors 
for the image from the second imaging device; adjusts the 
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gamut of each histogram of the image from the first imaging 
device to match the gamut of the corresponding histogram of 
the image from the second imaging device; and uses gamma 
coefficients to adjust a color level of each histogram of the 
image from the first imaging device to match a color level of 
the corresponding histogram of the image from the second 
imaging device. 
0017. In accordance with a further aspect of the invention, 
an endoscopic system includes an endoscope including a first 
imaging device and a second imaging device, and a display 
device that displays, side by side, an image from the first 
imaging device of the endoscope and an image from the 
second imaging device of the endoscope, wherein the imag 
ing devices face each other, and wherein one of the images is 
reversed left for right. 
0018. In accordance with a still further aspect of the inven 

tion, an endoscopic system includes an endoscope including 
a first imaging device and a second imaging device, and a 
display device that displays an image from the first imaging 
device of the endoscope and an image from the second imag 
ing device of the endoscope, wherein the images are sized so 
that an object, when placed at the same distance from the 
imaging devices, appears to have about the same size in the 
images. 
0019. In accordance with a yet further aspect of the inven 

tion, an endoscopic system includes an endoscope including 
a first imaging device and a second imaging device, and a 
controller that places image data from the first and second 
imaging devices of the endoscope in one computer file for 
simultaneous display on a display device. Preferably, the 
image data from the imaging devices are time-correlated. 
0020. In a preferred embodiment, patient information data 

is also placed in the computer file for simultaneous display 
with the images on the display device. 
0021. In a further preferred embodiment, a time stamp is 
placed in the computer file for simultaneous display with the 
images and patient information data on the display device. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0022 FIG. 1 shows a perspective view of an endoscope 
with an imaging assembly according to one embodiment of 
the present invention. 
0023 FIG. 2 shows a perspective view of the distal end of 
an insertion tube of the endoscope of FIG. 1. 
0024 FIG. 3 shows a perspective view of the imaging 
assembly shown in FIG. 1. 
0025 FIG. 4 shows a perspective view of the distal ends of 
the endoscope and imaging assembly of FIG. 1. 
0026 FIG.5 shows a schematic representation of a display 
device used with the endoscope of FIG. 1. 
0027 FIG. 6 shows a schematic representation of a screen 
showing two images and patient information. 

DETAILED DESCRIPTION OF EMBODIMENTS 
OF THE INVENTION 

0028 FIG. 1 illustrates an exemplary endoscope 10 of the 
present invention. This endoscope 10 can be used in a variety 
of medical procedures in which imaging of a body tissue, 
organ, cavity or lumen is required. The types of procedures 
include, for example, anoscopy, arthroscopy, bronchoscopy, 
colonoscopy, cystoscopy, EGD, laparoscopy, and sigmoido 
Scopy. 
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(0029. The endoscope 10 of FIG. 1 includes an insertion 
tube 12 and an imaging assembly 14, a section of which is 
housed inside the insertion tube 12. As shown in FIG. 2, the 
insertion tube 12 has two longitudinal channels 16. In general, 
however, the insertion tube 12 may have any number of lon 
gitudinal channels. An instrument can reach the body cavity 
through one of the channels 16 to perform any desired pro 
cedures, such as to take samples of Suspicious tissues or to 
perform other Surgical procedures such as polypectomy. The 
instruments may be, for example, a retractable needle for drug 
injection, hydraulically actuated Scissors, clamps, grasping 
tools, electrocoagulation systems, ultrasound transducers, 
electrical sensors, heating elements, laser mechanisms and 
other ablation means. In some embodiments, one of the chan 
nels can be used to Supply a washing liquid Such as water for 
washing. Another or the same channel may be used to Supply 
a gas, such as CO or air into the organ. The channels 16 may 
also be used to extract fluids or inject fluids, such as a drug in 
a liquid carrier, into the body. Various biopsy, drug delivery, 
and other diagnostic and therapeutic devices may also be 
inserted via the channels 16 to perform specific functions. 
0030 The insertion tube 12 preferably is steerable or has a 
steerable distal end region 18 as shown in FIG.1. The length 
of the distal end region 18 may be any suitable fraction of the 
length of the insertion tube 12, such as one half, one third, one 
fourth, one sixth, one tenth, or one twentieth. The insertion 
tube 12 may have control cables (not shown) for the manipu 
lation of the insertion tube 12. Preferably, the control cables 
are symmetrically positioned within the insertion tube 12 and 
extend along the length of the insertion tube 12. The control 
cables may be anchored at or near the distal end 36 of the 
insertion tube 12. Each of the control cables may be a Bowden 
cable, which includes a wire contained in a flexible overlying 
hollow tube. The wires of the Bowden cables are attached to 
controls 20 in the handle 22. Using the controls 20, the wires 
can be pulled to bend the distal end region 18 of the insertion 
tube 12 in a given direction. The Bowden cables can be used 
to articulate the distal end region 18 of the insertion tube 12 in 
different directions. 

0031. As shown in FIG. 1, the endoscope 10 may also 
include a control handle 22 connected to the proximal end 24 
of the insertion tube 12. Preferably, the control handle 22 has 
one or more ports and/or valves (not shown) for controlling 
access to the channels 16 of the insertion tube 12. The ports 
and/or valves can be air or water valves, Suction valves, 
instrumentation ports, and Suction/instrumentation ports. As 
shown in FIG. 1, the control handle 22 may additionally 
include buttons 26 for taking pictures with an imaging device 
on the insertion tube 12, the imaging assembly 14, or both. 
The proximal end 28 of the control handle 22 may include an 
accessory outlet 30 (FIG. 1) that provides fluid communica 
tion between the air, water and Suction channels and the 
pumps and related accessories. The same outlet 30 or a dif 
ferent outlet can be used for electrical lines to light and 
imaging components at the distal end of the endoscope 10. 
0032. As shown in FIG. 2, the endoscope 10 may further 
include an imaging device 32 and light sources 34, both of 
which are disposed at the distal end 36 of the insertion tube 
12. The imaging device 32 may include, for example, a lens, 
single chip sensor, multiple chip sensor or fiber optic imple 
mented devices. The imaging device 32, in electrical commu 
nication with a processor and/or monitor, may provide still 
images or recorded or live video images. The light sources 34 
preferably are equidistant from the imaging device 32 to 
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provide even illumination. The intensity of each light source 
34 can be adjusted to achieve optimum imaging. The circuits 
for the imaging device 32 and light sources 34 may be incor 
porated into a printed circuit board (PCB). 
0033. As shown in FIGS. 3 and 4, the imaging assembly 14 
may include a tubular body 38, a handle 42 connected to the 
proximal end 40 of the tubular body 38, an auxiliary imaging 
device 44, a link 46 that provides physical and/or electrical 
connection between the auxiliary imaging device 44 to the 
distal end 48 of the tubular body 38, and an auxiliary light 
source 50 (FIG. 4). The auxiliary light source 50 may be an 
LED device. 
0034. As shown in FIG. 4, the imaging assembly 14 of the 
endoscope 10 is used to provide an auxiliary imaging device 
at the distal end of the insertion tube 12. To this end, the 
imaging assembly 14 is placed inside one of the channels 16 
of the endoscope's insertion tube 12 with its auxiliary imag 
ing device 44 disposed beyond the distal end 36 of the inser 
tion tube 12. This can be accomplished by first inserting the 
distal end of the imaging assembly 14 into the insertion tube's 
channel 16 from the endoscope's handle 18 and then pushing 
the imaging assembly 14 further into the assembly 14 until the 
auxiliary imaging device 44 and link 46 of the imaging 
assembly 14 are positioned outside the distal end 36 of the 
insertion tube 12 as shown in FIG. 4. 
0035 Each of the main and auxiliary imaging devices 32, 
44 may be an electronic device which converts light incident 
on photosensitive semiconductor elements into electrical sig 
nals. The imaging sensor may detect either color or black 
and-white images. The signals from the imaging sensor can 
be digitized and used to reproduce animage that is incident on 
the imaging sensor. Two commonly used types of image 
sensors are Charge Coupled Devices (CCD) such as a VCC 
5774 produced by Sanyo of Osaka, Japan and Complemen 
tary Metal Oxide Semiconductor (CMOS) camera chips such 
as an OVT 6910 produced by OmniVision of Sunnyvale, 
Calif. Preferably, the main imaging device 32 is a CCD imag 
ing device, and the auxiliary imaging device 44 is a CMOS 
imaging device. 
0036 When the imaging assembly 14 is properly installed 
in the insertion tube 12, the auxiliary imaging device 44 of the 
imaging assembly 14 preferably faces backwards towards the 
main imaging device 32 as illustrated in FIG. 4. The auxiliary 
imaging device 44 may be oriented so that the auxiliary 
imaging device 44 and the main imaging device 32 have 
adjacent or overlapping viewing areas. Alternatively, the aux 
iliary imaging device 44 may be oriented so that the auxiliary 
imaging device 44 and the main imaging device 32 simulta 
neously provide different views of the same area. Preferably, 
the auxiliary imaging device 44 provides a retrograde view of 
the area, while the main imaging device 32 provides a front 
view of the area. However, the auxiliary imaging device 44 
could be oriented in other directions to provide other views, 
including views that are substantially parallel to the axis of 
the main imaging device 32. 
0037. As shown in FIG. 4, the link 46 connects the auxil 
iary imaging device 44 to the distal end 48 of the tubular body 
38. Preferably, the link 46 is a flexible link that is at least 
partially made from a flexible shape memory material that 
Substantially tends to return to its original shape after defor 
mation. Shape memory materials are well known and include 
shape memory alloys and shape memory polymers. A Suitable 
flexible shape memory material is a shape memory alloy Such 
as nitinol. The flexible link 46 is straightened to allow the 
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distal end of the imaging assembly 14 to be inserted into the 
proximal end of assembly 14 of the insertion tube 12 and then 
pushed towards the distal end 36 of the insertion tube 12. 
When the auxiliary imaging device 44 and flexible link 46 are 
pushed sufficiently out of the distal end 36 of the insertion 
tube 12, the flexible link 46 resumes its natural bent configu 
ration as shown in FIG. 3. The natural configuration of the 
flexible link 46 is the configuration of the flexible link 46 
when the flexible link 46 is not subject to any force or stress. 
When the flexible link 46 resumes its natural bent configura 
tion, the auxiliary imaging device 44 faces Substantially back 
towards the distal end 36 of the insertion tube 12 as shown in 
FIG.S. 

0038. In the illustrated embodiment, the auxiliary light 
source 50 of the imaging assembly 14 is placed on the flexible 
link 46, in particular on the curved concave portion of the 
flexible link 46. The auxiliary light source 50 provides illu 
mination for the auxiliary imaging device 44 and may face 
Substantially the same direction as the auxiliary imaging 
device 44 as shown in FIG. 4. 

0039. The endoscope of the present invention, such as the 
endoscope 10 shown in FIG. 1, may be part of an endoscope 
system that may also include a controller 52 and a display 
device 54, as shown in FIG. 5. In the preferred embodiment 
shown in FIG. 5, the controller 52 is connected to the main 
and auxiliary imaging devices 32, 44 to receive image data. 
The controller 52 may be used to process the image data and 
transmit the processed image data to the display device 54. 
The term “controller as used in this specification is broadly 
defined. In some embodiments, for example, the controller 
may simply be a signal processing unit. 
0040. In the embodiment shown in FIG. 5, the display 
device 54 displays, side by side, the image 56 from the main 
imaging device 32 and the image 58 from the auxiliary imag 
ing device 44. In the present invention, the images may also 
be displayed on different display devices, and the term “side 
by side' may simply mean that the two images are positioned 
so that they can be viewed by the same operator during a 
medical procedure. The controller 52 preferably incorporates 
the image data from the main and auxiliary imaging devices 
32, 44 into a single signal and sends the signal to the display 
device 54. In some embodiments, the display device 54 
includes a wide screen display with a 16:9 aspect ratio. Pref 
erably, the two images 56, 58 are sized appropriately for 
display on the wide screen display. For example, the image 56 
from the main imaging device 32 may be displayed about 1.5 
times larger than the image 58 from the auxiliary imaging 
device 44. This sizing ratio may also be used to balance the 
resolution of the two images, as well as to take into account 
the different aspect ratios of the two images 56, 58. For 
example, the image 56 from the main imaging device 32 may 
be displayed with a 1:1 aspect ratio, while the image 58 from 
the auxiliary imaging device 44 may have a 4:3 aspect ration. 
The images 56, 58 may also be sized so that the same object, 
when placed at the same distance from the imaging devices 
32, 44, appears to have about the same size in the images 56, 
58. The images 56, 58 shown in FIG. 5 are not drawn to scale. 
0041. As shown in FIG. 5, one of the images 56, 58 on the 
display device 54 may be reversed from left for right. With 
this arrangement, an object 60 that appears on the left side of 
one image 56 also appears on the left side of the other image 
58. Similarly, an object 62 that appears on the right side of one 
image 56 also appears on the right side of the other image 58, 
56. Additionally, when an object moves from the left side of 
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one of the images 56, 58 to the right side, the same object also 
moves from the left side of the other image 56, 58 to the right 
side. And, if the object in one image appears to rotated clock 
wise, the object will appear to rotate clockwise in the other 
image. Furthermore, the movements of the imaging devices 
32, 44 appear to be coordinated. This arrangement makes it 
easier for an operator to observe, identify and correlate the 
objects and their movements in both images 56, 58. 
0042 Preferably, the data for the two images 56, 58 and 
possibly other data 64. Such as patient information data or a 
time stamp, are stored in one computer file. In some cases, the 
patent information may be associated with one of the two 
images 56, 58. Preferably, the stored images 56, 58 and pos 
sibly other data 64 are time-correlated (i.e., they are captured 
at the same time). For example, as shown in FIG. 6, the two 
images 56, 58 and possibly other data 64 may be incorporated 
into one screen 66 in an image file. In some embodiments, the 
two images 56,58 and possibly other data 64 may be captured 
in one jpeg file. 
0043. In some preferred embodiments, one or more char 
acteristics of one image 56, 58 may be adjusted to match the 
same or similar one or more characteristics of the other image 
58, 56, so that the images 56, 58 and the objects in the images 
56, 58 have similar appearances. The characteristics may 
include, for example, color, contrast, and brightness. In one 
example, one or more characteristics of the auxiliary imaging 
device's image 58 are adjusted to match those of the main 
imaging device's image 56. Matched images make it easier 
for an operator to observe, identify and correlate the objects in 
the images. 
0044. In one preferred embodiment, the following tech 
nique is used to adjust the characteristics of the auxiliary 
imaging device's image 58 to match those of the main imag 
ing device's image 56. First, a histogram for each of the RGB 
colors is created for the auxiliary imaging device's image 58 
(called “current file'). The image used to create the histo 
grams may be an average of the past images, such as the past 
two to ten images, preferably the past four images. And a 
histogram for each of the RGB colors is created also for the 
main imaging device's image 56 (called “master file'). This 
histogram may be the average of the histograms of the past 
images, such as the histograms of the past two to ten images, 
preferably the histograms of the past four images. 
0.045 Second, a minimum and maximum is determined 
for each histogram by means of thresholding. Then a clip and 
gain is set for each histogram of the auxiliary imaging 
device's image to equalize its color gamut to that of the 
corresponding histogram of the main imaging device's 
image. In particular, the minimum and maximum for each 
histogram of the auxiliary imaging device's image are 
adjusted to match those for the corresponding histogram of 
the main imaging device's image. 
0046 Finally, gamma coefficients are used to adjust the 
color levels of the histograms of the auxiliary imaging 
device's image to match those of the histograms of the main 
imaging device's image. The equations for the gamma coef 
ficients are: 

0047 red gamma color balance (current profile.m 
AverageRedmaster average)/(master profile.m. Aver 
ageRed current average); 

0048 green gamma color balance (current profile. 
m AverageCreenmaster average)/(master profile. 
m AverageCreen * current average); and 
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0049 blue gamma color balance (current profile. 
m AverageBluemaster average)/(master profile.m 
AverageBlue * current average) 

Gamma coefficients are used because they are simple and 
convenient and preserve black and white points and because 
the code can be re-used for conventional gamma correction. 
0050 Additional processing of the images, such as sharp 
ening, frame averaging, and noise reduction, may be per 
formed. 
0051. The images described above may be still pictures or 
continuous video images (such as television images). When 
the images are video images, in the embodiment of the inven 
tion in which one or more characteristics of one image are 
adjusted to match those of another image, the characteristics 
are adjusted continuously in real time (i.e., dynamically). For 
example, the characteristics of the video image may be 
adjusted for every frame of the image. Thereason for real time 
adjustment is that the video images are changing constantly 
as the lighting, object distance or tissue color varies. 
0.052 The implementation of the above-described features 
may be performed digitally by software or firmware in the 
controller. Alternately, the image manipulation can be per 
formed by hardware image chipsets, FPGAs or other electri 
cal circuitry. These image manipulation techniques are well 
known in the field of graphic and video processing and will 
not be described in detail. 
0053 Although in the preferred embodiments described 
above, the images are from the main and auxiliary imaging 
devices of the same endoscope, the images may also come 
from imaging devices of different endoscopes such as laparo 
Scopes. For example, when two laparoscopes are used during 
a procedure, the images from the laparoscopes may have 
different characteristics due to, for example, different imag 
ing device types, different manufacturing techniques, or dif 
ferences in lighting sensitivities. The controller that receives 
images from the laparoscopes may designate any one of the 
images as a master and then match the second image to the 
master image. In this way the operator is able to conduct a 
procedure with consistent visualization across the laparo 
Scopes. Additionally, the present invention may be used with 
three or more images from two or more endoscopes. For 
example, two images may be adjusted to match a third image. 
0054 While particular embodiments of the present inven 
tion have been shown and described, it will be obvious to 
those skilled in the art that changes and modifications can be 
made without departing from this invention in its broader 
aspects. Therefore, the appended claims are to encompass 
within their scope all such changes and modifications as fall 
within the true spirit and scope of this invention. 

1-36. (canceled) 
37. An endoscopic system comprising: 
a first imaging sensor of an endoscope; 
a second imaging sensor, wherein the second imaging sen 

Sor faces the first imaging sensor, 
a controller programmed with an algorithm to reverse left 

for right, an image from either the first imaging sensor or 
an image from the second imaging sensor, and 

a display device that displays, side by side, the images from 
the first imaging sensor and the second imaging sensor, 
wherein one of the images is reversed left for right. 

38. The endoscopic system of claim 37, wherein the con 
troller reverses the image from either the first imaging sensor 
or the second imaging sensor Such the location of an object 
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being simultaneously viewed by the first and second imaging 
sensors is correlated in both images. 

39. The endoscopic system of claim 38, wherein the object 
is in the same general location in both images. 

40. The endoscopic system of claim38, wherein the move 
ment of the object is correlated in both images. 

41. The endoscopic system of claim 37, wherein the con 
troller is programmed to reverse the image from the first 
imaging sensor. 

42. The endoscopic system of claim 37, wherein the con 
troller is programmed to reverse the image from the second 
imaging sensor. 

43. A method for displaying images, comprising: 
acquiring a first image from a first imaging sensor of an 

endoscope; 
acquiring a second image from a second imaging sensor, 

wherein the second imaging sensor faces the first imag 
ing sensor; 

placing, side by side, the first image and the second image 
on a display device; and 

using a controller that has been pre-programmed with an 
algorithm to reverse one of the images left for right. 

44. An endoscopic system comprising: 
a first imaging sensor; 
a second imaging sensor, wherein the second imaging sen 

Sor faces that first imaging sensor; 
a controller programmed with an algorithm to size an 

image from the first imaging sensor and an image from 
the second imaging sensor so that an object located at the 
same distance from both the imaging sensors appears to 
have about the same size in both the images; and 

a display device that displays the images from the first 
imaging sensor and the second imaging sensor, wherein 
the images are sized by the controller. 

45. A method for sizing images, comprising: 
acquiring a first image from a first imaging sensor of an 

endoscope; 
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acquiring a second image from a second imaging sensor, 
wherein the second imaging sensor faces the first imag 
ing sensor; 

placing the first image and the second image on a display 
device; and 

using a controller that has been pre-programmed with an 
algorithm to size the images so that an object located at 
the same distance from both the imaging sensors appears 
to have the same size in both images. 

46. An endoscopic system comprising: 
a first imaging sensor of an endoscope; 
a second imaging sensor, wherein the second imaging sen 

Sor faces the first imaging sensor, and 
a controller that stores image data from the first and second 

imaging sensors in one computer file for simultaneous 
display on a display device. 

47. The system of claim 46, wherein the image data from 
the imaging sensors are time-correlated. 

48. The system of claim 46, wherein the controller places 
patient information data from only one image in the computer 
file for simultaneous display with the images on a display 
device. 

49. A method for processing images, comprising: 
acquiring a first image from a first imaging sensor of an 

endoscope; 
acquiring a second image from a second imaging sensor, 

wherein the second imaging sensor faces the first imag 
ing sensor; and 

using a controller to place the first and second images in 
one computer file for simultaneous display on a display 
device. 

50. The method of claim 49, wherein the first and second 
images are time-correlated. 

51. The method of claim 49, further comprising: 
placing patient information data from only one of the 

images in the computer file for simultaneous display 
with the images on the display device. 
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