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Description

TECHNICAL FIELD

[0001] This application relates to the field of commu-
nications technologies, and more specifically, to a path
determining method and a related device.

BACKGROUND

[0002] In recent years, segment routing (Segment
Routing, SR) technologies have been widely applied in
a 5th generation (5thGeneration, 5G) system, the internet
of things, a multi-cloud network, and the like. The SR
technologies may be classified into two types: an SR
technology based onmulti-protocol label switching (Mul-
ti-Protocol Label Switching, MPLS), which may be re-
ferred to as SR-MPLS, and an SR technology based on
the internet protocol version 6 (Internet Protocol Version,
IPv6), which may be referred to as SRv6.
[0003] Currently, if the SRv6 technology needs to be
used, all devices in anetwork need to support SRv6.Only
in this way can a controller obtain a network topology and
calculate a path that meets a service level agreement
(Service Level Agreement, SLA). However, it is too diffi-
cult for an operator to upgrade all the devices in the
network.Ononehand, because therearea largequantity
of devices in the network, it takes a relatively long time to
upgrade all the devices in the network. On another hand,
some devices require hardware upgrade to support
SRv6. This increases upgrade costs.
[0004] US 2014/036726 A1 discloses a network that
includes a data forwarding node including: a logical net-
work topology management unit managing a correspon-
dence relationship among at least two different logical
network topologies generated by applying different po-
licies to a physical network topology and data traffic
conditions to which the logical network topologies are
applied; and a packet processing unit selecting a logical
network topology corresponding to data traffic to which
an incoming packet belongs, determining a packet for-
warding destination, and transmitting the incoming pack-
et. The data forwarding node selects a logical network
and forwards a packet, based on data traffic.
[0005] WO 2017/141079 A1 discloses that a router
operates inbothaSegmentRouting (SR)networkportion
and a Multiprotocol Label Switching (MPLS) network
portion of a network that utilizes Intermediate System
to Intermediate System (IS-IS). The router receives an
IS-IS advertisement message originated by a mapping
server that includes a sub-Type-length-value (sub-TLV)
element that identifies a preferred type of path across the
MPLSnetworkportion for an identifiable set of traffic tobe
received by the router from the SR network portion. The
router identifies, based at least in part upon the sub-TLV
element, one path of a plurality of available paths across
theMPLSnetwork portion for the identifiable set of traffic,
andconfigures its forwardingplane toutilize the identified

one path for the identifiable set of traffic. The IS-IS
advertisement message can be an IS-IS TLV such as a
SID/Label Binding TLVor Multi-topology SID/Label Bind-
ing TLV.
[0006] CN109922004Adiscloses a trafficengineering
method of an IPv6 network based on partially deployed
segmented routing. The traffic engineeringmethod com-
prises the following steps: acquiring a network topology
of the IPv6 network, an initial network link weight matrix
and a plurality of traffic matrixes within a set time length;
based on the plurality of flow matrixes in the set time
length, calculating a representative flow matrix in the set
time length; based on the network topology, the initial
network link weight matrix and the representative flow
matrix, carrying out M times of training on the deep
reinforcement learning network, and according to the
Mth time of training of the deep reinforcement learning
network, determining an optimized network link weight
matrix, a segmented routing node set and a correspond-
ingminimizedmaximum link utilization rate; whereinM is
a positive integer greater than 0.

SUMMARY

[0007] This application provides a path determining
method and a related device, so that a new network
topology may be established by using an existing net-
work topology structure, to reduce difficulty in path com-
putation, thereby reducing a burden of a management
device. The invention is set out in the appended set of
claims.
[0008] According to a first aspect, an embodiment of
this application provides a path determining method,
including: determining N1 first-type nodes from N nodes
included in a first network topology, where the N nodes
include the N1 first-type nodes and N2 second-type
nodes, the first-type node supports segment routing over
internet protocol version 6 SRv6, N1 is a positive integer
greater than or equal to 2, and N2 is a positive integer
greater than or equal to 1; determining a second network
topology corresponding to the first network topology,
where the second network topology includes the N1
first-type nodes but does not include the N2 second-type
nodes, the target topology structure includes M first-type
target paths, an ith first-type target path in theM first-type
target paths corresponds to Ki paths in the first network
topology, a source node and a destination node of the Ki
paths are the same as a source node and a destination
node of the ith first-type target path, each of the Ki paths
includes at least one second-type node, M is a positive
integer greater than or equal to 1, i = 1, ..., orM, andKi is a
positive integer greater than or equal to 2; determining
transmission overheads of the M first-type target paths,
where a transmission overhead of the ith first-type target
path is a smallest value of transmission overheads of the
Ki paths; and performing path computation based on the
transmission overheads of the M first-type target paths
and the second network topology.
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[0009] In the foregoing technical solution, a new net-
work topology may be established by using an existing
network topology structure. The new network topology
includes only some nodes in the original network topol-
ogy, and all these nodes support SRv6. In this way,
difficulty in path computation may be reduced, to reduce
a burden of a management device.
[0010] With reference to the first aspect, in a possible
implementation of the first aspect, the first-type node is a
node that supports SRv6 in theNnodes, and the second-
type node is a node that does not support SRv6 in the N
nodes. Alternatively, the first-type node is a key node in
theNnodes, and the second-typenode isanon-keynode
in the N nodes.
[0011] In the foregoing technical solution, a node that
does not support SRv6 and/or a non-key node in the
original network topology may be removed, to obtain the
new network topology. All nodes in the network topology
support SRv6. In this way, even if a node that does not
support SRv6 exists in a network, a packet may be
forwarded based on a path determined by the manage-
ment device. Alternatively, the non-key node is ignored
during path computation, so that the difficulty in path
computation may be reduced, to reduce the burden of
the management device.
[0012] With reference to the first aspect, in a possible
implementation of the first aspect, the method further
includes: obtaining a transmission overhead between
two adjacent nodes in the first network topology. The
determining transmission overheads of the M first-type
target paths includes: determining a transmission over-
head of each of the Ki paths based on a transmission
overhead between two adjacent nodes on each of the Ki
paths, and determining the smallest value of the trans-
mission overheads of the Ki paths as the transmission
overhead of the ith first-type target path.
[0013] With reference to the first aspect, in a possible
implementation of the first aspect, the determining trans-
mission overheads of the M first-type target paths in-
cludes:performing transmissionoverheadmeasurement
on the ith first-type target path to obtain the transmission
overhead of the ith first-type target path.
[0014] The transmission overhead of the ith first-type
target path may be directly obtained through measure-
ment by using the foregoing technical solution. In other
words, when a transmission overhead is obtained
through measurement, a node on a path forwards a
measurement packet based on a shortest path. There-
fore, the obtained transmission overhead is a smallest
transmission overhead. Therefore, the smallest value of
the transmission overheads may be directly obtained by
using the foregoing technical solution, to reduce a work-
load of the management device.
[0015] With reference to the first aspect, in a possible
implementation of the first aspect, the performing trans-
mission overhead measurement on the ith first-type tar-
get path to obtain the transmission overhead of the ith
first-type target path includes: sending measurement

information to the source node and/or the destination
node of the ith first-type target path; and receiving mea-
surement feedback information from the source node
and/or the destinationnodeof the ith first-type target path,
where the measurement feedback information includes
the transmission overhead of the ith first-type target path.
[0016] With reference to the first aspect, in a possible
implementation of the first aspect, the second network
topology further includesPsecond-type target paths, and
eachof thePsecond-type target paths includes twoof the
N1 first-type nodes, and the first network topology in-
cludes the P second-type target paths.
[0017] With reference to the first aspect, in a possible
implementation of the first aspect, the transmission over-
head includes a transmission cost and/or a transmission
delay.
[0018] According to a second aspect, an embodiment
of this application provides a management device. The
management device includes units configured to imple-
ment any possible implementation of the method design
in the first aspect. The management device may be a
computer deviceor a component (for example, a chip or a
circuit) configured for a computer device.
[0019] According to a third aspect, an embodiment of
this application provides a computer-readable medium.
The computer-readable medium stores program code.
When the computer program code is run on a computer,
the computer is enabled to perform the method in any
possible implementation of the method design in the first
aspect.

BRIEF DESCRIPTION OF DRAWINGS

[0020]

FIG. 1 is a schematic diagramof a network structure;
FIG. 2 is a schematic flowchart of a path determining
method according to an embodiment of this applica-
tion;
FIG. 3 is a schematic diagram of a target topology
structure that is corresponding to a network 100 and
that is determined by a management device;
FIG. 4 is a schematic flowchart of a path determining
method according to an embodiment of this applica-
tion;
FIG. 5 is a schematic structural block diagram of a
management device according to an embodiment of
this application; and
FIG. 6 is a schematic structural block diagram of a
management device according to an embodiment of
this application.

DESCRIPTION OF EMBODIMENTS

[0021] The following describes the technical solutions
of this application with reference to the accompanying
drawings.
[0022] All aspects, embodiments, or features are pre-
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sented in this application bydescribinga system thatmay
include a plurality of devices, components, modules, and
the like. It should be appreciated and understood that
each system may include another device, component,
module, and the like, and/or may not include all devices,
components, modules, and the like discussed with re-
ference to the accompany drawings. In addition, a com-
bination of these solutions may be used.
[0023] In addition, in the embodiments of this applica-
tion, the terms such as "example" and "such as" are used
to represent giving an example, an illustration, or a de-
scription. Any embodiment or design scheme described
as an "example" in this application should not be ex-
plained as being more preferred or having more advan-
tages than another embodiment or design scheme. Ex-
actly, the term "example" is used to present a concept in a
specific manner.
[0024] In the embodiments of this application, if a
technical means, operation, or limitation is not empha-
sized asmandatory, it indicates that the technicalmeans,
operation, or limitation is optional.
[0025] In the embodiments of this application, informa-
tion (information), a signal (signal), a message (mes-
sage), or a channel (channel) may be interchangeably
used sometimes. It should be noted that meanings ex-
pressed by the terms are consistent when differences
between the terms are not emphasized. "Relevant (re-
levant)" and "corresponding (corresponding)" may be
interchangeably used sometimes. It should be noted that
meanings expressed by the terms are consistent when
differences are not emphasized.
[0026] In the embodiments of this application, some-
times a subscript such as W1 may be written in an
incorrect form such as W1. Expressed meanings are
consistent when differences are not emphasized.
[0027] A network architecture and a service scenario
described in the embodiments of this application are
intended to describe the technical solutions in the embo-
diments of this application more clearly, and do not con-
stitute a limitation on the technical solutions provided in
the embodiments of this application. A person of ordinary
skill in the art may know that with evolution of the network
architecture and emergence of a new service scenario,
the technical solutions provided in the embodiments of
this application are also applicable to similar technical
problems.
[0028] Reference to "an embodiment", "some embodi-
ments", or the likedescribed in this specification indicates
that one or more embodiments of this application include
a specific feature, structure, or characteristic described
with reference to the embodiments. Therefore, state-
ments, such as "in an embodiment", "in some embodi-
ments", "in some other embodiments", and "in other
embodiments", that appear at different places in this
specification do not necessarilymean referring to a same
embodiment, instead, the statements mean referring to
"one or more but not all of the embodiments", unless
otherwise specifically emphasized in other ways. The

terms "include", "comprise", "have", and variants of the
terms all mean "include but are not limited to", unless
otherwise specifically emphasized in other ways.
[0029] In this application, "at least one" means one or
more, and "a plurality of" means two or more. The term
"and/or" describes an association between associated
objects and represents that three relationshipsmayexist.
For example, A and/or B may represent the following
cases: Only A exists, both A and B exist, and only B
exists, where A and B may be singular or plural. The
character "/" generally indicates an "or" relationship be-
tween the associated objects. "At least one of the follow-
ing" or a similar expression thereof means any combina-
tion of the following, including any combination of one or
more of the following. For example, at least one of a, b, or
c may represent: a, b, c, a and b, a and c, b and c, or a, b,
and c, where a, b, and c may be singular or plural.
[0030] FIG. 1 is a schematic diagram of a network
structure. A network 100 shown in FIG. 1 includes eight
nodes: anode101, anode102, anode103, anode104, a
node 105, a node 106, a node 107, and a node 108. The
network 100 may be a complete network or part of a
complete network.
[0031] The nodes (namely, the node 101 to the node
108) in the network 100 shown in FIG. 1 may also be
referred to as network nodes. The node may be a device
such as a workstation, a server, a terminal device, or a
network device. Each device may have a different IPv6
address. Two adjacent nodes (for example, the node 101
and the node 102, the node 102 and the node 103, or the
node 101 and the node 105) in the network 100 shown in
FIG. 1 may be connected by using a wired or wireless
medium. An intermediate device may not be included
between the two adjacent nodes, or one or more inter-
mediate devices (for example, some switches or optical
devices) that do not perform Layer 3 forwarding (namely,
forwarding based on an internet protocol (Internet Pro-
tocol, IP) address) on a packet may be included between
the two adjacent nodes.
[0032] The nodes in the network 100may be classified
into a first-type node and a second-type node.
[0033] Optionally, in someembodiments, both the first-
type node and the second-type node support SRv6. The
first-type node is a key node in the network 100, and the
second-type node is a non-key node in the network 100.
In some embodiments, the key node may be a border
node between two networks. For example, the network
may include anaccess layer, an aggregation layer, a core
layer, and the like. Key nodes may be border nodes at
these layers. Optionally, in someother embodiments, the
key node may be an egress edge node in a network.
Correspondingly, the non-key nodemaybeanother node
other than the key node.
[0034] In some other embodiments, the first-type node
is a node that supports SRv6, and the second-type node
is a node that does not support SRv6.
[0035] Alternatively, the first-type node may be a node
that supports SRv6 and the first-type node is a key node
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in the network 100, and the second-type node may be a
node that does not support SRv6, or the second-type
nodemay be a node that supports SRv6 and the second-
type node is a non-key node in the network 100.
[0036] For ease of description, in the following embo-
diments, it is assumed that the first-type node is the node
that supports SRv6, and the second-type node is the
node that does not support SRv6.
[0037] With reference to the network structure shown
in FIG. 1, the technical solutions of this application are
described in detail in FIG. 2. For ease of description, in an
embodiment shown in FIG. 2, it is assumed that the node
102 and the node 106 are nodes that do not support
SRv6. The node 101, the node 103, the node 104, the
node 105, the node 107, and the node 108 are nodes that
support SRv6. It may be understood that the specific
embodiment shown in FIG. 2 is merely intended to help
a person skilled in the art better understand the technical
solutions of this application, but is not intended to limit the
technical solutions of this application to a limited embodi-
ment.
[0038] FIG. 2 is a schematic flowchart of a path deter-
mining method according to an embodiment of this ap-
plication. Themethod shown in FIG. 2may be performed
by amanagement device in a network. Themanagement
device may be a general-purpose computer device, for
example, a notebook computer or a personal computer,
or may be a dedicated network management device.
[0039] 201: The management device determines a
topology structure of the network 100.
[0040] Aspecific implementation inwhich themanage-
ment device obtains the topology structure of the network
100 is not limited in this embodiment of this application.
For example, the management device may establish a
border gateway protocol-link state (BorderGatewayPro-
tocol-LinkState, BGP-LS) or an interior gateway protocol
(Interior Gateway Protocol, IGP) neighbor with the node
in the network 100. The node in the network 100 obtains
the topology structure of the network 100 through BGP-
LS or IGP, and sends the obtained topology structure of
the network 100 to the management device.
[0041] 202: The management device determines the
first-type node from the nodes included in the network
100.
[0042] The nodes in the network 100may be classified
into the first-type node and the second-type node based
on whether the node supports SRv6. The first-type node
is the node that supports SRv6, and the second-type
node is the node that does not support SRv6.
[0043] As assumed above, the network 100 includes
six first-type nodes (namely, the node 101, the node 103,
the node 104, the node 105, the node 107, and the node
108) and two second-type nodes (namely, the node 102
and the node 106) in total.
[0044] Any method available in this network environ-
ment for determininga typeof thenode in thenetwork100
may be applied to this embodiment.
[0045] For example, in some embodiments, the man-

agementdevicemaydeterminea typeofeachnode in the
network 100 by the management device. For example,
the management device may obtain SRv6 indication
information. The SRv6 indication information is used to
indicate whether each node in the network 100 supports
SRv6. In this case, the management device may deter-
mine, based on the SRv6 indication information, the first-
type node included in the network 100.
[0046] Optionally, in some embodiments, themanage-
ment device may obtain the SRv6 indication information
in a process of determining the topology structure of the
network 100. For example, in the process of determining
the topology structure of the network 100, the manage-
ment devicemay obtain topology information reported by
each node in the network 100. The topology information
includes the SRv6 indication information.
[0047] Optionally, in other embodiments, the manage-
ment device may send SRv6 query information to each
node in the network 100. After receiving the SRv6 query
information, the node in the network 100 sends SRv6
query feedback information to the management device.
The SRv6 query feedback information is used to indicate
whether the node supports SRv6.
[0048] For another example, in some other embodi-
ments, the management device may determine the type
of each node in the network 100 based on a manual
annotation of an administrator. For example, the admin-
istrator of the management device may view a mainte-
nance log of the network 100 or manually query attribute
information of each node in the network 100 to determine
whether each node in the network 100 supports SRv6,
and store a determining result in the management de-
vice. In this case, the management device may deter-
mine the first-type node in the network 100 based on the
stored determining result.
[0049] 203: The management device determines a
target topology structure corresponding to the network
100.
[0050] FIG. 3 is a schematic diagram of the target
topology structure that is corresponding to the network
100 and that is determined by themanagement device. A
target topologystructure300shown inFIG.3 includes the
first-type nodes in the network 100 but does not include a
second-type network node in the network 100. The target
topology structure 300 shown in FIG. 3 includes the node
101, the node 103, the node 104, the node 105, the node
107, and the node108, but does not include the node102
and the node 106.
[0051] If two adjacent nodes in the network 100 both
are first-type nodes, the management device may deter-
mine that a connection relationship between the two
nodes in the network 100 is the same as that in the target
topology structure. For example, a connection relation-
ship between the node 101 and the node 105, a connec-
tion relationship between thenode103and thenode104,
a connection relationship between the node 104 and the
node 108, a connection relationship between the node
103 and the node 107, and a connection relationship
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between the node 101 and the node 105 in the target
topology structure 300 are the same as those in the
network 100. For ease of description, a path between
two nodes between which a connection relationship in
the network 100 is the same as a connection relationship
in the target topology structure may be referred to as a
second-type target path. In other words, in the target
topology structure shown in FIG. 3, a path between the
node101and thenode105, apath between thenode103
and the node 104, a path between the node 104 and the
node 108, a path between the node 103 and the node
107, and a path between the node 101 and the node 105
are all second-type target paths.
[0052] If one or more second-type nodes are included
between two first-type nodes in the network 100, the
management device may determine that there is a di-
rectly connected path between the two first-type nodes in
the target topology structure. In addition, the manage-
ment device may further determine, in the network 100,
one ormore paths corresponding to the path. For ease of
description, a path between two nodes between which a
connection relationship in the network 100 is different
from a connection relationship in the target topology
structure may be referred to as a first-type target path.
In otherwords, in the target topologystructure 300shown
in FIG. 3, a path between the node 101 and the node 103,
a path between the node 101 and the node 107, a path
between the node 105 and the node 103, and a path
between the node 105 and the node 107 are first-type
target paths.
[0053] The following describes the first-type target
path by using the node 101 and the node 103 as an
example. For ease of description, in the following, the
first-type target path between the node 101 and the node
103 in the target topology structure 300 is referred to as a
first-type target path 1. A path between two adjacent
nodes in the network 100 is referred to as a link. A path
between thenode101and thenode102 is referred toasa
link 12, a path between the node 102 and the node 103 is
referred to as a link 23, and so on.
[0054] In the network 100, the node 101 may commu-
nicate with the node 103 through a plurality of paths. For
example, a path 1may include the link 12 and the link 23.
A path 2may include the link 12, a link 26, a link 67, and a
link 73. A path 3may include a link 15, a link 56, a link 62,
and the link 23. A path 4 may include the link 15, the link
56, the link 67, and the link 73. It can be learned that each
of the path 1 to the path 4 includes at least one second-
type node.
[0055] Thepath 1, the path 2, the path 3, and the path 4
may be referred to as paths corresponding to the first-
type target path 1. In other words, in the target topology
structure 300, the first-type target path 1 has four corre-
sponding paths in the network 100: the path 1, the path 2,
the path 3, and the path 4. Similarly, in the target topology
structure 300, the first-type target path between the node
101 and the node 107 also has a plurality of correspond-
ing paths in the network 100. The first-type target path

between the node 105 and the node 107 also has a
plurality of corresponding paths in the network 100.
The first-type target path between the node 105 and
the node 103 also has a plurality of corresponding paths
in the network 100.
[0056] In conclusion, the management device may
determine that the target topology structure includes four
first-type target paths and five second-type target paths
in total.
[0057] 204: Themanagement devicemay determine a
transmission overheadof eachof the four first-type target
paths.
[0058] In some embodiments, the transmission over-
head is a transmission delay. In some other embodi-
ments, the transmission overhead is a transmission cost.
The transmission cost may also be referred to as a link
cost. In someother embodiments, the transmission over-
headmay include a transmission cost anda transmission
delay. In some other embodiments, the transmission
overhead may be a value determined based on a trans-
mission cost and a transmission delay. For example, the
transmission overhead may be determined according to
a formula 1:

[0059] Con represents the transmission overhead, C
represents the transmission cost, D represents the trans-
mission delay, α represents a weight coefficient corre-
sponding to the transmission overhead, andβ represents
a weight coefficient corresponding to the transmission
delay. α and β are numbers greater than 0.
[0060] The first-type target path 1 is still used as an
example to describe a specific implementation in which
the management device determines the transmission
overhead of the first-type target path.
[0061] Optionally, in some embodiments, themanage-
ment device may obtain a transmission overhead be-
tween two adjacent nodes on each of the four paths
(namely, the path 1 to the path 4) corresponding to the
first-type target path 1. For example, topology informa-
tion obtained by the management device may include a
transmission overhead between two adjacent nodes in
the network 100. The path 1 is used as an example. The
management device may obtain a transmission over-
head between the node 101 and the node 102 (namely,
a transmission overhead of the link 12). The manage-
ment device may further obtain a transmission overhead
between the node 102 and the node 103 (namely, a
transmission overhead of the link 23). In this way, the
management device may determine that a transmission
overhead of the path 1 (hereinafter referred to as a
transmission overhead 1) is a sum of the transmission
overhead of the link 12 and the transmission overhead of
the link 23. Similarly, the management device may de-
termine a transmission overhead of the path 2 (herein-
after referred to as a transmission overhead 2), a trans-
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mission overhead of the path 3 (hereinafter referred to as
a transmission overhead 3), and a transmission over-
head of the path 4 (hereinafter referred to as a transmis-
sion overhead 4). After determining the transmission
overhead 1 to the transmission overhead 4, themanage-
ment device may determine a transmission overhead of
the first-type target path 1 as a smallest value of the
transmission overhead 1 to the transmission overhead 4.
[0062] In some embodiments, the transmission over-
head includes the transmissioncost and the transmission
delay. In this case, a smallest value of a plurality of
transmissionoverheadsmaybeavalueofa transmission
overhead with a smallest transmission delay in the plur-
ality of transmission overheads.
[0063] In some other embodiments, the transmission
overhead includes the transmission cost and the trans-
mission delay. In this case, a smallest value of a plurality
of transmission overheads may be a value of a transmis-
sion overhead with a smallest transmission cost in the
plurality of transmission overheads.
[0064] In some embodiments, the transmission over-
head includes the transmissioncost and the transmission
delay. In this case, when transmission delays are differ-
ent, a smallest value of a plurality of transmission over-
heads is a smallest value of the transmission delays.
Alternatively, when transmission delays are the same, a
smallest value of a plurality of transmission overheads is
a smallest value of transmission costs.
[0065] Optionally, in some other embodiments, the
management device may perform transmission over-
head measurement on the first-type target path 1, to
obtain the transmission overhead of the first-type target
path 1.
[0066] For example, the management device may
send measurement information to a target node. The
measurement information is used to indicate the target
node to perform delay measurement. The target node
maybe thenode101and/or the node103. After receiving
the measurement information, the target node may per-
form delay measurement. For example, the target node
may use a technology, such as a network quality analysis
(Network Quality Analysis, NQA) technology, a two-way
activemeasurementprotocol (Two-WayActiveMeasure-
ment Protocol, TWAMP), or a packet internet groper
(Packet Internet Groper, PING) to perform delay mea-
surementon thepathbetween thenode101and thenode
103. The target node may obtain the transmission delay
of the first-type target path 1. The target node may send
measurement feedback information to the management
device.Themeasurement feedback information includes
the transmission overhead of the first-type target path 1.
[0067] In some embodiments, the target node may
directly send ameasured transmission delay to theman-
agement device as a transmission overhead.
[0068] In some other embodiments, the target node
may determine a transmission cost based on a transmis-
sion delay, and send the transmission delay and the
transmission cost to the management device as a trans-

mission overhead. For example, the target node may
determine, based on a preset correspondence between
a transmission cost and a transmission delay, a transmis-
sion overhead corresponding to the measured transmis-
sion delay. For another example, the target node may
determine, according to on a preset formula, a transmis-
sion overhead corresponding to the measured transmis-
sion delay.
[0069] In some other embodiments, the target node
may determine a transmission cost based on a transmis-
sion delay, and send the transmission cost to the man-
agement device as a transmission overhead.
[0070] In this case, the management device may di-
rectly obtain the transmission overhead of the first-type
target path 1. The transmission overhead of the first-type
target path 1 is a smallest value of transmission over-
heads from the node 101 to the node 103.
[0071] Similarly, the management device may deter-
mine a transmission overhead of the first-type target path
between the node 101 and the node 107 in the target
topology structure 300, a transmission overhead of the
first-type target path between the node 105 and the node
107, and a transmission overhead of the first-type target
path between the node 105 and the node 103.
[0072] A manner of determining a transmission over-
head of each of the five second-type target paths is the
same as or similar to a manner of determining the trans-
mission overhead of the first-type target path. For exam-
ple, the topology information obtained by the manage-
ment device may include the transmission overhead
between two adjacent nodes in the network 100. In this
way, the management device can directly determine the
transmission overhead of each second-type target path.
For another example, themanagement devicemayalter-
natively determine the transmission overhead of each of
the five second-type target paths throughmeasurement.
A specific measurement manner is the same as a mea-
surement manner for measuring the transmission over-
head of the first-type target path. For brevity, details are
not described herein again.
[0073] 205: The management device may perform
path computation based on the transmission overheads
of the four first-type target paths and the target topology
structure.
[0074] For example, if the management device wants
to determine a path from the node 101 to the node 108,
the management device may determine, based on the
four first-type target paths, whether the path reaches the
node108 through thenode103or the node107. For ease
of description, it is assumed that the transmission over-
head is the transmission delay. It is assumed that a
transmission delay from the node 101 to the node 103
is 2ms, a transmissionoverhead from thenode101 to the
node 107 is 3ms, a transmission overhead from the node
103 to thenode104 is 2ms, anda transmissionoverhead
from the node 104 to the node 108 is 1 ms, and a
transmission overhead from the node 107 to the node
108 is 8ms. If the path from the node 101 to the node 108
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passes through the node 103 and the node 104, a total
transmission overhead is 5 ms. If the path from the node
101 to the node 108 passes through the node 107, a total
transmission overhead is 11 ms. In this case, the man-
agement device may determine that the path from the
node 101 to the node 108 passes through the node 103
and the node 104.
[0075] FIG. 4 is a schematic flowchart of a path deter-
mining method according to an embodiment of this ap-
plication. The method shown in FIG. 4 may be imple-
mented by a management device or a component (for
example, a chip or a circuit) in a management device.
[0076] 401: Determine N1 first-type nodes from N
nodes included in a first network topology, where the N
nodes include theN1first-typenodesandN2second-type
nodes, the first-type node supports SRv6, N1 is a positive
integer greater than or equal to 2, and N2 is a positive
integer greater than or equal to 1.
[0077] 402: Determine a second network topology
corresponding to the first network topology, where the
secondnetwork topology includes theN1 first-typenodes
but doesnot include theN2second-typenodes, the target
topologystructure includesMfirst-type target paths, an ith
first-type target path in the M first-type target paths cor-
responds to Ki paths in the first network topology, a
source node and a destination node of the Ki paths are
the same as a source node and a destination node of the
ith first-type target path, each of the Ki paths includes at
least one second-type node,M is a positive integer great-
er than or equal to 1, i = 1, ..., or M, and Ki is a positive
integer greater than or equal to 2.
[0078] For example, the first network topology may be
the network topology structure of the network 100 shown
in FIG. 1. The node 101, the node 103, the node 104, the
node 105, the node 107, and the node 108 in the network
100 may be first-type nodes, and the node 102 and the
node 106 may be second-type nodes. The second net-
work topology may be the target topology structure 300
shown in FIG. 3. The target topology structure 300 in-
cludes the node 101, the node 103, the node 104, the
node 105, the node 107, and the node 108.
[0079] 403: Determine transmission overheads of the
M first-type target paths, where a transmission overhead
of the ith first-type target path is a smallest value of
transmission overheads of the Ki paths.
[0080] 404: Perform path computation based on the
transmission overheads of the M first-type target paths
and the second network topology.
[0081] Optionally, the first-type node is a node that
supports SRv6 in theNnodes, and the second-type node
is a node that does not support SRv6 in the N nodes.
Alternatively, the first-type node is a key node in the N
nodes, and thesecond-typenode isanon-keynode in the
N nodes.
[0082] Optionally, the method further includes: obtain-
ing a transmission overhead between two adjacent
nodes in the first network topology. Determining the
transmission overheads of the M first-type target paths

includes: determininga transmissionoverheadof eachof
the Ki paths based on a transmission overhead between
two adjacent nodes on each of the Ki paths, and deter-
mining the smallest value of the transmission overheads
of theKi pathsas the transmissionoverheadof the ith first-
type target path.
[0083] Optionally, determining the transmission over-
heads of the M first-type target paths includes: perform-
ing transmission overhead measurement on the ith first-
type target path to obtain the transmission overhead of
the ith first-type target path.
[0084] Optionally, the performing transmission over-
head measurement on the ith first-type target path to
obtain the transmission overhead of the ith first-type
target path includes: sending measurement information
to the source node and/or the destination node of the ith
first-type target path; and receiving measurement feed-
back information from the source node and/or the desti-
nation node of the ith first-type target path. Themeasure-
ment feedback information includes the transmission
overhead of the ith first-type target path.
[0085] Optionally, the second network topology further
includes P second-type target paths, each of the P sec-
ond-type target paths includes two of the N1 first-type
nodes, and the first network topology includes the P
second-type target paths.
[0086] Optionally, the transmission overhead includes
a transmission cost and a transmission delay.
[0087] Foraspecific implementationofeachstepof the
method shown in FIG. 4, refer to the embodiment shown
in FIG. 2. For brevity, details are not described herein
again.
[0088] FIG. 5 is a schematic structural blockdiagramof
a management device according to an embodiment of
this application. A management device 500 shown in
FIG. 5 includes a topology management unit 501, a data
collection unit 502, and a path computation unit 503.
[0089] The topology management unit 501 is config-
ured to determine N1 first-type nodes from N nodes
included in a first network topology. The N nodes include
the N1 first-type nodes and N2 second-type nodes. The
first-type node supports segment routing over internet
protocol version 6 SRv6. N1 is a positive integer greater
thanor equal to2, andN2 isapositive integer greater than
or equal to 1.
[0090] The topology management unit 501 is further
configured to determine a second network topology cor-
responding to the first network topology. The second
network topology includes the N1 first-type nodes but
does not include the N2 second-type nodes. The target
topology structure includes M first-type target paths. An
ith first-type target path in the M first-type target paths
corresponds to Ki paths in the first network topology. A
sourcenodeandadestinationnodeof theKi pathsare the
same as a source node and a destination node of the ith
first-type target path. Each of the Ki paths includes at
least one second-type node.M is a positive integer great-
er than or equal to 1, i = 1, ..., or M, and Ki is a positive
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integer greater than or equal to 2.
[0091] The data collection unit 502 is configured to
determine transmission overheads of the M first-type
target paths, where a transmission overhead of the ith
first-type target path is a smallest value of transmission
overheads of the Ki paths.
[0092] The path computation unit 503 is configured to
perform path computation based on the transmission
overheads of theMfirst-type target paths and the second
network topology.
[0093] Optionally, the first-type node is a node that
supports SRv6 in theNnodes, and the second-type node
is a node that does not support SRv6 in the N nodes.
Alternatively, the first-type node is a key node in the N
nodes, and thesecond-typenode isanon-keynode in the
N nodes.
[0094] Optionally, a transmission overhead between
two adjacent nodes in the first network topology is ob-
tained. The data collection unit 502 is specifically con-
figured to: determine a transmission overhead of each of
the Ki paths based on a transmission overhead between
two adjacent nodes on each of the Ki paths, and deter-
mine the smallest value of the transmission overheads of
the Ki paths as the transmission overhead of the ith first-
type target path.
[0095] Optionally, the data collection unit 502 is spe-
cifically configured to perform transmission overhead
measurement on the ith first-type target path to obtain
the transmission overhead of the ith first-type target path
[0096] Optionally, the data collection unit 502 is spe-
cifically configured to: send measurement information to
thesourcenodeand/or thedestinationnodeof the ith first-
type target path; and receive measurement feedback
information from the source node and/or the destination
node of the ith first-type target path, where the measure-
ment feedback information includes the transmission
overhead of the ith first-type target path.
[0097] Optionally, the second network topology further
includes P second-type target paths, each of the P sec-
ond-type target paths includes two of the N1 first-type
nodes, and the first network topology includes the P
second-type target paths.
[0098] Optionally, the transmission overhead includes
a transmission cost and a transmission delay.
[0099] For specific functions of the topology manage-
ment unit 501, the data collection unit 502, and the path
computation unit 503, refer to the method shown in FIG.
2. For brevity, details are not described herein again.
[0100] The topology management unit 501, the data
collection unit 502, and the path computation unit 503
may be implemented by a processor.
[0101] FIG. 6 is a schematic structural blockdiagramof
a management device according to an embodiment of
this application. Themanagement device 600 includes a
bus 601, a processor 602, a communications interface
603, and amemory 604. The processor 602, thememory
604, and the communications interface 603 communi-
cate with each other through the bus 601. The processor

602 may be a field programmable gate array (field pro-
grammable gate array, FPGA), an application-specific
integrated circuit (application-specific integrated circuit,
ASIC), system on chip (system on chip, SoC), a central
processing unit (central processing unit, CPU), a network
processor (network processor, NP), a digital signal pro-
cessor (digital signal processor, DSP), a micro controller
unit (micro controller unit, MCU), a programmable logic
device (programmable logic device, PLD), another pro-
grammable logicdevice,adiscretegateor transistor logic
device, a discrete hardware component, or another in-
tegrated chip. The memory 604 stores executable code
included in a management device. The processor 602
reads the executable code in thememory 604 to perform
the method shown in FIG. 2 or FIG. 4. The memory 604
may further include another softwaremodule, such as an
operating system, required for running a process. The
operating system may be LINUX™, UNIX™, WIN-
DOWS™, or the like.
[0102] An embodiment of this application further pro-
vides a chip system, including a logic circuit. The logic
circuit is configured to be coupled to an input/output
interface, and perform data transmission through the
input/output interface, to perform the method shown in
FIG. 2 or FIG. 4.
[0103] In an implementation process, steps in the fore-
goingmethods can be implemented by using a hardware
integrated logical circuit in the processor, or by using
instructions in a form of software. The steps of the meth-
ods disclosed with reference to the embodiments of this
application may be directly performed by a hardware
processor, or may be performed by using a combination
of hardware in the processor and a softwaremodule. The
software module may be located in a mature storage
medium in the art, such as a random access memory, a
flash memory, a read-only memory, a programmable
read-only memory, an electrically erasable programma-
blememory, or a register. The storagemedium is located
in thememory, and theprocessor reads information in the
memory and completes the steps in the foregoing meth-
ods in combination with hardware of the processor. To
avoid repetition, details are not described herein again.
[0104] It should be noted that the processor in the
embodiments of this application may be an integrated
circuit chip, and has a signal processing capability. In an
implementation process, steps in the foregoing method
embodiments can be implemented by using a hardware
integrated logical circuit in the processor, or by using
instructions in a form of software. A general-purpose
processor may be a microprocessor, or the processor
may be any conventional processor or the like. The steps
of the methods disclosed with reference to the embodi-
ments of this application may be directly performed and
completed by a hardware decoding processor, ormay be
performed and completed by using a combination of
hardware and software modules in the decoding proces-
sor. The software module may be located in a mature
storage medium in the art, such as a random access
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memory, a flash memory, a read-only memory, a pro-
grammable read-only memory, an electrically erasable
programmable memory, or a register. The storage med-
ium is located in the memory, and the processor reads
information in thememory and completes the steps in the
foregoing methods in combination with hardware of the
processor.
[0105] It may be understood that the memory in the
embodiments of this application may be a volatile mem-
ory or a nonvolatile memory, or may include a volatile
memory and a nonvolatile memory. The nonvolatile
memorymaybea read-onlymemory (read-onlymemory,
ROM), a programmable read-onlymemory (programma-
ble ROM, PROM), an erasable programmable read-only
memory (erasable PROM, EPROM), an electrically era-
sable programmable read-only memory (electrically
EPROM, EEPROM), or a flash memory. The volatile
memory may be a random access memory (random
access memory, RAM), used as an external cache.
Through example but not limitative description, many
forms of RAMs may be used, for example, a static ran-
dom access memory (static RAM, SRAM), a dynamic
random access memory (dynamic RAM, DRAM), a syn-
chronous dynamic random access memory (synchro-
nous DRAM, SDRAM), a double data rate synchronous
dynamic random access memory (double data rate
SDRAM, DDR SDRAM), an enhanced synchronous dy-
namic random access memory (enhanced SDRAM, ES-
DRAM), a synchronous link dynamic random access
memory (synchlink DRAM, SLDRAM), and a direct ram-
bus dynamic random access memory (direct rambus
RAM, DR RAM). It should be noted that the memory of
the systems and methods described in this specification
includes but is not limited to these and any memory of
another proper type.
[0106] According to the methods provided in the em-
bodiments of this application, this application further
provides a computer program product. The computer
program product includes computer program code.
When the computer program code is run on a computer,
the computer is enabled to perform the method in any
embodiment shown in FIG. 2 or FIG. 4.
[0107] According to the methods provided in the em-
bodiments of this application, this application further
provides a computer-readable medium. The computer-
readable medium stores program code. When the pro-
gram code is run on a computer, the computer is enabled
to perform the method in any embodiment shown in FIG.
2 or FIG. 4.
[0108] According to the methods provided in the em-
bodiments of this application, this application further
provides a system, including the foregoing management
device. The system further includes a plurality of nodes.
The plurality of nodes include at least two nodes that
support SRv6.
[0109] Apersonof ordinary skill in theartmaybeaware
that, in combination with the examples described in the
embodiments disclosed in this specification, units and

algorithm steps may be implemented by electronic hard-
ware or a combination of computer software and electro-
nic hardware. Whether the functions are performed by
hardware or software depends on particular applications
and design constraint conditions of the technical solu-
tions. A person skilled in the art may use different meth-
ods to implement the described functions for each parti-
cular application, but it should not be considered that the
implementation goes beyond the scope of this applica-
tion.
[0110] It may be clearly understood by a person skilled
in the art that, for the purpose of convenient and brief
description, for a detailed working process of the fore-
going system, apparatus, and units, refer to a corre-
spondingprocess in the foregoingmethodembodiments,
and details are not described herein again.
[0111] In the several embodiments provided in this
application, it should be understood that the disclosed
system, apparatus, and method may be implemented in
other manners. For example, the described apparatus
embodiment ismerely an example. For example, the unit
division is merely logical function division and may be
other division in an actual implementation. For example,
a plurality of units or components may be combined or
integrated into another system, or some featuresmay be
ignored or not performed. In addition, the displayed or
discussed mutual couplings or direct couplings or com-
munication connections may be implemented by using
some interfaces. The indirect couplings or communica-
tion connections between the apparatuses or units may
be implemented in electronic, mechanical, or other
forms.
[0112] The units described as separate parts may or
may not be physically separate, and parts displayed as
units may or may not be physical units, may be located in
one position, or may be distributed on a plurality of net-
workunits.Someorall of theunitsmaybeselectedbased
on actual requirements to achieve the objectives of the
solutions of the embodiments.
[0113] In addition, functional units in the embodiments
of this application may be integrated into one processing
unit, or eachof the unitsmayexist alonephysically, or two
or more units are integrated into one unit.
[0114] When the functionsare implemented ina formof
a software functional unit and sold or used as an inde-
pendent product, the functions may be stored in a com-
puter-readable storage medium. Based on such an un-
derstanding, the technical solutions of this application
essentially, or the part contributing to the conventional
technology, or some of the technical solutions may be
implemented in a form of a software product. The soft-
ware product is stored in a storagemedium, and includes
several instructions for instructing a computer device
(which may be a personal computer, a server, or a net-
work device) to perform all or some of the steps of the
methods described in the embodiments of this applica-
tion. The foregoing storage medium includes: any med-
ium that can store program code, such as a USB flash
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drive, a removable hard disk, a read-onlymemory (Read-
Only Memory, ROM), a random access memory (Ran-
dom Access Memory, RAM), a magnetic disk, or an
optical disc.
[0115] The foregoing descriptions are merely specific
implementations of this application, but are not intended
to limit the protection scope of this application. Any
variation or replacement readily figured out by a person
skilled in the art within the technical scope disclosed in
this applicationshall fall within theprotection scopeof this
application.

Claims

1. A path determining method, comprising:

determining (401) N1 first-type nodes (101‑108)
from N nodes comprised in a first network topol-
ogy, wherein the N nodes comprise the N1 first-
type nodes (101‑108) and N2 second-type
nodes (101‑108), the first-type node supports
segment routingover internetprotocol version6,
SRv6, N1 is a positive integer greater than or
equal to 2, and N2 is a positive integer greater
than or equal to 1;
determining (402) a second network topology
corresponding to the first network topology,
wherein the second network topology com-
prises the N1 first-type nodes (101‑108) but
does not comprise the N2 second-type nodes
(101‑108), a target topology structure (300)
comprises M first-type target paths, an ith first-
type target path in the M first-type target paths
corresponds to Ki paths in the first network to-
pology, a source node and a destination node of
theKi pathsare thesameasasourcenodeanda
destination node of the ith first-type target path,
each of the Ki paths comprises at least one
second-type node, M is a positive integer great-
er than or equal to 1, i = 1, ..., or M, and Ki is a
positive integer greater than or equal to 2;
determining (403) transmission overheads of
theMfirst-type target paths,wherein a transmis-
sion overhead of the ith first type target path is a
smallest value of transmission overheads of the
Ki paths; and
performing (404) pathcomputationbasedon the
transmissionoverheadsof theMfirst-type target
paths and the second network topology.

2. The method according to claim 1, wherein the first-
type node is a node (101‑108) that supports SRv6 in
the N nodes, and the second-type node is a node
(101‑108) thatdoesnot supportSRv6 in theNnodes;
or
the first-type node is a key node that supports SRv6
in the N nodes, and the second-type node is a non-

key node that supports SRv6 or a node (101‑108)
that does not support SRv6 in the N nodes.

3. The method according to claim 1 or 2, wherein the
method further comprises: obtaining a transmission
overhead between two adjacent nodes (101‑108) in
the first network topology; and
the determining transmission overheads of the M
first-type target paths comprises:

determining a transmission overhead of each of
the Ki paths based on a transmission overhead
between two adjacent nodes (101‑108) on each
of the Ki paths; and
determining the smallest value of the transmis-
sion overheads of the Ki paths as the transmis-
sion overhead of the ith first-type target path.

4. The method according to claim 1 or 2, wherein the
determining (403) transmission overheads of the M
first-type target paths comprises:
performing transmission overheadmeasurement on
the ith first-type target path to obtain the transmission
overhead of the ith first-type target path.

5. The method according to claim 4, wherein the per-
forming transmissionoverheadmeasurement on the
ith first-type target path to obtain the transmission
overhead of the ith first-type target path comprises:

sendingmeasurement information to the source
node and/or the destination node of the ith first-
type target path; and
receiving measurement feedback information
from the source node and/or the destination
node of the ith first-type target path, wherein
the measurement feedback information com-
prises the transmission overhead of the ith
first-type target path.

6. The method according to any one of claims 1 to 5,
wherein the second network topology further com-
prises P second-type target paths, each of the P
second-type target paths comprises two of the N1
first-type nodes (101‑108), and the first network
topology comprises the P second-type target paths.

7. The method according to any one of claims 1 to 6,
wherein the transmission overhead comprises a
transmission cost and/or a transmission delay.

8. A management device (500, 600), comprising:

a topology management unit (501), configured
to determine N1 first-type nodes (101‑108) from
N nodes comprised in a first network topology,
wherein the N nodes comprise the N1 first-type
nodes (101‑108) and N2 second-type nodes
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(101‑108), the first-type node supports segment
routing over internet protocol version 6, SRv6,
N1 is a positive integer greater than or equal to 2,
andN2 is a positive integer greater than or equal
to 1, wherein
the topology management unit (501) is further
configured to determine a second network to-
pology corresponding to the first network topol-
ogy, wherein the second network topology com-
prises the N1 first-type nodes (101‑108) but
does not comprise the N2 second-type nodes
(101‑108), a target topology structure (300)
comprises M first-type target paths, an ith first-
type target path in the M first-type target paths
corresponds to Ki paths in the first network to-
pology, a source node and a destination node of
theKi pathsare thesameasasourcenodeanda
destination node of the ith first-type target path,
each of the Ki paths comprises at least one
second-type node, M is a positive integer great-
er than or equal to 1, i = 1, ..., or M, and Ki is a
positive integer greater than or equal to 2;
a data collection unit (502), configured to deter-
mine transmission overheads of the M first-type
target paths, wherein a transmission overhead
of the ith first type target path is a smallest value
of transmission overheads of the Ki paths; and
a path computation unit (503), configured to
perform path computation based on the trans-
mission overheads of the M first-type target
paths and the second network topology.

9. The device according to claim 8, wherein the first-
type node is a node (101‑108) that supports SRv6 in
the N nodes, and the second-type node is a node
(101‑108) thatdoesnot supportSRv6 in theNnodes;
or
the first-type node is a key node that supports SRv6
in the N nodes, and the second-type node is a non-
key node that supports SRv6 or a node (101‑108)
that does not support SRv6 in the N nodes.

10. The device according to claim 8 or 9, wherein the
data collection unit (502) is further configured to
obtain a transmission overhead between two adja-
cent nodes (101‑108) in the first network topology;
and

the data collection unit (502) is specifically con-
figured to:determinea transmissionoverheadof
each of the Ki paths based on a transmission
overhead between two adjacent nodes
(101‑108) on each of the Ki paths; and
determine thesmallest valueof the transmission
overheads of the Ki paths as the transmission
overhead of the ith first-type target path.

11. The device according to claim 8 or 9, wherein the

data collection unit (502) is specifically configured to
perform transmission overhead measurement on
the ith first-type target path to obtain the transmission
overhead of the ith first-type target path.

12. The device according to claim 11, wherein the data
collection unit (502) is specifically configured to:
send measurement information to the source node
and/or the destination node of the ith first-type target
path; and
receivemeasurement feedback information from the
source node and/or the destination node of the ith
first-type target path, wherein the measurement
feedback information comprises the transmission
overhead of the ith first-type target path.

13. The device according to any one of claims 8 to 12,
wherein the second network topology further com-
prises P second-type target paths, each of the P
second-type target paths comprises two of the N1
first-type nodes (101‑108), and the first network
topology comprises the P second-type target paths.

14. The device according to any one of claims 8 to 13,
wherein the transmission overhead comprises a
transmission cost and/or a transmission delay.

15. A computer-readable medium, wherein the compu-
ter-readable medium stores program code, and
when the program code is run on a computer, the
computer is enabled to perform the method accord-
ing to any one of claims 1 to 7.

Patentansprüche

1. Wegbestimmungsverfahren, umfassend:

Bestimmen (401) von N1 Knoten erster Art
(101‑108) aus N Knoten, die in einer ersten
Netztopologie umfasst sind, wobei die NKnoten
die N1 Knoten erster Art (101‑108) und N2 Kno-
ten zweiter Art (101‑108) umfassen, der Knoten
erster Art Segmentroutingüber-Internetproto-
kollversion 6,SRv6, unterstützt, N1 eine positive
Ganzzahl größeralsodergleich2 ist undN2eine
positive Ganzzahl größer als oder gleich 1 ist;
Bestimmen (402) einer zweiten Netztopologie,
die der ersten Netztopologie entspricht, wobei
die zweite Netztopologie die N1 Knoten erster
Art (101‑108) umfasst, jedoch nicht die N2 Kno-
ten zweiter Art (101‑108) umfasst, eine Zielto-
pologiestruktur (300) M Zielwege erster Art um-
fasst, ein i-ter Zielweg erster Art in den M Ziel-
wegen erster Art Ki Wegen in der ersten Netz-
topologie entspricht, ein Quellknoten und ein
Zielknoten der Ki Wege die gleichen wie ein
Quellknoten und ein Zielknoten des i-ten Ziel-
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wegs erster Art sind, jeder der Ki Wege mindes-
tens einen Knoten zweiter Art umfasst, M eine
positiveGanzzahl größer als oder gleich 1 ist, i =
1, ... oder M und Ki eine positive Ganzzahl grö-
ßer als oder gleich 2 ist;
Bestimmen (403) von Übertragungs-Over-
heads der M Zielwege erster Art, wobei ein
Übertragungs-Overheaddes i-tenZielwegsers-
ter Art ein kleinster Wert der Übertragungs-
Overheads der Ki Wege ist; und
Durchführen (404) einer Wegberechnung ba-
sierend auf den Übertragungs-Overheads der
M Zielwege erster Art und der zweiten Netz-
topologie.

2. Verfahren nachAnspruch 1,wobei der Knoten erster
Art ein Knoten (101‑108) ist, der SRv6 in den N
Knoten unterstützt, und der Knoten zweiter Art ein
Knoten (101‑108) ist, derSRv6 indenNKnotennicht
unterstützt; oder
der Knoten erster Art ein Schlüsselknoten ist, der
SRv6 in den N Knoten unterstützt, und der Knoten
zweiter Art ein Nicht-Schlüsselknoten, der SRv6
unterstützt, oder ein Knoten (101‑108), der SRv6
in den N Knoten nicht unterstützt, ist.

3. Verfahren nach Anspruch 1 oder 2, wobei das Ver-
fahren ferner Folgendes umfasst: Erlangen eines
Übertragungs-Overheads zwischen zwei benach-
barten Knoten (101‑108) in der ersten Netztopolo-
gie; und
dasBestimmen der Übertragungs-Overheads derM
Zielwege erster Art Folgendes umfasst:

Bestimmen eines Übertragungs-Overheads je-
des der Ki Wege basierend auf einem Übertra-
gungs-Overhead zwischen zwei benachbarten
Knoten (101‑108) auf jedem der Ki Wege; und
Bestimmen des kleinsten Wertes der Übertra-
gungs-Overheads der Ki Wege als den Über-
tragungs-Overhead des i-ten Zielwegs erster
Art.

4. Verfahren nach Anspruch 1 oder 2, wobei das Be-
stimmen (403) der Übertragungs-Overheads der M
Zielwege erster Art Folgendes umfasst:
Durchführen einer Übertragungs-Overheadmes-
sung an dem i-ten Zielweg erster Art, um den Über-
tragungs-Overhead des i-ten Zielwegs erster Art zu
erlangen.

5. Verfahren nach Anspruch 4, wobei das Durchführen
der Übertragungs-Overheadmessung an dem i-ten
Zielweg erster Art, um den Übertragungs-Overhead
des i-ten Zielwegs erster Art zu erlangen, Folgendes
umfasst:

Senden von Messinformationen an den Quell-

knoten und/oder den Zielknoten des i-ten Ziel-
wegs erster Art; und
Empfangen von Messungsrückmeldungsinfor-
mationen von dem Quellknoten und/oder dem
Zielknoten des i-ten Zielwegs erster Art, wobei
die Messungsrückmeldungsinformationen den
Übertragungs-Overheaddes i-tenZielwegsers-
ter Art umfassen.

6. Verfahren nach einem der Ansprüche 1 bis 5, wobei
die zweite Netztopologie ferner P Zielwege zweiter
Art umfasst, jeder der P Zielwege zweiter Art zwei
der N1 Knoten erster Art (101‑108) umfasst und die
erste Netztopologie die P Zielwege zweiter Art um-
fasst.

7. Verfahren nach einem der Ansprüche 1 bis 6, wobei
der Übertragungs-Overhead Übertragungskosten
und/oder eine Übertragungsverzögerung umfasst.

8. Verwaltungsvorrichtung (500, 600), umfassend:

eine Topologieverwaltungseinheit (501), die da-
zu konfiguriert ist, N1 Knoten erster Art
(101‑108) aus N Knoten zu bestimmen, die in
einer ersten Netztopologie umfasst sind, wobei
die N Knoten die N1 Knoten erster Art (101‑108)
und N2 Knoten zweiter Art (101‑108) umfassen,
der Knoten erster Art Segmentroutingüber-In-
ternetprotokollversion 6, SRv6, unterstützt, N1
eine positive Ganzzahl größer als oder gleich 2
ist und N2 eine positive Ganzzahl größer als
oder gleich 1 ist, wobei
die Topologieverwaltungseinheit (501) ferner
dazu konfiguriert ist, eine zweite Netztopologie
zu bestimmen, die der erstenNetztopologie ent-
spricht, wobei die zweite Netztopologie die N1
Knoten erster Art (101‑108) umfasst, jedoch
nicht die N2 Knoten zweiter Art (101‑108) um-
fasst, eine Zieltopologiestruktur (300) M Zielwe-
ge erster Art umfasst, ein i-ter Zielweg erster Art
in den M Zielwegen erster Art Ki Wegen in der
ersten Netztopologie entspricht, ein Quellkno-
ten und ein Zielknoten der Ki Wege die gleichen
wie einQuellknoten und ein Zielknoten des i-ten
Zielwegs erster Art sind, jeder der Ki Wege
mindestens einen Knoten zweiter Art umfasst,
M eine positive Ganzzahl größer als oder gleich
1 ist, i = 1, ... oder M und Ki eine positive Ganz-
zahl größer als oder gleich 2 ist;
eine Datenerfassungseinheit (502), die dazu
konfiguriert ist, Übertragungs-Overheads der
M Zielwege erster Art zu bestimmen, wobei
ein Übertragungs-Overhead des i-ten Zielwegs
erster Art ein kleinster Wert der Übertragungs-
Overheads der Ki Wege ist; und
eine Wegberechnungseinheit (503), die dazu
konfiguriert ist, eineWegberechnung basierend
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auf den Übertragungs-Overheads der M Ziel-
wege erster Art und der zweiten Netztopologie
durchzuführen.

9. Vorrichtung nach Anspruch 8, wobei der Knoten
erster Art ein Knoten (101‑108) ist, der SRv6 in
den N Knoten unterstützt, und der Knoten zweiter
Art ein Knoten (101‑108) ist, der SRv6 in den N
Knoten nicht unterstützt; oder
der Knoten erster Art ein Schlüsselknoten ist, der
SRv6 in den N Knoten unterstützt, und der Knoten
zweiter Art ein Nicht-Schlüsselknoten, der SRv6
unterstützt, oder ein Knoten (101‑108), der SRv6
in den N Knoten nicht unterstützt, ist.

10. Vorrichtung nach Anspruch 8 oder 9, wobei die Da-
tenerfassungseinheit (502) ferner dazu konfiguriert
ist, einen Übertragungs-Overhead zwischen zwei
benachbarten Knoten (101‑108) in der ersten Netz-
topologie zu erlangen; und

die Datenerfassungseinheit (502) speziell zu
Folgendem konfiguriert ist: Bestimmen eines
Übertragungs-Overheads jedes der Ki Wege
basierend auf einem Übertragungs-Overhead
zwischen zwei benachbarten Knoten
(101‑108) auf jedem der Ki Wege; und
Bestimmen des kleinsten Wertes der Übertra-
gungs-Overheads der Ki Wege als den Über-
tragungs-Overhead des i-ten Zielwegs erster
Art.

11. Vorrichtung nach Anspruch 8 oder 9, wobei die Da-
tenerfassungseinheit (502) speziell dazu konfigu-
riert ist, eine Übertragungs-Overheadmessung an
dem i-ten Zielweg erster Art durchzuführen, um den
Übertragungs-Overhead des i-ten Zielwegs erster
Art zu erlangen.

12. Vorrichtung nach Anspruch 11, wobei die Datener-
fassungseinheit (502) speziell zu Folgendem konfi-
guriert ist: Senden von Messungsinformationen an
den Quellknoten und/oder den Zielknoten des i-ten
Zielwegs erster Art; und
EmpfangenvonMessungsrückmeldungsinformatio-
nen von dem Quellknoten und/oder dem Zielknoten
des i-ten Zielwegs erster Art, wobei die Messungs-
rückmeldungsinformationen den Übertragungs-
Overhead des i-ten Zielwegs erster Art umfassen.

13. Vorrichtung nach einem der Ansprüche 8 bis 12,
wobei die zweite Netztopologie ferner P Zielwege
zweiter Art umfasst, jeder der P Zielwege zweiter Art
zwei der N1Knoten erster Art (101‑108) umfasst und
die erste Netztopologie die P Zielwege zweiter Art
umfasst.

14. Vorrichtung nach einem der Ansprüche 8 bis 13,

wobei der Übertragungs-Overhead Übertragungs-
kosten und/oder eine Übertragungsverzögerung
umfasst.

15. Computerlesbares Medium, wobei das computer-
lesbare Medium einen Programmcode speichert
und, wenn der Programmcode auf einem Computer
ausgeführt wird, es dem Computer ermöglicht wird,
das Verfahren nach einem der Ansprüche 1 bis 7
durchzuführen.

Revendications

1. Procédé de détermination de trajectoire, compre-
nant :

la détermination (401) de N1 nœuds de premier
type (101‑108) parmi N nœuds compris dans
une première topologie de réseau, dans lequel
les N nœuds comprennent les N1 nœuds de
premier type (101‑108) et N2 nœuds de second
type (101‑108), le nœud de premier type prend
en charge le routage de segment sur le proto-
cole internet version 6, SRv6, N1 est un entier
positif supérieur ou égal à 2, et N2 est un entier
positif supérieur ou égal à 1 ;
la détermination (402) d’une seconde topologie
de réseau correspondant à la première topolo-
gie de réseau, dans lequel la seconde topologie
de réseau comprend les N1 nœuds de premier
type (101‑108) mais ne comprend pas les N2
nœuds de second type (101‑108), une structure
de topologie cible (300) comprendM trajectoires
cibles de premier type, une ième trajectoire cible
de premier type dans lesM trajectoires cibles de
premier type correspondàKi trajectoires dans la
première topologie de réseau, un nœud source
et un nœud de destination des Ki trajectoires
sont les mêmes qu’un nœud source et un nœud
de destination de l’ième trajectoire cible de pre-
mier type, chacunedesKi trajectoires comprend
au moins un nœud de second type, M est un
entier positif supérieur ou égal à 1, i = 1, ..., ouM,
et Ki est un entier positif supérieur ou égal à 2 ;
la détermination (403) des surdébits de trans-
mission des M trajectoires cibles de premier
type, dans lequel un surdébit de transmission
de l’ième trajectoire cible de premier type est une
plus petite valeur des surdébits de transmission
des Ki trajectoires ; et
la réalisation (404) d’un calcul de trajectoire sur
la base des surdébits de transmission des M
trajectoires cibles de premier type et de la se-
conde topologie de réseau.

2. Procédé selon la revendication 1, dans lequel le
nœud de premier type est un nœud (101‑108) qui
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prendenchargeSRv6dans lesNnœuds, et le nœud
de second type est un nœud (101‑108) qui ne prend
pas en charge SRv6 dans les N nœuds ; ou
le nœud de premier type est un nœud clé qui prend
en charge SRv6 dans les N nœuds, et le nœud de
second type est un nœud non clé qui prend en
charge SRv6 ou un nœud (101‑108) qui ne prend
pas en charge SRv6 dans les nœuds N.

3. Procédé selon la revendication 1 ou 2, dans lequel le
procédé comprend également : l’obtention d’un sur-
débit de transmission entre deux nœuds adjacents
(101‑108) dans la première topologie de réseau ; et
les surdébits de transmission déterminants des M
trajectoires cibles de premier type comprennent :

la détermination d’un surdébit de transmission
de chacune des Ki trajectoires sur la base d’un
surdébit de transmission entre deux nœuds ad-
jacents (101‑108) sur chacune des Ki trajectoi-
res ; et
la détermination de la plus petite valeur des
surdébits de transmission des Ki trajectoires
comme surdébits de transmission de l’ième tra-
jectoire cible de premier type.

4. Procédé selon la revendication 1 ou 2, dans lequel la
détermination (403) des surdébits de transmission
desM trajectoires cibles de premier type comprend :
la réalisation d’une mesure de surdébit de transmis-
sion sur l’ième trajectoire cible de premier type pour
obtenir le surdébit de transmission de l’ième trajec-
toire cible de premier type.

5. Procédé selon la revendication 4, dans lequel la
réalisation d’une mesure de surdébit de transmis-
sion sur l’ième trajectoire cible de premier type pour
obtenir le surdébit de transmission de l’ième trajec-
toire cible de premier type comprend :

l’envoi d’informations de mesure au nœud
source et/ou au nœud de destination de l’ième

trajectoire cible de premier type ; et
la réception d’informations de rétroaction de
mesure provenant du nœud source et/ou du
nœud de destination de l’ième trajectoire cible
de premier type, dans lequel les informations de
rétroaction de mesure comprennent le surdébit
de transmission de l’ième trajectoire cible de
premier type.

6. Procédé selon l’une quelconque des revendications
1 à 5, dans lequel la seconde topologie de réseau
comprendégalementP trajectoires cibles de second
type, chacune des P trajectoires cibles de second
type comprend deux des N1 nœuds de premier type
(101‑108), et la première topologie de réseau
comprend les P trajectoires cibles de second type.

7. Procédé selon l’une quelconque des revendications
1 à 6, dans lequel le surdébit de transmission
comprend un coût de transmission et/ou un retard
de transmission.

8. Dispositif de gestion (500, 600), comprenant :

une unité de gestion de topologie (501), confi-
gurée pour déterminer N1 nœuds de premier
type (101‑108) parmi N nœuds compris dans
une première topologie de réseau, dans lequel
les N nœuds comprennent les N1 nœuds de
premier type (101‑108) et N2 nœuds de second
type (101‑108), le nœud de premier type prend
en charge le routage de segment sur le proto-
cole internet version 6, SRv6, N1 est un entier
positif supérieur ou égal à 2, et N2 est un entier
positif supérieur ou égal à 1, dans lequel
l’unité de gestion de topologie (501) est égale-
ment configurée pour déterminer une seconde
topologie de réseau correspondant à la pre-
mière topologie de réseau, dans lequel la se-
conde topologie de réseau comprend les N1
nœuds de premier type (101‑108) mais ne
comprend pas les N2 nœuds de second type
(101‑108), unestructurede topologie cible (300)
comprend M trajectoires cibles de premier type,
une ième trajectoire cible de premier type dans
les M trajectoires cibles de premier type corres-
pond àKi trajectoires dans la première topologie
de réseau, un nœud source et un nœud de
destination des Ki trajectoires sont les mêmes
qu’un nœud source et un nœud de destination
de l’ième trajectoire cible de premier type, cha-
cune des Ki trajectoires comprend au moins un
nœud de second type, M est un entier positif
supérieur ou égal à 1, i = 1, ..., ou M, et Ki est un
entier positif supérieur ou égal à 2 ;
une unité de collecte de données (502), confi-
gurée pour déterminer des surdébits de trans-
mission des M trajectoires cibles de premier
type, dans lequel un surdébit de transmission
de l’ième trajectoire cible de premier type est une
plus petite valeur des surdébits de transmission
des Ki trajectoires ; et
une unité de calcul de trajectoire (503), configu-
rée pour effectuer un calcul de trajectoire sur la
base des surdébits de transmission des M tra-
jectoires cibles de premier type et de la seconde
topologie de réseau.

9. Dispositif selon la revendication 8, dans lequel le
nœud de premier type est un nœud (101‑108) qui
prendenchargeSRv6dans lesNnœuds, et le nœud
de second type est un nœud (101‑108) qui ne prend
pas en charge SRv6 dans les N nœuds ; ou
le nœud de premier type est un nœud clé qui prend
en charge SRv6 dans les N nœuds, et le nœud de
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second type est un nœud non clé qui prend en
charge SRv6 ou un nœud (101‑108) qui ne prend
pas en charge SRv6 dans les nœuds N.

10. Dispositif selon la revendication 8 ou 9, dans lequel
l’unité de collecte de données (502) est également
configurée pour obtenir un surdébit de transmission
entre deux nœuds adjacents (101‑108) dans la pre-
mière topologie de réseau ; et

l’unité de collecte de données (502) est spéci-
fiquement configurée pour : déterminer un sur-
débit de transmission de chacune des Ki trajec-
toires sur la base d’un surdébit de transmission
entre deux nœuds adjacents (101‑108) sur cha-
cune des Ki trajectoires ; et
déterminer la plus petite valeur des surdébits de
transmission des Ki trajectoires comme surdé-
bits de transmission de l’ième trajectoire cible de
premier type.

11. Dispositif selon la revendication 8 ou 9, dans lequel
l’unité de collecte de données (502) est spécifique-
ment configurée pour effectuer une mesure de sur-
débit de transmission sur l’ième trajectoire cible de
premier typepour obtenir le surdébit de transmission
de l’ième trajectoire cible de premier type.

12. Dispositif selon la revendication 11, dans lequel
l’unité de collecte de données (502) est spécifique-
ment configurée pour : envoyer des informations de
mesure au nœud source et/ou au nœud de destina-
tion de l’ième trajectoire cible de premier type ; et
recevoir des informations de rétroaction de mesure
provenant du nœud source et/ou du nœud de des-
tination de l’ième trajectoire cible de premier type,
dans lequel les informations de rétroaction de me-
sure comprennent le surdébit de transmission de
l’ième trajectoire cible de premier type.

13. Dispositif selon l’unequelconquedes revendications
8 à 12, dans lequel la seconde topologie de réseau
comprendégalementP trajectoires cibles de second
type, chacune des P trajectoires cibles de second
type comprend deux des N1 nœuds de premier type
(101‑108), et la première topologie de réseau
comprend les P trajectoires cibles de second type.

14. Dispositif selon l’unequelconquedes revendications
8 à 13, dans lequel le surdébit de transmission
comprend un coût de transmission et/ou un retard
de transmission.

15. Support lisible par ordinateur, dans lequel le support
lisible par ordinateur stocke un code de programme,
et lorsque le code de programme est exécuté sur un
ordinateur, l’ordinateur est amené à réaliser le pro-
cédé selon l’une quelconque des revendications 1 à

7.
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