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DYNAMICALLY SWITCHING A WORKLOAD
BETWEEN HETEROGENEQOUS CORES OF A PROCESSOR

Background
[0001] As performance demand increases in computing devices such as

smartphones and tablet computers among other computing devices, multiple core
processors are becoming more prevalent to deliver the performance desired for high
intensity workloads and multithreaded applications. However with this increase,
power consumption of the processor also increases, thereby increasing the overall
power consumed by a platform. This is a problem as the overall available total
power for many platforms, particularly portable platforms, is limited. Current
mechanisms, which provide fixed scheduling of certain workloads to particular cores
or require significant overhead in dynamically scaling performance, create much

complexity.

Brief Description of the Drawings

[0002] FIG. 1is a flow diagram of a method in accordance with an embodiment of

the present invention.

[0003] FIG. 2is a flow diagram of a method for performing a core switch in

accordance with an embodiment of the present invention.

[0004] FIG. 3is a block diagram of a processor in accordance with an embodiment

of the present invention.

[0005] FIG. 4 is a block diagram of a processor core in accordance with one

embodiment of the present invention.

[0006] FIG. 5is a block diagram of components present in a computer system in

accordance with an embodiment of the present invention.

[0007] FIG. 6 is a block diagram of an example system with which embodiments

can be used.
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Detailed Description

[0008] Via a prediction algorithm in accordance with an embodiment of the present
invention, processor performance may be dynamically scaled by dynamically
switching between cores having different characteristics. For example, a workload
being executed on two or more low power simultaneous multiprocessor (SMP) cores
can be switched to be executed on two or more high performance SMP cores, e.g.,

of a quad core or higher system on chip (SoC).

[0009] In one embodiment, a combination of dynamic workload characterization
and the prediction algorithm may be used to determine an appropriate core selection
for an upcoming execution quantum. In an embodiment, the workload
characterization may be realized using one or more profilers available within a
system. For example, a processor may include a performance monitoring unit, from
which information to profile operation of the central processing unit (CPU) can be
obtained. Also via this unit or via an independent profiler for a memory system,
memory profile information can be obtained. Of course, additional profilers may be
present in some embodiments, such as an interconnect profiler to determine
bandwidth operations on one or more interconnects (such as a processor internal

interconnect and a memory interconnect).

[0010] In addition, the prediction algorithm may receive scheduling information.
This information may be obtained from the operating system (OS) scheduler pipeline
as soon as it is scheduled but before the schedule is executed. From all of this
information, the algorithm may predict the performance to accommodate scheduled
workloads at subsequent times Pt+1 , Pt+2 , Pt+3 ... Pt+n, where Pt is the
performance level predicted at any given instance of time and Pt+1 is the
performance at the next instance of time. In an embodiment, these time quanta may
correspond to a thread quantum or a time slice for which an OS schedules a
workload for execution. As one such example, each quantum may be between
approximately 50 and 100 milliseconds. The algorithm can determine the

performance desired for the n™ thread quantum in the operating system pipeline.



WO 2014/055254 PCT/US2013/060566

3

[0011] The CPU and memory profiler uses the performance monitoring unit to
profile the system and reads various counters to determine the current CPU
utilization and memory throughput at a given instance of time. In an embodiment,
these utilization values may be compared to one or more thresholds, and based on
such comparison(s) it can be determined whether a core switch or performance level

change is to occur.

[0012] Referring now to FIG. 1, shown is a flow diagram of a method in accordance
with an embodiment of the present invention. More specifically, FIG. 1 shows a
prediction method 100 which can be implemented via a policy manager that may be
executed, in different embodiments within firmware, an OS, or an independent

controller of a processor such as a power controller.

[0013] Asseenin FIG. 1, method 100 may begin by receiving OS schedule
information (block 110). More specifically, this OS schedule information may be
received from the OS scheduler and can include information regarding scheduled
processes and threads for a future time quantum. Note that in an embodiment, this
schedule information received from the scheduler may include the number of
processes scheduled for the future time quantum and the number of threads that are
to execute in such quantum. In an embodiment this OS schedule information may
be obtained from a run queue that the OS scheduler populates with scheduling

decisions for future time quanta.

[0014] In general, a scheduling queue may be populated by the OS and may
include multiple entries, where for each thread quantum one or more of these entries
may be selected for execution. In general, each entry may include a process
identifier and a thread identifier. Entries of a single process may have a common
process identifier and different thread identifiers to thus indicate the presence of
multiple threads for that process. Note that in general, a process may be created,
and this process may in turn include one or more threads. One or more threads may
concurrently execute on one or more cores of a multiprocessor such as an SMP

processor.



WO 2014/055254 PCT/US2013/060566

4

[0015] Still referring to FIG. 1 at block 120 performance prediction information may
be received for at least one future quantum. This performance prediction information
may correspond to a previous prediction generated by the policy manager for a given
time quantum that has yet to occur. At block 130 current processor utilization
information also may be received. Various types of information may be received in
different embodiments. For example, in a processor having a performance
monitoring unit, the values of different counters may be received. From these
counts, different processor metrics can be identified or derived. For example,
instructions per cycle may be determined and a CPU utilization rate, which may be a
percentage of active utilization of a processor during a time quantum, may be
obtained. Additional current processor utilization information such as various
interconnect metrics and memory metrics, among many others may be obtained, in

some embodiments.

[0016] Still referring to FIG. 1, from all of this information a processor performance
prediction may be determined for a future quantum (block 140). Although the scope
of the present invention is not limited in this regard, this performance prediction may
be in terms of a given performance state, e.g., in accordance with the power states
detailed in an Advanced Configuration and Power Interface (ACPI) specification such
as the Advanced Configuration and Power Interface Specification, revision 3.0b, Oct.
10, 2006 (e.g., a given one of power states Py-Py). As such, this performance
prediction may be made in terms of frequency, in an embodiment. And from this
frequency, an appropriate core is selected and a decision is made as to whether

switching between SMP cores is to occur.

[0017] Different manners of determining this processor performance prediction can
be made in different embodiments. In one embodiment, a calculation can be based
on a predetermined function that receives as inputs the above information, including
scheduling information, performance prediction information, and current processor
utilization information. The prediction algorithm takes the inputs from the scheduler
pipeline and predicts the performance needed and causes a dynamic switch
between the SMP cores and/or adjustment to core frequency. In an embodiment,

the prediction algorithm takes the following as the inputs from the scheduler pipeline:
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number of scheduled threads in the scheduler pipeline for each core at given

instance of time (e.g., t1, t2, t3, t4.... tn); and number of active processes in the
scheduler pipeline for each core at given instance of time (e.g., p1, p2, p3, p4....
pn). In addition, the prediction algorithm receives as input the current processor

utilization information.

[0018] The predicted performance for a given quantum t (Pt) is, in one
embodiment, a function of the number of scheduled threads, number of active
processes and performance needed by each thread. The estimated performance
needed by each thread may be computed, in some embodiments, using utilization
information for the thread. As one such example, a current CPU and memory bus

utilization for that thread may be used in the determination.

[0019] Thus in one embodiment, the predicted CPU performance level is computed
based on profiling current CPU utilization and memory bus utilization as follows: Pt =
F{f(t1, 2,13, t4.... tn, p1, p2, p3, p4.... pn, Pt+1, Pt+2, Pt+3 ... Pt+n), current
CPU utilization, memory bus utilization, IPC and data cache miss rate}. This
predicted performance level may be computed in different terms. However, in one
embodiment the predicted performance level may be computed in terms of a

performance level, e.g., corresponding to a core frequency.

[0020] As further seenin FIG. 1, next control passes to diamond 150 where it can
be determined whether a core switch is to be performed based on the performance
prediction. This determination of whether a switch is to be performed can be made
in various manners. However, for purposes of discussion assume that if a markedly
different performance prediction is identified than a current performance level of the
processor, a determination of a core switch can be made (e.g., a performance
prediction of a 2.0 gigahertz (GHz) frequency while the current performance of the
processor is at 600 megahertz (MHz) may be sufficient to cause a core switch).
Note that this determination as to a core switch is for a future quantum. Thus
instead of immediately performing the switch, the identification of this core switch
can be placed into a core switch queue to later be accessed when the given thread
guanta is about to execute. Note that the prediction is for the determined

performance for a future time. Depending upon the predicted performance needs,
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frequency is determined and depending upon the frequency, the most efficient core
is selected. Once this selection is made, it is then determined whether core

switching is to be performed.

[0021] Still referring to FIG. 1, if a core switch determination is made, control
passes to block 160 where a call can be made to perform the core switch. In an
embodiment, this call may be a given type of system call, details of which will be
described further below. Otherwise, if the performance prediction is not substantially
different than a current performance level of the processor such that a core switch is
to occur, control instead passes from diamond 150 to diamond 170. There, it can be
determined whether a change to a frequency of a core should be performed. If so,
control passes to block 180, where a call for a frequency change can be made, e.g.,
to firmware or hardware such as a power controller of the processor. If instead, this

determination is in the negative, no action may occur and the method may conclude.

[0022] Referring now to FIG. 2, shown is a flow diagram of a method for performing
a core switch in accordance with an embodiment of the present invention. As shown
in FIG. 2, various system components including hardware, software and/or firmware
may be used in performing the method to achieve a switch between a core of a first
type and a core of a second type. For ease of discussion, method 200 shown in
FIG. 2 is with regard to a switch from a low power core to a high power core. Of
course while shown in this manner in the example of FIG. 2, understand the scope of
the present invention is not limited in this regard and embodiments apply equally to
switching between a high power core and a low power core, and any other type of
switch between heterogeneous compute elements within a processor. Furthermore,
understand that embodiments are not limited to performing switching operations
within a single processor such as a SoC. Instead, embodiments apply equally to
other situations, such as switching between processing units configured in separate
semiconductor dies or integrated circuits of a system.

[0023] Asseenin FIG. 2, method 200 may begin by executing a policy manager
(block 205). In various embodiments, this policy manager may perform a prediction-
based analysis such as described above with regard to FIG. 1. In different

implementations, this policy manager may be executed within code of an OS,
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firmware or other locations. And in still other embodiments, the policy manager may
execute on a separate controller such as a microcontroller, e.g., a power control unit
of an SoC or other processor. For purposes of discussion, assume that the policy

manager executes on a low power SMP core of a SoC, e.g., as part of an OS.

[0024] Also assume for purposes of discussion here that the decision by the policy
manager is to perform a core switch, namely from a low power core to a high power
core. Then, control passes to block 210 where a kernel input output control (IOCTL)
call may be performed. Note that in other embodiments such as where the policy
manager is implemented in firmware, this call may be another type of system call.
Responsive to this call, the SMP core may prepare for the switch by entering into a
critical section (block 215). By way of this critical section, other extraneous
operations and handling of other interrupts, break events and so forth may be
disabled. Control next passes to block 220 where one or more core switch
configuration registers may be read. Although the scope of the present invention is
not limited in this regard, various information may be present in these configuration
registers including an identification of the cores of the SoC and their status (e.g.,
active or in a sleep state). Next, control passes to block 225 where parameters may
be set up to call firmware to perform the core switch. Note that the above described
operations from execution of the policy manager to this call to firmware may be

performed in OS code, in one embodiment.

[0025] However, the next set of operations may be performed, e.g., in firmware of
the low power core. As seen, these operations may begin at diamond 230 by
determining whether the requested operation is a core switch or a frequency change.
As described above, for purposes of discussion the assumption is that a core switch
is taking place. Understand that the above-described operations as well as the
remainder of operations shown in FIG. 2 apply equally for performing a frequency
change when the policy manager determines although a core switch is not indicated,

a change in core frequency is indicated.

[0026] Assume for the discussion that the decision is for a core switch.
Accordingly, at block 235 pending operations, e.g., any pending writes/reads within

various buffers of the core, may be completed. Next, control passes to block 240
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where interrupts may be disabled to thus prevent the core from handling any
interrupts from external agents. Control next passes to block 245 where the state of
the processor can be saved. More specifically, the state may be stored in a local
memory such as a cache memory. Although the scope of the present invention is
not limited in this regard, in one embodiment the state may be stored in a shared
cache memory such as a level 2 (L2) cache that is accessible to other cores of the
SoC. In addition to storage of the core state, which may include information stored

in a variety of registers including architectural registers, configuration registers,
control registers, status registers and so forth, a checksum also may be stored. This
checksum may thus be a check value generated based on the entire state saved that

can be later used to confirm that the correct state has been retrieved.

[0027] Referring stillin FIG. 2, next a mutual exclusion location, namely a mutex,
may be locked (block 250). This mutex may be a lock in a shared memory such as
the L2 cache or a static random access memory (SRAM) that can be acquired to
thus lock the state and prevent any other agent from accessing this information.
This spin lock is acquired by the code running from SRAM. Because this memory is
shared between the heterogeneous SMP cores, all such cores have access to the
memory and can acquire the lock. Next, a timer may be activated (block 255). This
timer may be set for a length of between approximately 20 and 100 microseconds, in
one embodiment. Note that this timer may be a core switch timer that can be used
to determine whether the core switch occurs within an expected time frame. By
using a timer for performing the core switch, it can be ensured that the core
switching is done efficiently with low latency. Control then passes to block 260
where an event can be sent to the high power core. In one embodiment this event

may be a wake up event sent via an interprocessor communication (IPC).

[0028] Still referring to the operations performed in the firmware, control passes to
diamond 265 to determine whether the core switch timer has cleared. If so, this
indicates that the core switch to the high power core was successfully performed. As
such, control next passes to block 275, where various structures of the low power
core can be flushed/invalidated. Although the scope of the present invention is not

limited in this regard, such structures may include alevel 1 (L1) cache and a
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translation lookaside buffer (TLB). After flushing of this information, which may in
one embodiment only include any modified or dirty information to speed up the
invalidation operation, control passes to block 276 where the low power core can be

placed into a sleep state. As such, this core will wait for an event to be awoken.

[0029] If the switch to the high power core was not successful as determined by the
core switch timer not being cleared, control passes instead to block 270 where an
indication that the core switch was not supported may be passed, e.g., to the OS.
Accordingly at block 272 the critical section can be disabled and additional

operations can occur on the low power core as it is resumed (block 274).

[0030] In the typical case when a core switch is successful, control passes to block
280 where the high power core, which can be assumed to be in a low power or sleep
state, thus monitors for an event, namely this wake up event. This determination
thus may be made at diamond 282 where the core recognizes a wake up event.
Note that a periodic timer such as a wake up timer may be set in the high power core
to allow it to periodically awaken to determine whether this wake event or any other

break events are provided to it.

[0031] When the high power core wakes up responsive to this event control next
passes to diamond 284 to determine whether the checksum is correct, based on
accessing of the state and checksum via the mutex facility. As described above, a
valid checksum may indicate that the state of the low power core stored in the
shared memory is correct. Accordingly, control passes to block 286 where this state
can be reloaded into the high power core. Next control passes to block 288 where
the timer, namely the core switch timer, may be cleared. The high power core then
enables interrupts at block 290 and control passes back from firmware execution (in
an embodiment) to the OS at block 290 where the critical section can be disabled
and normal operations can begin or resume on the high power core (block 292). If at
diamond 284 it is determined that the checksum is not valid, control instead passes
to block 295 where an indication that the core switch is not supported can be made.
In one embodiment this indication can be sent to the other (low power) core.
Although shown at this high level in the embodiment of FIG. 2, understand the scope

of the present invention is not limited in this regard.
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[0032] Understand that embodiments may be applicable to many different types of
processors. Referring now to FIG. 3, shown is a block diagram of a processor in
accordance with an embodiment of the present invention. As shown in FIG. 3,
processor 300 may be implemented as an SoC that includes a variety of
components configured on a single semiconductor die, e.g., as a single IC package.
In the particular embodiment shown, a plurality of cores may be present. More
specifically, a plurality of low power cores 3100-310,, may be present. In addition, a
plurality of high power cores may also be present. In the embodiment shown high

power cores 3200-320, may be present.

[0033] In an embodiment, the low power cores may operate at a frequency
between 0 and 600 megahertz (MHz), while the high power cores may operate at a
frequency between 600MHz and 2.5 gigahertz (GHz). In some embodiments these
cores may be of a homogeneous design, although the low power cores operate a
lower frequency level. However, in many embodiments these cores may be of
heterogeneous designs. For example, the low power cores may be relatively simple
in-order processors such as a core based on an Intel® Atom™ design. Instead, the
high power cores may be of a more complicated out-of-order design such as an
Intel® Architecture (IA) 32 core such as an Intel Core™ design. Note that each of the
cores may include various structures including front end units, execution units, back
end units and so forth. In addition one or more levels of cache memories may be
present within each core. All of the cores may be coupled to a shared cache 330,
which in an embodiment may be an L2 cache that in turn is coupled to a coherent
system bus and fabric 340 to provide interconnection to a variety of different
components that may be coupled to the SoC via a set of controllers. In the
embodiment shown, such controllers may include a camera controller 350, a video
controller 355, a graphics controller 360, a memory controller 365 (such as a double
data rate (DDR) memory controller), one or more interrupt controllers 370, in addition
to other controllers 375. Although shown at this high level in the embodiment of FIG.

3, understand the scope of the present invention is not limited in this regard.

[0034] Using an embodiment of the present invention, overhead associated with

core switching may be minimized, thus decreasing latency for switching, eliminating
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thrashing and achieving predictable dynamic switching of SMP cores, thereby

reducing software complexities.

[0035] Depending upon the performance requirements for a plurality of future
execution quanta (e.g., a next quantum and a following quantum (t and t+1)), core
switching may occur dynamically and completely transparently to operating system
and software applications. Since the heterogeneous cores each have different
power performance characteristics, a switching threshold can be tuned to a specific
implementation of an SoC. For example, if a prediction is for a frequency of 700
MHz (and assuming an upper threshold of 600 MHz), a determination of a core

switch from a low power core to high power core may occur.

[0036] Table 1 shows the output of the policy manager that determines whether to
dynamically switch SMP cores based on a prediction algorithm in accordance with

one embodiment of the present invention.

Table 1
IPC Performance Policy
Current | Predicted | Memory | State of :SOW :SOW High High
IPC CPU Statistics | System S:\)/IWPer Sm}er Performance | Performance
Utilization SMP Core SMP Core
Core Core
% Data
IPC < Cache Memory . ,
05 0-600 Misses > | Bound Enabled | Enabled | Disabled Disabled
10%
% Data
IPC <1 600-1000 | CBNe | Memory | . ied | Disabled | Enabled Enabled
0.5 Misses > | Bound
10%
% Data
IPC > Cache CPU . .
05 600-1000 Misses < | Bound Disabled | Disabled | Enabled Enabled
10%
% Data Memory
IPC> 1 600-2500 | &M | ang CPU | Disabled | Disabled | Enabled | Enabled
1.0 Misses >
o Bound
10%
% Data Low
IPC< Cache MIPS . .
05 0-600 Misses < | Active Enabled | Enabled | Disabled Disabled
10% and Idle
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[0037] In Table 1, various characterizable parameters of a system are shown.
Based on one or more of these parameters, the policy manager may determine a
performance policy for a given future quantum. As seen, the parameters include a
current instructions per cycle (IPC), a predicted CPU utilization (e.g., in terms of
frequency). In addition, memory utilization information such as a number of cache
misses as a percentage of memory requests may be identified. From these
parameters, a system may be in a given state such as a memory bound state, a

CPU bound state, or a low activity state.

[0038] In various embodiments, the policy manager may determine according to a
policy one or more selected cores of the SoC to enable based on one or more of
these parameters, which is seen in the matrix of Table 1. For example, in one
embodiment the predicted processor utilization (e.g., in terms of frequency) itself
may be used to determine whether cores of a particular type are to be enabled or
disabled. Also understand that the implementation shown in Table 1 is for a
multicore processor including two low power cores and two high power cores, where
the policy is simplified by enabling two and only two cores, either low power cores or
high power cores. Of course in other embodiments, different combinations of cores
can be enabled, including zero cores, one low power core, one high power core, or
different combinations of low power and high power cores. In addition, understand
that in other embodiments more than two heterogeneous types of cores may be
present, and further understand that SoCs including many more than four cores also

may incorporate an embodiment of the present invention.

[0039] Referring now to FIG. 4, shown is a block diagram of a processor core in
accordance with one embodiment of the present invention. As shown in FIG. 4,
processor core 400 may be a multi-stage pipelined out-of-order processor.
Processor core 400 is shown with a relatively simplified view in FIG. 4, and may
correspond to one of the cores of a SoC as described herein. One or more other
cores of the SoC may include the same architecture, while one or more other cores

may be of a different architecture, such as an in-order core.
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[0040] As shown in FIG. 4, core 400 includes front end units 410, which may be
used to fetch instructions to be executed and prepare them for use later in the
processor. For example, front end units 410 may include a fetch unit 401, an
instruction cache 403, and an instruction decoder 405. In some implementations,
front end units 410 may further include a trace cache, along with microcode storage
as well as a micro-operation storage. Fetch unit 401 may fetch macro-instructions,
e.g., from memory or instruction cache 403, and feed them to instruction decoder
405 to decode them into primitives, i.e., micro-operations for execution by the

processor.

[0041] Coupled between front end units 410 and execution units 420 is an
instruction dispatcher 415 which can be implemented as out-of-order logic in out-of-
order implementations to receive the micro-instructions and prepare them for
execution. More specifically instruction dispatcher 415 may include various buffers
to allocate various resources needed for execution, as well as to provide renaming of
logical registers onto storage locations within various register files such as register
file 430 and extended register file 435. Register file 430 may include separate
register files for integer and floating point operations. Extended register file 435 may

provide storage for vector-sized units, e.g., 256 or 512 bits per register.

[0042] As further seen in FIG. 4, processor 400 may include a set of model specific
registers (MSRs) 425. Various types of model specific information may be stored in
such registers. In some embodiments, such registers may include information
regarding execution characteristics or occurrences such as interrupts, traps,

exceptions and so forth.

[0043] Various resources may be present in execution units 420, including, for
example, various integer, floating point, and single instruction multiple data (SIMD)
logic units, among other specialized hardware. For example, such execution units
may include one or more arithmetic logic units (ALUs) 422. In addition, execution
units may further include a performance monitoring unit (PMU) 424. In various
embodiments, PMU 424 may be used to control obtaining of various information,

e.g., profiling counters, information in MSRs and so forth. In particular
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implementations here, PMU 424 or other such logic may be used to provide

processor utilization information for use by a policy manager.

[0044] Results of execution in the execution units may be provided to retirement
logic, namely a reorder buffer (ROB) 440. More specifically, ROB 440 may include
various arrays and logic to receive information associated with instructions that are
executed. This information is then examined by ROB 440 to determine whether the
instructions can be validly retired and result data committed to the architectural state
of the processor, or whether one or more exceptions occurred that prevent a proper
retirement of the instructions. Of course, ROB 440 may handle other operations

associated with retirement.

[0045] As shownin FIG. 4, ROB 440 is coupled to a cache 450 which, in one
embodiment may be a low level cache (e.g., an L1 cache) although the scope of the
present invention is not limited in this regard. Also, execution units 420 can be
directly coupled to cache 450. While shown with this high level in the embodiment of

FIG. 4, understand the scope of the present invention is not limited in this regard.

[0046] Referring now to FIG. 5, shown is a block diagram of components presentin
a computer system in accordance with an embodiment of the present invention. As
shown in FIG. 5, system 500 can include many different components. These
components can be implemented as ICs, portions thereof, discrete electronic
devices, or other modules adapted to a circuit board such as a motherboard or add-
in card of the computer system, or as components otherwise incorporated within a
chassis of the computer system. Note also that the block diagram of FIG. 5 is
intended to show a high level view of many components of the computer system.
However, it is to be understood that additional components may be present in certain
implementations and furthermore, different arrangement of the components shown

may occur in other implementations.

[0047] As seenin FIG. 5, a processor 510, which may be a low power multicore
processor socket such as an ultra low voltage processor, may act as a main
processing unit and central hub for communication with the various components of

the system. Such processor can be implemented as a system on a chip (SoC). In
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one embodiment, processor 510 may be an Intel® Architecture Core ™-based
processor such as an i3, i5, i7 or another such processor available from Intel
Corporation, Santa Clara, CA, such as a processor that combines one or more
Core™-based cores and one or more Intel® ATOM™-based cores to thus realize
high power and low power cores in a single SoC. However, understand that other
low power processors such as available from Advanced Micro Devices, Inc. (AMD)
of Sunnyvale, CA, an ARM-based design from ARM Holdings, Ltd. or a MIPS-based
design from MIPS Technologies, Inc. of Sunnyvale, CA, or their licensees or
adopters may instead be present in other embodiments such as an Apple A5
processor. Regardless, processor 510 may provide for dynamic workload switching

between different cores based on prediction operations as described herein.

[0048] Processor 510 may communicate with a system memory 515, which in an
embodiment can be implemented via multiple memory devices to provide for a given
amount of system memory. As examples, the memory can be in accordance with a
Joint Electron Devices Engineering Council (JEDEC) low power double data rate
(LPDDR)-based design such as the current LPDDR2 standard according to JEDEC
JESD 209-2E (published April 2009), or a next generation LPDDR standard to be
referred to as LPDDR3 that will offer extensions to LPDDR2 to increase bandwidth.
As examples, 2/4/8 gigabytes (GB) of system memory may be present and can be
coupled to processor 510 via one or more memory interconnects. In various
implementations the individual memory devices can be of different package types
such as single die package (SDP), dual die package (DDP) or quad die package
(QDP). These devices can in some embodiments be directly soldered onto a
motherboard to provide a lower profile solution, while in other embodiments the
devices can be configured as one or more memory modules that in turn can couple

to the motherboard by a given connector.

[0049] To provide for persistent storage of information such as data, applications,
one or more operating systems and so forth, a mass storage 520 may also couple to
processor 510. In various embodiments, to enable a thinner and lighter system
design as well as to improve system responsiveness, this mass storage may be

implemented via a SSD. However in other embodiments, the mass storage may
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primarily be implemented using a hard disk drive (HDD) with a smaller amount of
SSD storage to act as a SSD cache to enable non-volatile storage of context state
and other such information during power down events so that a fast power up can
occur on re-initiation of system activities. Also shown in FIG. 5, a flash device 522
may be coupled to processor 510, e.g., via a serial peripheral interface (SPI). This
flash device may provide for non-volatile storage of system software, including a

basic input/output software (BIOS) as well as other firmware of the system.

[0050] Various input/output (10) devices may be present within system 500.
Specifically shown in the embodiment of FIG. 5 is a display 524 which may be a high
definition LCD or LED panel configured within a lid portion of the chassis. This
display panel may also provide for a touch screen 525, e.g., adapted externally over
the display panel such that via a user’s interaction with this touch screen, user inputs
can be provided to the system to enable desired operations, e.g., with regard to the
display of information, accessing of information and so forth. In one embodiment,
display 524 may be coupled to processor 510 via a display interconnect that can be
implemented as a high performance graphics interconnect. Touch screen 525 may
be coupled to processor 510 via another interconnect, which in an embodiment can
be an I°C interconnect. As further shown in FIG. 5, in addition to touch screen 525,
user input by way of touch can also occur via a touch pad 530 which may be
configured within the chassis and may also be coupled to the same I°C interconnect

as touch screen 525.

[0051] For perceptual computing and other purposes, various sensors may be
present within the system and can be coupled to processor 510 in different manners.
Certain inertial and environmental sensors may couple to processor 510 through a
sensor hub 540, e.g., via an I2C interconnect. In the embodiment shown in FIG. 5,
these sensors may include an accelerometer 541, an ambient light sensor (ALS)
542, a compass 543 and a gyroscope 544. Other environmental sensors may
include one or more thermal sensors 546 which may couple to processor 510 via a

system management bus (SMBus) bus, in one embodiment.

[0052] Also seenin FIG. 5, various peripheral devices may couple to processor 510

via a low pin count (LPC) interconnect. In the embodiment shown, various
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components can be coupled through an embedded controller 535. Such
components can include a keyboard 536 (e.g., coupled via a PS2 interface), a fan
537, and a thermal sensor 539. In some embodiments, touch pad 530 may also
couple to EC 535 via a PS2 interface. In addition, a security processor such as a
trusted platform module (TPM) 538 in accordance with the Trusted Computing Group
(TCG) TPM Specification Version 1.2, dated Oct. 2, 2003, may also couple to
processor 510 via this LPC interconnect.

[0053] System 500 can communicate with external devices in a variety of manners,
including wirelessly. In the embodiment shown in FIG. 5, various wireless modules,
each of which can correspond to a radio configured for a particular wireless
communication protocol, are present. One manner for wireless communication in a
short range such as a near field may be via a near field communication (NFC) unit
545 which may communicate, in one embodiment with processor 510 via an SMBus.
Note that via this NFC unit 545, devices in close proximity to each other can
communicate. For example, a user can enable system 500 to communicate with
another (e.g.,) portable device such as a smartphone of the user via adapting the
two devices together in close relation and enabling transfer of information such as
identification information payment information, data such as image data or so forth.

Wireless power transfer may also be performed using a NFC system.

[0054] As further seen in FIG. 5, additional wireless units can include other short
range wireless engines including a WLAN unit 550 and a Bluetooth unit 552. Using
WLAN unit 550, Wi-Fi™ communications in accordance with a given Institute of
Electrical and Electronics Engineers (IEEE) 802.11 standard can be realized, while
via Bluetooth unit 552, short range communications via a Bluetooth protocol can
occur. These units may communicate with processor 510 via, e.g., a USB link or a
universal asynchronous receiver transmitter (UART) link. Or these units may couple
to processor 510 via an interconnect via a Peripheral Component Interconnect
Express™ (PCle™) protocol in accordance with the PCI Express™ Specification
Base Specification version 3.0 (published January 17, 2007), or another such
protocol such as a serial data input/output (SDIO) standard. Of course, the actual

physical connection between these peripheral devices, which may be configured on
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one or more add-in cards, can be by way of the next generation form factor (NGFF)
connectors adapted to a motherboard.

[0055] In addition, wireless wide area communications, e.g., according to a cellular
or other wireless wide area protocol, can occur via a WWAN unit 556 which in turn
may couple to a subscriber identity module (SIM) 557. In addition, to enable receipt
and use of location information, a GPS module 555 may also be present. Note that
in the embodiment shown in FIG. 5, WWAN unit 556 and an integrated capture
device such as a camera module 554 may communicate via a given USB protocol
such as a USB 2.0 or 3.0 link, or a UART or I°C protocol. Again the actual physical
connection of these units can be via adaptation of a NGFF add-in card to an NGFF

connector configured on the motherboard.

[0056] To provide for audio inputs and outputs, an audio processor can be
implemented via a digital signal processor (DSP) 560, which may couple to
processor 510 via a high definition audio (HDA) link. Similarly, DSP 560 may
communicate with an integrated coder/decoder (CODEC) and amplifier 562 that in
turn may couple to output speakers 563 which may be implemented within the
chassis. Similarly, amplifier and CODEC 562 can be coupled to receive audio inputs
from a microphone 565 which in an embodiment can be implemented via dual array
microphones to provide for high quality audio inputs to enable voice-activated control
of various operations within the system. Note also that audio outputs can be
provided from amplifier/CODEC 562 to a headphone jack 564. Although shown with
these particular components in the embodiment of FIG. 5, understand the scope of

the present invention is not limited in this regard.

[0057] Embodiments can be used in many different environments. Referring now
to FIG. 6, shown is a block diagram of an example system 600 with which
embodiments can be used. As seen, system 600 may be a smartphone or other
wireless communicator. As shown in the block diagram of FIG. 6, system 600 may
include a baseband processor 610 which can include heterogeneous cores that can
be dynamically controlled to switch a workload between different core types based
on predictions made as described herein. In general, baseband processor 610 can

perform various signal processing with regard to communications, as well as perform
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computing operations for the device. In turn, baseband processor 610 can couple to
a user interface/display 620 which can be realized, in some embodiments by a touch
screen display. In addition, baseband processor 610 may couple to a memory
system including, in the embodiment of FIG. 6 a non-volatile memory, namely a flash
memory 630 and a system memory, namely a dynamic random access memory
(DRAM) 635. As further seen, baseband processor 610 can further couple to a
capture device 640 such as an image capture device that can record video and/or
still images.

[0058] To enable communications to be transmitted and received, various circuitry
may be coupled between baseband processor 610 and an antenna 690.

Specifically, a radio frequency (RF) transceiver 670 and a wireless local area
network (WLAN) transceiver 675 may be present. In general, RF transceiver 670
may be used to receive and transmit wireless data and calls according to a given
wireless communication protocol such as 3G or 4G wireless communication protocol
such as in accordance with a code division multiple access (CDMA), global system
for mobile communication (GSM), long term evolution (LTE) or other protocol. In
addition a GPS sensor 680 may be present. Other wireless communications such as
receipt or transmission of radio signals, e.g., AM/FM and other signals may also be
provided. In addition, via WLAN transceiver 675, local wireless signals, such as
according to a Bluetooth™ standard or an IEEE 802.11 standard such as IEEE
802.11a/b/g/n can also be realized. Although shown at this high level in the
embodiment of FIG. 6, understand the scope of the present invention is not limited in

this regard.

[0059] Embodiments may be used in many different types of systems. For
example, in one embodiment a communication device can be arranged to perform
the various methods and techniques described herein. Of course, the scope of the
present invention is not limited to a communication device, and instead other
embodiments can be directed to other types of apparatus for processing instructions,
or one or more machine readable media including instructions that in response to
being executed on a computing device, cause the device to carry out one or more of

the methods and techniques described herein.
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[0060] The following examples pertain to further embodiments.

[0061] In an embodiment, an apparatus includes a first core to execute instructions
and a second core to execute instructions. The second core can be asymmetric with
respect to the first core and have a higher power consumption level than the first
core. In turn, a policy manager is to receive operating system scheduling
information, performance prediction information for at least one future quantum, and
current processor utilization information, and to determine a performance prediction
for a future quantum and whether to cause a switch between the first core and the
second core based at least in part on the operating system scheduling information,
the performance prediction information, and the current processor utilization

information.

[0062] A performance monitoring unit can provide the current processor utilization

information to the policy manager.

[0063] The policy manager may be firmware to execute on one of the first and
second cores. The policy manager alternately may be a power controller of a

multicore processor configured on a single semiconductor die.

[0064] The operating system scheduling information may include, for each of a
plurality of future quanta, a number of processes and a number of threads to be
executed. The current processor utilization information may include instructions per

cycle and a processor utilization rate.

[0065] The policy manager can determine whether to cause a change to a

frequency of at least one of the first and second cores.

[0066] In an embodiment, a plurality of first cores each homogenous with respect to
the first core and a plurality of second cores each homogeneous with respect to the
second core may be present, where the policy manager is to determine whether to
switch a workload executed on at least some of the plurality of first cores to at least
some of the plurality of second cores based on the performance prediction for the

future quantum.
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[0067] The policy manager can issue a call to cause an OS that executes on the
first core to enter into a critical section and to enable the apparatus to switch

execution of the OS to the second core transparently to the OS.

[0068] The first core may save a state of the first core to a shared memory, lock a
mutual exclusion location, and activate a timer prior to the OS execution switch. The
first core may also invalidate a cache of the first core if the timer is cleared during
execution of the OS on the second core prior to an expiration of the timer. The first
core can also cause the OS to disable the critical section and resume execution on

the first core if the timer is not cleared prior to the timer expiration.

[0069] In an embodiment, the apparatus is a SoC including the first and second
cores, and the policy manager is to execute on an enabled one of the first and

second cores.

[0070] In another embodiment, a method includes receiving a call in a first core of a
multicore processor from a policy manager indicating a change to a processor
operating parameter, performing a set of actions to complete pending accesses and
to prevent interrupts to the first core, storing a state of the first core in a shared
memory coupled to the first core and setting a mutual exclusion location of the
shared memory, and initiating a timer and determining if the timer is cleared prior to

an expiration of the timer.

[0071] The processor operating parameter may be a core switch between the first
core and a second core to cause a workload to be moved from the first core to the
second core, and an event can be sent from the first core to the second core after

initiating the timer to cause the second core to wake up.

[0072] The method may further include causing the first core to enter into a low
power state responsive to determining that the timer is cleared prior to the timer

expiration.

[0073] The method may further include causing the first core to resume execution

of the workload responsive to the timer expiration, without the core switch.
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[0074] The method may further include saving a checksum of the first core state in
the shared memory with the first core state, and accessing the first core state and

the checksum via the second core and determining whether the checksum is valid.

[0075] The method may further include loading the first core state into the second
core responsive to determining that the checksum is valid, and thereafter clearing
the timer, and not clearing the timer responsive to determining that the checksum is

not valid.

[0076] In another embodiment, an article includes at least one storage medium
including instructions that when executed enable a multicore processor to receive
operating system scheduling information regarding processes and threads to be
executed in a plurality of future quanta, performance prediction information for at
least one future quantum, and current processor utilization information, and to
determine whether to cause a switch between a first core and a second core of the
multicore processor (where the first and second cores are heterogeneous compute
elements), based at least in part on the operating system scheduling information, the
performance prediction information, and the current processor utilization information,
and issue a call to the first core to indicate the switch, where responsive to the call
the first core is to store a state of the first core in a shared memory and set a mutual
exclusion location of the shared memory, initiate a timer, and determine whether the

timer is cleared prior to an expiration of the timer.

[0077] The article may further include instructions to cause the first core to enter
into a low power state responsive to determining that the timer is cleared prior to the

timer expiration.

[0078] The article may further include instructions to cause the multicore processor
to resume execution of the workload on the first core responsive to the timer

expiration, without the switch.

[0079] The article may further include instructions to cause the multicore processor
to save a checksum of the first core state in the shared memory with the first core

state, and access the first core state and the checksum to determine whether the
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checksum is valid, and if so to resume execution of the workload on the second core,
and to clear the timer.

[0080] Embodiments may be implemented in code and may be stored on a non-
transitory storage medium having stored thereon instructions which can be used to
program a system to perform the instructions. The storage medium may include, but
is not limited to, any type of disk including floppy disks, optical disks, solid state
drives (SSDs), compact disk read-only memories (CD-ROMs), compact disk
rewritables (CD-RWs), and magneto-optical disks, semiconductor devices such as
read-only memories (ROMs), random access memories (RAMs) such as dynamic
random access memories (DRAMs), static random access memories (SRAMs),
erasable programmable read-only memories (EPROMSs), flash memories, electrically
erasable programmable read-only memories (EEPROMSs), magnetic or optical cards,

or any other type of media suitable for storing electronic instructions.

[0081] While the present invention has been described with respect to a limited
number of embodiments, those skilled in the art will appreciate numerous
modifications and variations therefrom. It is intended that the appended claims cover
all such modifications and variations as fall within the true spirit and scope of this

present invention.
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What is claimed is:
1. An apparatus comprising:

a first core to execute instructions;

a second core to execute instructions, the second core asymmetric with
respect to the first core and having a higher power consumption level than the first
core; and

policy manager means for receiving operating system scheduling information,
performance prediction information for at least one future quantum, and current
processor utilization information, and determining a performance prediction for a
future quantum and whether to cause a switch between the first core and the second
core based at least in part on the operating system scheduling information, the

performance prediction information, and the current processor utilization information.

2. The apparatus of claim 1, further comprising a performance monitoring means
for providing the current processor utilization information to the policy manager

means.

3. The apparatus of claim 1, wherein the policy manager means comprises

firmware to execute on one of the first and second cores.

4, The apparatus of claim 1, wherein the policy manager means comprises a
power controller of a processor, the processor corresponding to a multicore

processor configured on a single semiconductor die.

5. The apparatus of claim 1, wherein the operating system scheduling
information includes, for each of a plurality of future quanta, a number of processes
and a number of threads to be executed.

6. The apparatus of claim 5, wherein the current processor utilization information

includes instructions per cycle and a processor utilization rate.
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7. The apparatus of claim 1, wherein the policy manager means for determining
whether to cause a change to a frequency of at least one of the first and second

cores.

8. The apparatus of claim 1, wherein the policy manager means for issuing a call
to cause an operating system (OS) that executes on the first core to enter into a
critical section and enabling the apparatus to switch execution of the OS to the

second core transparently to the OS.

9. The apparatus of claim 8, wherein the first core is to save a state of the first
core to a shared memory, lock a mutual exclusion location, and activate a timer prior

to the OS execution switch.

10.  The apparatus of claim 9, wherein the first core is to invalidate a cache of the
first core if the timer is cleared during execution of the OS on the second core prior

to an expiration of the timer.

11.  The apparatus of claim 10, wherein the first core is to cause the OS to disable
the critical section and to resume execution on the first core if the timer is not cleared

prior to the timer expiration.

12. The apparatus of claim 1, wherein the apparatus comprises a system on chip
(SoC) including the first core and the second core, and wherein the policy manager

is to execute on an enabled one of the first and second cores.

13. A method comprising:

receiving a call in a first core of a multicore processor from a policy manager
indicating a change to a processor operating parameter;

performing a set of actions to complete pending accesses and to prevent
interrupts to the first core;

storing a state of the first core in a shared memory coupled to the first core

and setting a mutual exclusion location of the shared memory; and
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initiating a timer and determining if the timer is cleared prior to an expiration of

the timer.

14.  The method of claim 13, wherein the processor operating parameter
comprises a core switch between the first core and a second core to cause a
workload to be moved from the first core to the second core, and further comprising
sending an event from the first core to the second core after initiating the timer to

cause the second core to wake up.

15.  The method of claim 14, further comprising causing the first core to enter into
a low power state responsive to determining that the timer is cleared prior to the

timer expiration.

16. The method of claim 14, further comprising causing the first core to resume

execution of the workload responsive to the timer expiration, without the core switch.

17.  The method of claim 13, further comprising:

saving a checksum of the first core state in the shared memory with the first core
state; and

accessing the first core state and the checksum via the second core and determining

whether the checksum is valid.

18. The method of claim 17, further comprising loading the first core state into the
second core responsive to determining that the checksum is valid, and thereafter

clearing the timer.

19.  The method of claim 18, further comprising not clearing the timer responsive

to determining that the checksum is not valid.

20. A communication device arranged to perform the method of any one of claims
1310 19.
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21.  Atleast one machine readable medium comprising a plurality of instructions
that in response to being executed on a computing device, cause the computing

device to carry out a method according to any one of claims 13 to 19.

22.  An apparatus for processing instructions, configured to perform the method of
any one of claims 13 to 19.

23.  An apparatus comprising means for performing the method of any one of
claims 13 to 19.
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